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The diffusion of technology to end users who can now develop their own 
information systems raises issues concerning the cost, quality, efficiency, and 
accuracy of such systems. 

Dinesh Batra, Jeffrey A. Hoffer, and Robert P. Bostrom 

End-user development of information systems repre- 
sents a major departure from the development of sys- 
tems by trained and experienced specialists [2, 28, 341. 
This trend raises numerous questions concerning the 
efficacy and hidden cost of such systems which may be 
poorly designed because of the users’ lack of expertise. 
Major tools used by users to develop their systems are 
database management systems (DBMSs) and fourth gen- 
eration languages with DBMS capabilities. Clearly the 
most popular DBMS for user application development is 
any of a variety of systems based on the relational data 
model [3]. The relational model is characterized by de- 
sirable properties like data independence and ability to 
support high-level query languages [26]. 

Another trend likely to affect the use of database 
management systems is the proliferation of data 
models. The more recent data models are generally 
termed semantic data models [31]. The diffusion of infor- 
mation technology to end users coupled with the propo- 
sitions of semantic data models raises the human factor 
issue of usability of these models. This article describes 
such a usability study which compares representations 
developed by end users using two popular data 
models-the relational, which is a classical data model, 
and the extended entity relationship (EER) model, 
which is a semantic data model. 

DATA MODELS 
In the general database design literature and in the 
practice of professional data analysts, the relational 
data model [8] has been used to conceptualize data 
requirements [lo, 26, 401. However, several researchers 
have noted a shortcoming of the relational model that it 
is difficult to capture certain semantics of the real 
world. Schmid and Swenson [35] note that the rela- 
tional theory gives no indication of the way in which 
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the world is to be represented by a collection of rela- 
tions. Kent [24] has catalogued and explicated the limi- 
tations of record-based information models, including 
the relational model. The limitations of the classical 
models have led to proposals for semantic data models 
(e.g., [4, 6, 17, 19, 31, 37, 381) that are capable of coping 
with more intricate semantics inherent in :many situa- 
tions. It seems that the most widely accepted semantic 
data model is Chen’s entity-relationship (E-R) model 
which explicitly adopts the view that the real world 
consists of entities and relationships [6]. Chen intro- 
duced an associated graphical representation technique 
as a tool for database design. Recently, the E-R model 
has been extended to include the notion of cate- 
gories [15]. This model is called the extended entity- 
relationship (EER) model. Teorey et al. [41] present the 
EER model as a logical design tool that can be used to 
conceptualize data requirements. The EER representa- 
tion can then be converted to a relational represen- 
tation (or any other data model) for database imple- 
mentation. Thus implicitly, these authors make the 
assumption that the EER model, as compared to the 
relational model, is the better representation for con- 
ceptual design. However, there is little empirical evi- 
dence that the EER model or any other semantic model 
leads to better novice end-user performance than the 
classical models in a conceptual data modeling task. 

THE NOVICE USER AND DATABASE DESIGN 
Database technology is now readily available for appli- 
cation to nontrivial problems by end users. The phe- 
nomenon of end-user computing has been supported by 
relational data management technology. End users may 
be autonomous, that is, users who design, develop, im- 
plement, and use application programs to support per- 
sonal or a small group’s information requirements for 
decision making [12, 131. To build effective systems, 
these users not only need easy-to-use software, but a 
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basic knowledge of techniques about system analysis 
and design as well. Since most information systems 
have a database component, it is important that these 
users understand the database design process and 
techniques. 

The first step of database design is the development 
of the conceptual data model of the application. A con- 
ceptual data model is an abstraction of the real world 
(organizational) data pertinent to an enterprise. The 
process of deriving and analyzing the data inherent in a 
business situation and of mapping objects of this under- 
standing of reality in a conceptual model representation 
constitutes the discovery phase. The discovery phase 
consists of two parts. The first part involves the elicita- 
tion of the information requirements. This is tradition- 
ally a result of an interview between the user(s) and 
the analyst(s). The second part, in the data modeling 
context, involves the (conceptual) representation of the 
information requirements into the form of a concep- 
tual model. In this process, a data model provides rep- 
resentation primitives to aid in the development and 
specification of a conceptual model. It also provides a 
discipline that can highlight inconsistencies in one’s 
qualitative understanding of a situation. In the case of 
end-user-developed applications, the discovery phase 
predominantly involves representation, and only mini- 
mally involves elicitation since the user-analyst com- 
munication gulf is eliminated. 

This study concentrates on the second part of this 
phase, that is, the translation of one’s understanding 
of a business situation into a representational form for 
a conceptual database. (We assert that even though 
the requirements are available, the important task of 
“fitting” these requirements into a conceptual model 
remains.) One may question the relevance of this phase 
and argue that some kind of a conceptual model is 
already available at the end of the elicitation process, 
albeit in a natural language. Yet, the transformation 
into a formal representation may not be trivial. An 
analogy may be drawn from the formulation of com- 
plex mathematical models which are essentially repre- 
sentations of problems first conceptualized and ex- 
pressed in a natural language. 

The purpose of this article is to report the design and 
results of a study that was conducted to test if the use 
of a semantic model instead of a relational model re- 
sults in superior end-user performance. The semantic 
model used was the EER model. A pilot study, termed 
here as the first pilot study, was conducted in Novem- 
ber 1987. The main purpose of this study was to iden- 
tify any procedural problems. The data collected from 
the first pilot was not used for analysis. The data for the 
reported study was collected during February 1988 and 
September 1988. 

PRIOR RESEARCH 
A survey of human factors studies on databases sug- 
gests that most of the research has focused on program- 
ming tasks using database query languages (DBQLs). 
The interested reader may refer to a survey article by 

Reisner [32]. However, the focus of our study was on 
data representation rather than data manipulation. 
Therefore, we have not included the literature about 
database query languages, and present only the litera- 
ture relevant to the scope of our study. Reisner’s survey 
deserves mention, however, since it focuses on some 
important variables that seem to be consistently used in 
the human factor studies on query languages. 

Most studies covered in Reisner’s survey compare 
different query languages, so query language was ob- 
viously one of the variables. She stated that the meth- 
odology used to compare query languages is an exten- 
sion of human factors, and, therefore, the studies 
include a measure of user performance as well as a set 
of tasks to capture some aspect of user performance. 
Although not explicitly, Reisner also considers the 
characteristics of subjects who participated in the stud- 
ies. For example, some of the studies compare the per- 
formance of nonprogrammers with that of program- 
mers. Other studies compare the performance of less 
experienced subjects with more experienced ones. 
Thus, at least implicitly, the variable human is consid- 
ered in these studies. Reisner’s survey of query lan- 
guage studies shows, therefore, that the laboratory 
studies on comparison of query languages implicitly 
consider the following variables: data models, human, 
task, and user performance. The general framework of 
these studies, therefore, is similar to the (explicit) 
framework used in other MIS experiments [22]. 

A literature survey on human factors studies on data 
models revealed that the studies can be classified into 
two categories-studies that compare one classical 
model with another classical model, and studies that 
compare the relational model with a semantic data 
model. The more recent studies fall in the second cate- 
gory. The studies were also scrutinized to infer if the 
framework which applied to query languages was also 
applicable to data models. 

One of the earliest published studies was performed 
by Lochovsky and Tsichritzis [25], who compared the 
three classical models-hierarchical, network, and rela- 
tional. Each model was implemented by using a differ- 
ent language: the IMS language DL/I [21], the DBTG 
COBOL DML [7], and ALPHA [9], respectively. Fifty- 
eight subjects were given query-writing tasks. Results 
show that for less experienced users, relational group 
scores are significantly better than the other two 
groups. Though the authors conclude that the relational 
model is superior, they point out that it is difficult to 
ascribe the results either to the data model or to the 
language since different models used different query 
languages. 

To overcome the problem of query languages 
confounding the effects of data models, Brosey and 
Shneiderman [5] compared relational and hierarchical 
models using instance diagrams. Comprehension, prob- 
lem solving situation, and memorization tasks were 
performed by undergraduate subjects. Significant ef- 
fects are found for the data model, presentation order, 
subject background, and tasks. The hierarchical model 
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was easier to use, but only for the beginning program- 
mer group. The conceptual model used in the experi- 
ment is hierarchical in structure, and may have favored 
the hierarchical model. 

Durding et al. [14:1 conducted three experiments to 
investigate how people organize data. This study does 
not use specific data models (and is, therefore, not in- 
cluded in Table I). R.esults show that the subjects orga- 
nized most word sets based on semantic relations in- 
herent in them. These results suggest that the ease of 
use of a model depends upon the inherent structure of 
data in an application. However, real world applica- 
tions are generally a mix of various structures. This 
study did not, therefore, provide answers to whether 
any organization approach in general was better. 

We note that the three studies just described had 
different implications. The Lochovsky and Tsichritzis 
study [x] found that the relational model is better, the 
Brosey and Shneiderman study [5] concludes that the 
hierarchical model i.s better, and the Durding et al. 
study [14] concludes that there is an interaction be- 
tween the performa-ace using a data structure and the 
underlying semantic structure of the application. It is 
clearly evident that no data model is better in all cases. 
In the Lochovsky study, the data manipulation task re- 
sults in a better performance for the relational model. 
They also found that programmers did better than non- 
programmers, so human characteristics also affected 
the modeling performance. In the Brosey study, too, 
programmers performed better than nonprogrammers. 
Further, the description of the application (task) 
seemed to result in superior performance using the hi- 
erarchical model. Thus the divergent results found in 

these studies could be explained by considering the 
framework which shows user performance as depen- 
dent on data model, task, and human variables. While 
the framework is more implicit than explic:it in these 
studies, it does suggest that user performame not only 
depends on data models, but also on the specific task 
and the characteristics of the designer or the user. 

Hoffer [18] first reported the result of an investigation 
of individual differences in using database models. He 
found that subjects have individualized images of a 
database, and that a process flow structure is the most 
frequently used image. He also reported that subjects 
omit identification of database keys from their images 
and are not able to clearly specify data relationships. 
The subjects used a variety of data models which sup- 
ports the earlier suggestion that a typical application 
would involve a mix of structures, and hence is un- 
likely to be naturally suited to a specific data model. 

Even though these experiments did not provide any 
distinct conclusions about the relative ease of use of the 
relational model, it seems that the ease of use of rela- 
tional systems is now widely accepted. The major factor 
responsible for this is probably the ability of the model 
to support a nonprocedural query interface. However, 
the ability of nonexpert users to successfully use the 
relational model for conceptual modeling is still under 
question. 

Recent studies comparing data models use relational 
models as one and semantic data models as the other 
treatment. Since no popular commercial implementa- 
tions are based on semantic data models, the compari- 
son has been at the conceptual level only. It may be 
argued, however, that the relational model is no longer 

Study 

Lochovskyand 
Tsichritzis [25] 

Brosey and 
Shneiderman [5] 

Hoffer [la] 

Juhn and 
Naumann [23] 

Ridjanovic [33] 

Shoval and Even- 
Chaime [36] 

TABLE I. Human factor Studies in Data Modeling 

Human Data Model Task Performance 
- 

Experience: Less ex- Relational Query writing Query correctness 
perience and More Network 
experience Hierarchiccal 

Experience: Beginner Relational Comprehension Correctness 
and Advanced Hierarchic,al Problem solving 

Memorization 

Cognitive style Relational Representation Database image archi- 
Situation familiarity Network tecture 
Situation specificity Hierarchical Confidence 

Number of files 

Novice/Casual Logical data structure Validation (relationship Correctness 
GPA, Computer ex- Entity relationship finding, cardinality 

perience, DBMS Data access diagram finding, identifier 
experience, Work Relational comprehension) 
experience treated Database search 
as covariates Data modeling 

Novice/Casual Logical data structure Discovery Number of relationships 
Relational Number of attributes 

Casual Normalization Representation Correctness 
(Relational) 

Information analysis 
(binary relationship) 
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pertinent for conceptual modeling, and hence such a 
comparison may not be fair. On the other hand, it may 
be inappropriate to make such a statement without 
some empirical evidence. In a study comparing how 
expert and novice designers develop relational repre- 
sentations, Batra and Davis [l] found that most experts 
and novices prepare the relational representation with- 
out using an intermediate model even though they are 
aware of other data models. 

Studies comparing the relational model with seman- 
tic data models at the conceptual level have focused on 
elicitation and representation [33] and validation [23]. 
Shoval and Even-Chaime [36] compare two modeling 
techniques-normalization and information analysis- 
and focused on the representation phase. 

Juhn and Naumann [23] focused on the user valida- 
tion process in database design, They found that the 
graphical models (entity relationship and logical data 
structure) are more understandable than the relational 
and data access diagram in relationship existence- 
finding and cardinality-finding tasks. On the other 
hand, relational models did outperform graphical 
models with respect to identifier comprehension tasks. 

Ridjanovic [33] conducted a lab experiment using 
MIS MBA students to investigate differences in the 
quality of data representations produced by nonexperts 
using the Logical Data Structure (LDS) and the Rela- 
tional Data Model (RDM) formalisms. The subjects were 
asked to read a case, ask questions, and generate appli- 
cation data models which were then evaluated using an 
instrument developed by the researcher. Results indi- 
cated that, contrary to the author’s hypotheses, the LDS 
subjects’ questions were not relationship-driven, and 
the RDM subjects’ questions were not attribute-driven. 
On comparing the two representations, it was found 
that there are significant differences in the number of 
relationships in favor of LDS and in the number of 
attributes in favor of the RDM group. 

Shoval and Even-Chaime [36] compared two differ- 
ent methods for designing a database schema, normali- 
zation and information analysis (IA). The normalization 
method is based on the relational data model. The in- 
formation analysis method is based on the binary rela- 
tionship model developed by Nijssen [29]. The study 
involved 26 analysts who were trained to use the two 
methods with the structured analysis method of system 
analysis. There was evidence that the quality of the 
database schemata designed using normalization was 
better than that designed using IA, that normalization 
required less time than IA to perform, and that the 
analysts preferred normalization. The authors suggest, 
however, that the IA model may be more suitable for 
complex tasks. 

On comparing the Juhn and Naumann [23] study 
with the Shoval and Even-Chaime [36] study, it seems 
that the results are mixed. Juhn and Naumann seem to 
suggest that the semantic data models are better while 
Shoval and Even-Chaime conclude that the relational 
model is better. In fact, Juhn and Naumann found that 

even for the same task, the results favor the graphical 
models on some aspects, and the relational model on 
another. Once again, one can conclude that it is diffi- 
cult to make sweeping generalizations about the effec- 
tiveness of a data model. It is important to include the 
task and the human variables that interact with data 
model. 

Our study extends the existing literature about labo- 
ratory studies comparing data models. First, it is com- 
plementary both to the Juhn and Naumann study since 
it considers the representation phase which is more 
appropriate for the end user rather than the validation 
phase which is more appropriate for a user-analyst sce- 
nario, and to the Shoval and Even-Chaime study since 
it considers the (less experienced) end user instead of 
the (more experienced) analyst. Finally, the study ex- 
tended Ridjanovic’s study by defining a detailed crite- 
rion for user performance. The study compared data 
models in terms of facets, which are at a level finer 
than the conceptual model and are discussed in the 
following section. The study goes beyond gross mea- 
sures of user performance, like number of relationships, 
to a finer measure of modeling correctness. Thus, the 
study extends the line of research of usability issues of 
data modeling. 

RESEARCH METHODOLOGY 

Research Model 
The broad purpose of this study was to compare classi- 
cal and semantic models. The research model is shown 
in Figure 1. The independent, dependent, and control 
variables are now explained. 

Independent Variables 
Specific models had to be selected to represent each 
type. The relational model was selected as a classical 
model, and the extended entity relationship (EER), as 
a semantic model. The relational model was selected 
since it is now generally accepted that relational sys- 
tems lead to significantly better user performance in 
query writing tasks than other classical systems [25]. 
Further, the relational model has been the basis for 
several PC-based DBMSs and other end-user develop- 
ment tools. The EER model [15] was selected since it is 
an extension of the ER model which has been a widely 
accepted semantic data model. Further, the EER model 
has been formally presented as a conceptual modeling 
too1 [41]. 

Control Variables 
Tusk and human were selected as the control variables 
in the experiment. Since the purpose of the study was 
to compare user performance between the relational 
and the EER models in the conceptual representation 
phase of database design, a task that required users to 
read a case and represent the characteristics of data as 
a conceptual model was selected. The user type was 
selected based on computer experience and mode of 
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DATA MODEL -. 

RELATIONSHIP 

UNARY RELATIONSHIP 

BINARY ONE-MANY RELATIONSHIP 

BtNARY MANY-MANY RELATIONSHIP 

TERNARY ONE-MANY-MANY RELATIONSHIP 

REPRESENTATION TERNARY MANY-MANY-MANY RELATIONSHIP 

FIGURE 1. Research Model for the Study 

use. This study focused on novice end users, that is, 
users who have limited database experience and who 
design their own applications. Students enrolled in an 
introductory MIS class were recruited and trained to 
use a modeling technique. The students had little or no 
database design background before they were trained. 

Dependent Variable 
The main performance variable, modeling correctness, 
can be defined as the degree to which a conceptual 
model approaches the correct solution(s), where the 
correct solution(s) convey the same semantics about 
data as the natural language description of the applica- 
tion. There was no restriction on the number of correct 
solutions if they translated to the same semantics. Mod- 
eling correctness was measured at the level of facets. 
For example, a binary one-many relationship is one 
facet that may occur in a conceptual data model. A 
short explanation of the notion of facet follows. 

A data model may be considered as consisting of var- 
ious constructs like entities, relationships, attributes, 
etc. A construct-like entity requires a fairly consistent 
set of modeling rules and uniform representation. Es- 
sentially, one has to be able to classify an object as an 
entity or an attribute. However, there is no consistent 
way of modeling relationships since they may differ in 
degree and connectivity. Representation of a relation- 
ship depends on its degree. For example, unary rela- 
tionships are modeled differently than binary relation- 
ships. A change in connectivity of a relationship also 

changes its representation. Hence, it is not appropriate 
to discuss a conceptual model at the general level of 
relationships: one must qualify the relationships with 
their degree and connectivity. It is, therefore, pertinent 
to introduce a construct which is more detailed. This 
construct is termed a facet. Different instances of a facet 
have the same representation. Different facets have dif- 
ferent representation. For example, since any instance 
of a many-many binary relationship is modeled the 
same way, a many-many binary relationsh:ip is a facet. 

An important task in this study was to create a list of 
facets that could be included in the study. A general 
criterion used to qualify facets was that each facet 
should commonly occur in real world applications. A 
review of typical conceptual models found :in textbooks 
and journal papers provided useful information. For 
example, relationships of degree higher tha.n three 
(ternary) were not found in the literature. Another cri- 
terion was that the difficulty level of the facet should 
not be beyond the capability of the typical subject. The 
first pilot study (November 1987) was very useful in 
suggesting the limits of representation capabilities of 
the subjects. Based on these criteria, the foll!owing fac- 
ets were identified as ones which could be included in 
the study: entity, identifier, descriptor, category, and 
the following types of relationships: unary, binary one- 
many, binary many-many, ternary one-many-many, 
and ternary many-many-many. 

A comparison of the relational and the EER represen- 
tations revealed that the facets entity, descri.ptor, and 
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category were of limited interest for this study since 
there is no explanation to suggest that the user perfor- 
mance using one of the two models could be expected 
to be better. Therefore, this article does not include a 
discussion of these three facets. 

The correctness scores in each of the other facets of 
the conceptual model [e.g., unary relationship, etc.) 
were graded separately. The scores on individual facets 
were, however, not added up to give a measure of an 
“overall” modeling correctness score since it would 
have been a function of the included facets only. There 
seemed to be serious construct validity concerns with 
forming a composite score by adding scores (arithmeti- 
cally or by assigning weights) obtained in individual 
facets. For example, there was no justification for add- 
ing a score obtained in a binary one-many relationship 
with that obtained in a ternary many-many-many 
relationship unless the weights based on the relative 
complexity and the frequency of occurrence of the two 
facets could be specified. 

Davis (1985) defines perceived ease of use as the de- 
gree to which an individual believes that using a partic- 
ular system would be free of physical and mental effort. 
This definition, in the present context, can be modified 
as the degree to which an individual believes that using 
a data model for conceptual design would be free of 
mental effort. This variable was explored when the ex- 
periment was run in September 1988 by using an in- 
strument [see inset) which was essentially adapted from 
a perceived ease-of-use instrument developed by Davis 
(1985). 

Instrument Used to Determine Perceived Ease of Use 

1. 

2. 

3. 

4. 

5. 

I found the data modeling technique cumbersome to use. 
1 2 3 4 5 6 7 

Strongly Agree Neutral Strongly Disagree 

Using the data modeling technique was frustrating. 
1 2 3 4 5 6 7 

Strongly Agree Neutral Strongly Disagree 

Using the data modeling technique required a lot of mental 
effort. 

1 2 3 4 5 6 7 
Strongly Agree Neutral Strongly Disagree 

The data modeling technique is clear and understandable 
to me. 

1 2 3 4 5 6 7 
Strongly Agree Neutral Strongly Disagree 

Overall, I found the data modeling technique easy to use. 
1 2 3 4 5 6 7 

Strongly Agree Neutral Strongly Disagree 

Variables as Covariates 
The study involved 42 subjects, twenty-one in each 
treatment. Since the subjects were randomly assigned 
to the treatments, it was expected that possible effects 
because of confounding variables will be minimal be- 
cause of the averaging effect. However, one variable, 
database experience, was treated as a covariate since it 
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TABLE II. Database Experience 

Level Rel EER Pooled 

0 0 0 0 
1 3 4 7 
2 15 14 29 
3 2 3 5 
4 1 0 1 
5 0 0 0 

Notes: 
O-No experience 
1 -Word Processing, LOTUS, etc. 
P-Programming, Command Language 
3-Database Design using PC DBMS 
4-Formal database course 
5-Expert; Formal database courses and experience 

threatened to be a serious confound if randomization 
was not achieved. A selection strategy was used that 
would maximize homogeneity in subject profile. Study 
subjects were solicited from various sections of an in- 
troductory course in MIS. A typical student had pro- 
gramming but not database design experience. While 
it seemed that a fair degree of randomization was 
achieved (Table II), the variable was, nevertheless, 
treated as a covariate. 

HYPOTHESES 
In this section, seven hypotheses addressed by the 
study are presented. Five hypotheses were relationship- 
based, one each pertained to identifiers and perceived 
ease of use. The null forms of the hypotheses are not 
presented. 

For representing a relationship and its characteristics, 
EER provides a direct method, that is, a notation. In 
contrast, the relational model accomplishes this by as- 
sociating identifiers of the involved entities. This study 
included the following kinds of relationships: unary, 
binary one-many, binary many-many, ternary one- 
many-many, and ternary many-many-many. For all 
types of relationships, it was predicted that better per- 
formance would be achieved using the EER model. 
Thus, the hypotheses were: 

The EER model, as compared to the relational model, 
will lead to significantly better user performance in 
modeling: 

Hl) unary relationships. 
H2) binary one-many relationships. 
H3) binary many-many relationships. 
H4) ternary one-many-many relationships. 
H5) ternary many-many-many relationships. 

These relationship-based hypotheses were explained by 
applying the concepts developed by Hutchins, Hollan, 
and Norman (1985) in their model of the human-com- 
puter interface. According to their human-computer 
interface model, there is a gulf (or directness distance) 
between user’s goals and knowledge of the application 
domain, and the level of description provided by the 
systems with which the person must interact. The 
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amount of cognitive effort it takes to manipulate and 
evaluate a system is directly proportional to this dis- 
tance. One can identify two different kinds of distances, 
semantic and articulatoy, that have to be spanned be- 
tween the user and the conceptual model. In the con- 
text of database design, semantic distance is concerned 
with the relationship of the meaning of the conceptual 
model to user’s knowledge of real world data. Since a 

jects, the semantic distance relates to the distance be- 
tween these real world semantics and the constructs 
provided by the data model for developing the concep- 
tual data model. Articulatory distance is related to the 
meaning of the conceptual data model and its physical 
form. Thus, a relational model has a tabular form, 
while the EER model has a pictorial form. 

It was hypothesized that the EER model would facili- 
conceptual model is composed of objects, properties of tate lower semantic distance than the relational model 
these objects, and the association between these ob- because it captures the characteristics of the relation- 

TAKE-OFF-DISTANCE VEH NO A ALTITUDE VEH-NO NO-OF-WHEELS 

LAND-VEHICLE 

ADDRESS VEH NO -.A 

EER REPRESENTATION 

PRICE 

i VEHICLE (VEH-NO, PRICE, MEDIUM, MFR.-NAME) 

1 
‘j 

CATEGORIES OF VEHICLE BY MEDIUM 

i 

LAND-VEHICLE(VEHvN0, NCk.OF-WHEELS) 
AIR-VEHICLE(VEHeN0, ALTITUDE, TAKE-OFF-DISTANCE) 

1 

i 
MANLJFACTURER(MFR-NAME, ADDRESS) 

1 CITY(CITY-NAME,STATE) 
i 
1 CITY-OF-MFR(MFR-NAME, CI’!‘m 

1 
i RELATIONAL REPnESENTATlON 
1 

-- 

FIGURE 2. Differences in Representations (from [38]) 
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ships between entities in a more direct fashion. In fact, 
the EER model has a special symbol for a relationship 
which captures its degree and connectivity. The rela- 
tional model, on the other hand, captures relationships 
in a more complicated manner, and will lead to a larger 
semantic distance. For example, Figure 2 shows a prob- 
lem represented using the relational and the EER 
model. The relationships MADE-BY and CITY-OF- 
MFR are both binary relationships. However, the con- 
nectivity of MADE-BY is one-many, and CITY-OF- 
MFR is many-many. In the EER representation, the 
symbols representing the relationships are similar ex- 
cept that they reflect differences in connectivity. The 
relational representation shows less uniformity. The 
relationship MADE-BY is not shown explicitly, but is 
implicitly captured by embedding the identifier MFR- 
NAME in the relation VEHICLE (since the key VEH- 
NO can functionally determine the key MFR-NAME). 
However, the relationship CITY-OF-MFR requires that 
a separate relation be defined (since, between MFR- 
NAME and CITY-NAME, no one key can functionally 
determine the other). Thus there is lack of a consistent 
rule in modeling relationships. Using the relational 
model, the problem is likely to get more acute as the 
degree of the relationship is increased since there will 
be more possible combinations of connectivity, and 
therefore a larger number of rules to represent the rela- 
tionships. This may confuse a nonexpert user. 

It was also hypothesized that the EER model, as com- 
pared to the relational model, would lead to lower ar- 
ticulatory distance. An EER representation has a graph- 
ical form (articulation) as opposed to the relational 
representation which has a textual/tabular, unidimen- 
sional form. Of course, as has been frequently docu- 
mented in the MIS literature, there is no guarantee that 
a graphical form, as compared to a tabular form, would 
lead to superior performance. The superiority of a form 
is essentially a function of task. In this particular con- 
text, it was hypothesized that the availability of a 
graphical formalism would facilitate modeling of rela- 
tionships. This argument is based on two main reasons. 
First, in an EER representation, a relationship is always 
shown explicitly between the objects. Thus, if two real 
world objects, like VEHICLE and MANUFACTURER, 
have a relationship between them, then the representa- 
tion for the relationship is shown connecting the repre- 
sentations for the entities involved in the relationship. 
However, in the relational representation, the relation- 
ship is represented by associating the identifiers of the 
objects, and not representations of the objects them- 
selves. Second, since a relationship, by its very defini- 
tion, is an association between objects, the connection 
of objects by graphically linking them in an EER repre- 
sentation is a more direct way of showing the relation- 
ship. There are no explicit links in a relational repre- 
sentation. 

The hypothesis on modeling of identifiers was formu- 
lated in favor of the relational model. In either of the 
models, an identifier serves to uniquely distinguish in- 
stances of an entity. However, in the relational model, 

identifiers are also used to define the relationships be- 
tween entities. Therefore, it was expected that there 
would be better discipline in specifying identifiers us- 
ing the relational model. 

This difference may be explained by the notion of 
a forcing function [30]. A forcing function is present 
when there is some feedback from the world that pre- 
vents an operation from taking place if it were being 
done erroneously. Thus, the design of a system should 
“force” a certain sequence of actions so that errors are 
prevented. In the relational model, relationships are de- 
fined using identifiers of the involved entities, there- 
fore, the representation of the relationships forces the 
definition of the identifiers. 

H6) The relational model, as compared to the EER 
model, will lead to significantly better user perfor- 
mance in specifying identifiers of the respective 
entities 

It was hypothesized that the same reasons which 
lead to better user performance in modeling relation- 
ships would also lead to the perception that the EER 
model is easier to use. The relationships seem to be the 
most difficult component in conceptual modeling since 
they capture a lot of semantics. The EER model, with a 
more direct approach of modeling relationships, was 
expected to be, therefore, easier to use. 

H7) Users would perceive EER model, as compared 
to the relational model, as higher in ease of use. 

Research Strategy 
A laboratory study was conducted to address the re- 
search question, Traditionally, the laboratory has been 
the setting for most human factor research. In fact, the 
laboratory-based research strategy has been used in all 
data modeling studies comparing user performance. 
The main advantages of the laboratory method are high 
internal validity [%I, precise definition and manipula- 
tion of independent variables over feasible ranges [16], 
and control for nuisance variables or extraneous vari- 
ables [27]. 

The task required subjects to develop a representa- 
tion using one of the two models. A description of the 
application to be represented was adapted from the 
example in [41] and is presented in Appendix A. 
The relational and the EER solutions are presented in 
Appendix B and Figure 3, respectively. Recall that any 
solution semantically equivalent to these was also ac- 
ceptable. The application description was not biased in 
favor of any of the models since it includes most of the 
facets typically found in database design, that is, the 
task is not restricted to one or few facets. The descrip- 
tion of the problem was presented in text form. It was 
devoid of any pictures or tables. Although the problem 
is nontrivial, the domain of the problem (which deals 
with an employee database) is simple. These precau- 
tions were intended to avoid bias in favor of any model. 
The problem was tested in the first pilot for any ambi- 
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DESCRIPTIOI 

SKILL-NO 

DNAME 

v SKILL 

VNAME 

PROJ-NO I I DEi.PT I 

1 POPULATION 
f I 

ENGR 
I I 

SECY 
I 

EMP # DEGREE EMP # TYPE-SPE.ED 

FIGURE 3. EER Solution 

guities and lack of clarity, and based on the feedback 
from the subjects, was enhanced and used in the main 
study. 

Graduate students were recruited mainly from intro- 
ductory MIS courses. Forty-two subjects participated in 

the study. The subjects came from a variety of majors. 
There was no monetary incentive to participate in the 
study. The incentive offered to subjects was the train- 
ing in certain aspects of database design. Participation 
in the experiment was voluntary, and subjects could 
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withdraw from the experiment at any time. The inves- 
tigator observed fairly high motivation. 

The database experience of the subjects (from either 
prior work or education) was controlled to a fair extent 
by the selection process. Since the subjects were re- 
cruited from introductory courses in MIS, a large ma- 
jority of them had had no formal database courses. The 
subjects filled in a questionnaire that collected data 
about their computer experience. Then based on their 
database experience they were placed into one of the 
six categories (Table II). Subjects using the relational 
model had a mean score of 2.0, while those using the 
EER had a mean score of 1.96. This suggests that ran- 
domization averaged out any individual differences in 
database design. Further, since database experience is 
an important variable, it was also treated as a covariate. 
The variations in database experience were measured 
before any training. Explicit training of subjects on the 
conceptual representation task further minimized dif- 
ferences in database experience. An analysis of covari- 
ance using database experience as a covariate revealed 
that the variable did not seem to significantly affect 
user performance. 

A few days before the laboratory session, consenting 
subjects were provided with a short note “Conceptual 
Modeling,” which introduced them to the basic termi- 
nology generally used in database design. Each subject 
was given an appointment for the experiment. Appoint- 
ments were allotted so that typically four subjects 
would participate in an experimental session. 

The actual experiment had the following sequence: 

1. The subjects were asked to complete a question- 
naire related to personal demographics and computer 
experience. 

2. They were then provided with a set of notes and 
trained by the experimenter for approximately 45 to 50 
minutes in using one of the models. The training notes 
for each model had been reviewed by database faculty, 
to ensure that the script was not biased in favor of any 
model. Further, two independent reviewers sat through 
some of the training sessions, and rated the equivalence 
of the training. This was done to check for any experi- 
menter bias. 

3. The subjects were asked to develop, in a suggested 

time of 30 minutes, a conceptual model for an em- 
ployee database. They were not forced to stop after the 
suggested time had elapsed. They were provided with a 
textual description of the problem and allowed the use 
of the training notes to complete the task. 

4. After each subject had finished the task, a debrief- 
ing questionnaire was provided to the subject so that 
he/she could provide feedback and report any ambigui- 
ties in the exercise. 

Grading Scheme 
The representation prepared by each subject was 
graded for correctness by three raters by comparing it 
with the correct solution. The problem and the solution 
were adapted from [41]. The grading scheme (Table III) 
was designed to provide maximum consistency of scor- 
ing between the two models, and with the data model- 
ing training. The raters were provided with the grading 
scheme and supporting explanations of the scheme. 

Each facet was graded separately. A score of 1 was 
awarded for each correct facet and 0 for incorrect or 
missing facet. Partial credit was given for partially cor- 
rect representations. To facilitate this, errors were clas- 
sified as minor, medium, or major, and 0.25, 0.50, and 
0.75 were deducted, respectively. 

The grading scheme was developed primarily from 
an analysis of errors found in the solutions prepared by 
subjects in the first pilot. The frequently occurring er- 
rors were categorized based on the severity as minor, 
medium, or major. The scheme was evaluated by fac- 
ulty experienced in teaching database courses, and any 
proposed changes were discussed, and if necessary, im- 
plemented. When the final scheme was formulated, it 
was found that none of the frequently occurring errors 
could be classified as major errors. Thus, the grading 
scheme (Table III) shows minor and medium errors 
only. Errors found in the representations prepared by 
the subjects and not covered by the grading scheme 
were classified as minor, medium, or major depending 
on the rater’s perception of severity of the errors. 

RESULTS AND INTERPRETATIONS 
Three raters independently graded the representations 
prepared by subjects. The final scores so obtained were 
averaged over the three raters and then converted to 

Item 

Relationships 

Identifiers 

TABLE III. Grading Scheme for the Study 

Incorrect Medium Error Minor Error 

Missing Incorrect connectivity but Unaty relationship captured 
Incorrect degree correct degree by using an attribute 

Unary relationship (EER model only) 
captured by categories Employing entity names 
but categorizing instead of identifiers 
attribute not shown (relational model only) 

Attribute not underscored Missing 
Identifier different from the one 

specified in the task 
description 
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percentages. The overall inter-rater reliability (Cron- 
bath’s alpha) was found as 0.97. The results from the 
comparison of means of facets and perceived ease of 
use are shown in Table IV. The mean correctness 
scores are in percentages. The study used a critical sig- 
nificance level (N) for each test of facet means as 0.01. 
There was little difference between the time taken by 
the relational (36.1 minutes) and the EER (35.3 minutes) 
groups to complete the exercise. 

esis was 6.0635, while that for the binary many-many 
was 0.0007. 

The unary (hypothesis Hl)-that the EER model, as 
compared to the relational model, would lead to a sig- 
nificantly higher score-was not supported. In fact, the 
relational group scored higher by 13.1 percent, al- 
though this did not result in significance (p = 0.26). It 
was felt that the higher score in case of the relational 
model may be because of a more concrete method of 
modeling unary relationships. For example, in the case 
given to the subjects, a unary relationship was required 
to capture the following semantics: “If an employee is 
married to another employee of Projects Inc., then it is 
required to store the date of marriage and who is mar- 
ried to whom. However, no record need be maintained 
if the spouse of an employee is not an employee of the 
firm.” Even though the relationship involves only one 
entity, an instance of a relationship involves distinct 
instances (the employee and the spouse who is also an 
employee) of the EMPLOYEE entity. In a relational 
model, this can be captured by the following represen- 
tation: 

The results clearly note the inadequacy of the rela- 
tional model for capturing binary relationships. In fact, 
the problems about the way the relational model cap- 
tures relationships were evident. First, therla is an in- 
consistency problem since the connectivity of the rela- 
tionship dictates if it will be captured explicitly (e.g., 
many-many), or implicitly (e.g., one-many). A number 
of connectivity errors were found. Second, the relation- 
ships are represented by associating the identifiers of 
the involved entities, not the entities themselves. It was 
found that subjects occasionally attempted to capture a 
relationship by using the entity names, not their identi- 
fiers. Another error that was found was the reciprocal 
inclusion of identifiers, that is, the relationship was 
captured between two entities by including the identi- 
fier of each entity in the relation for the other entity. 

The inadequacy of the subjects using th’e relational 
model to represent binary relationships is a significant 
finding since these seem to be the most common types 
of relationships found in most databases. Similar errors 
were rarely found in the EER representations prepared 
by the subjects. 

MARRIAGE(EMP#, SPOLJSE#, DATE-OF-MAR) 

The score was significantly higher for the EER group 
in case of the ternary one-many-many relationship 
(p = O.OOO~), but not for the ternary many-many-many 
relationship (p = 0.33). The most important observation 
was the sharp fall in the scores in general as compared 
to scores pertaining to binary relationships. 

As can be seen above, this is concretely captured by 
EMP# and SPOUSE# in the relational model. However, 
in case of the EER model, it is captured by a relation- 
ship symbol with two links to one entity (refer to Fig- 
ure 3). This hides the fact that the relationship is be- 
tween two instances of the same entity. This was also 
evident by the fact that some subjects showed SPOUSE 
as a separate entity and then showed the marriage rela- 
tionship as binary. 

These results suggest three important points. First, 
for novice end users, ternary relationships are difficult 
to model. In fact, one should not expect stmh users to 
model relationships of degree higher than 3. Second, 
relationships where the connectivity is partly one and 
partly many seem to be more difficult to model. Fi- 
nally, the EER model seems to lead to better user per- 
formance although this was not fully supported since 
the hypothesis H5 pertaining to the many-many-many 
relationship was not statistically significant. 

Both hypotheses H2 and H3, one-many and many- Regarding the identifiers (hypothesis H6), the mean 
many (binary) relationships were supported. Subjects score for the relational model was 72.4 and that for the 
using the EER model made considerably fewer errors. EER model was 73.9. There was no significant differ- 
The significance level for the binary one-many hypoth- ence between the mean scores of the two treatment 

TABLE IV. Results of the Study 

Mean 
Hypothesis’ Facet RelationaVJ Mean EERb 

Hl Wary Rel 68.3 55.2 
H2 Binary One-Many Rel 54.4 84.9 
H3 Binary Many-Many Ret 57.1 92.9 
H4 Ternary One-Many-Many Rel a.33 41.3 
H5 Ternary Many-Many-Many Rel 33.3 45.2 
H6 Identifiers 72.4 73.9 
H7 Perceived Ease-of-Use 3.78 3.42 

Notes: 
’ Hypotheses Hl thru H6 are based on a sample size of 42; hypothesis H7 is based on a sample size of 19. 
b Mean scores are in percentages 
‘Significantly different scores 

Significance 
Level 

0.26 
0.0035” 
0.0007” 
0.0004” 
0.33 
0.82 
0.50 

Hypothesis 
support 

- 
No 
Yes 
Yes 
Yes 
No 
No 
No 
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groups. This was counter to the hypothesis which pre- 
dicted higher score for the relational group. In fact, 
both groups seemed to perform well. It may seem some- 
what contrary to Hoffer’s finding which reported that 
subjects frequently omitted specifications of identifiers. 
It is felt that the training imparted to the subjects, 
which stressed specifications of identifiers, was prob- 
ably responsible for our results. Another reason for the 
good performance may be the application description, 
which in most cases specified or suggested an identifier. 
It may be interesting to see the results if no identifier is 
indicated in the application description. 

Perceived ease of use of a data model is the degree to 
which an individual believes that using the data model 
would be free of mental effort. The hypothesis that the 
EER model, as compared to the relational model, would 
lead to greater perceived ease of use (hypothesis H7) 
was not supported. On a scale that represented highest 
ease of use at 1, and lowest ease of use at 7, the mean 
score of the EER group was 3.42, and the mean score of 
the relational group was 3.78. A t-test indicated that 
this difference had a significance level of 0.50, which 
was not significant. This shows that, for the category of 
users considered in the study, the relational model was 
perceived as more difficult to use. However, the differ- 
ence was not large enough to be of statistical signifi- 
cance. The reliability of the instrument used to mea- 
sure perceived ease of use was 0.83. 

Overall Interpretation of the Results 
The overall objective of the study was to identify the 
better data model for end users engaged in conceptual 
representation task. The EER model scored higher in 
the correctness score of all facets except for unary rela- 
tionship. Given that the unary relationship is rarely 
encountered anyway, the overwhelming evidence is in 
favor of the EER model. The most notable error found 
in the solutions prepared by the subjects was the incor- 
rect representation of connectivity of relationships. 
There was no difference found in perceived ease of use 
of the two models. Thus, the EER model was found to 
lead to better performance, but was not perceived as 
significantly easier to use than the relational model. 
One reason why a statistically significant result for per- 
ceived ease of use was not obtained was the low sample 
size (18 subjects) for this test as compared to the other 
tests of the experiment (42 subjects). Further, because 
of the between-subjects design of the experiment, the 
subjects could not compare their perceptions of ease of 
use of the two data models. 

IMPLICATIONS AND FURTHER RESEARCH 
The general evidence from the study was that user 
performance in a representation task using the EER 
model, as compared to the relational model, was better. 
The EER model led to significantly better user perfor- 
mance in modeling binary one-many, binary many- 
many and ternary one-many-many relationships. As 

the degree of the relationship increased from binary to 
ternary, there was a sharp decline in user performance. 
The sharp deterioration of user performance in model- 
ing ternary relationships probably sets limits to the de- 
gree of relationships that can be successfully modeled 
by nonexpert end users. 

Our study provides some clue about whether novice 
end users can develop conceptual models if they under- 
stand the application. The performance of the subjects 
in most facets, especially using the EER model, was 
satisfactory enough to suggest that this is a real possibil- 
ity. Some of the errors found in the study would usu- 
ally be caught as the database is defined via a DBMS. 
A follow-up field study is needed to better understand 
what types of errors or inadequacies are actually imple- 
mented by novice end users. 

The results from the study also have practical signifi- 
cance. Currently, end users are trained only to use 
DBMS software packages which are generally based on 
the relational model. However, for effective use of such 
software, there is a need to train and support users in 
the discovery and validation tasks. Our research along 
with other findings [23] suggest that semantic models, 
e.g., the EER model, provide better mechanisms to sup- 
port many of these tasks. 

These findings have many implications. The devel- 
opers of DBMS can build the interface which is EER 
based, so that users can directly implement the EER 
representation, without a conversion to the relational 
representation. Alternatively, the novice end users can 
be trained to develop a conceptual model using the EER 
model which can then be converted automatically into 
a relational representation by utility software. Further, 
the developers of DBMS can provide tutoring systems 
which assist the conceptual modeling process. Intelli- 
gent DBMS can be developed which can detect com- 
monly occurring errors, and suggest corrections. 

This study suggests that the most commonly occur- 
ring errors pertain to the connectivity of relationships. 
This is especially the case with ternary relationships. 
Thus, the training of novice end users in the represen- 
tation phase should focus on such frequently occurring 
errors, especially if such users may be expected to 
design nontrivial applications (that is, applications 
involving several entities and relationships between 
these entities). 

We suggest several extensions to our research. An 
obvious extension is to validate the research in a field 
setting. One can obtain actual implementations of data- 
bases designed and implemented by end users, and 
compare the errors found in these implementations 
with those found in this study. Another extension of 
this research would be to compare expert and nonex- 
pert designers, so that one could identify the nature of 
the expertise in this context. This would also provide 
useful information for building tutoring and expert sys- 
tems to assist the conceptual modeling phase. Finally, 
we need to consider the effect of other data models, 
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other tasks, and other human characteristics on model- 
ing performance. 

APPENDIX A. EXERCISE 
Projects Inc. is an engineering firm with approximately 
500 employees. A database is required to keep track of 
all employees, their skills, projects assigned, and de- 
partments worked in. Every employee has a unique 
number assigned by the firm. It is required to store 
his/her name and date-of-birth. If an employee is cur- 
rently married to another employee of Projects Inc., 
then it is required to store the date of marriage and 
who is married to whom. However, no record of mar- 
riage need be maintained if the spouse of an employee 
is not an employee of the firm. Each employee is given 
a job title (e.g., engineer, secretary, foreman, etc.). We 
are interested in collecting more data which is specific 
to the following types: engineer and secretary. The rele- 
vant data to be recorded for engineers is the type of 
degree (e.g., electrical, mechanical, civil, etc.) and for 
secretaries is their typing speeds. An employee does 
only one type of job at any given time and we need to 
retain information material for only the current job for 
an employee. 

There are 11 different departments, and each has a 
unique name. An employee can report to only one 
department. Each department has a phone number. 

To procure various kinds of equipment, each depart- 
ment deals with many vendors. A vendor typically sup- 
plies equipment to many departments. It is required 
to store the name and address of each vendor, and 
the date of last meeting between a department and a 
vendor. 

Many employees can work on a project. An employee 
can work in many projects (e.g., Southwest Refinery, 
California Petrochemicals, etc.), but can be assigned to 
only one project in a given city. For each city, we are 
interested in its state and population. An employee can 
have many skills (e.g., preparing material requisitions, 
checking drawings, etc.), but he/she may use only a 
given set of skills on a particular project. (For example, 
an employee MURPHY may prepare requisitions for 
Southwest Refinery project, and prepare requisitions as 
well as check drawings for California Petrochemicals.) 
An employee uses each skill that he/she possesses in at 
least one project. Each skill is assigned a number. A 
short description is required to be stored for each skill. 
Projects are distinguished by project numbers. It is 
required to store the estimated cost of each project. 

APPENDIX B. SOLUTION USING RELATIONAL 
MODEL 

EMPLOYEE(EMP#, ENAME, DATE-BIRTH, SPOUSE#, 
DATE-MAR, DNAME, TITLE) 

Categories of EMPLOYEE by TITLE: 
EMP-ENGR(EMP#, DEGREE) 
EMP-SECY(EMP#, TYPE-SPEED) 

DEPT(DNAME, PHONE) 
VENDOR(VNAME, ADDRESS) 
DEALS(DNAME, VNAME- LAST-MEET) 

SKILL(SKILL#, DESCRIPTION) 
PROJECT(PROJ#, EST-COST) 
EMP-SKILL(EMP#, SKILL#, PROJ#) 
CITY(CITY NM, STATE, POP) 
EMP-LOCATION(EMP#, CITY-NM, PROJ#) 
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