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ABSTRACT WIDE (Widely Integrated Dis- 
tributed Environment) is a research project aimed a.t 
achieving a transparent distributed environment over 
heterogeneous distributed computing elements with 
the consideration of various types of connections for in- 
ternetworking. The target environment of the resea.rch 
is computing environment in the aca.demic and resea.rch 
communities especially in Japan. 

The WIDE project started its resea.rch a.ctivities a.t 
the end of 1986. The initial purpose of the group was 
to design the future JUNET environment. In Ja,pa,n 
JUNET has been the only network that provides con- 
nectivities a.mong academic and resea.rch institutes in 
both private and public organizations. In order to pro- 
vide better computer communica.tion with the network, 
interconnection of networks based on open architecture 
is strongly required. As the result of various studies, 
the project started its actua.1 design in late 1987 and 
has been esta.blishing working environment8s by con- 
necting several universities with various types of links. 

Together with the a,ctual sta.te and the future p1a.n 
of the WIDE project, this pa.per discusses the overview 
of technologies being employed for the a.chievement of 
project goals such as networking technologies, opera.t- 
ing system a.rchitecture a.nd na.me space. As the back- 
ground status of the WIDE projects, this pa.per a.lso 
reports an overview of existing academic a.nd resea.rch 
computer networks in Ja.pa.n, especially focusing on 
university environments where the sharing of the huge 
scale computing resources are provided. 

1 INTRODUCTION 

Computer communications based on va,rious technolo- 
gies of computer networks and distributed process- 
ing provide general computing environment over dis- 
tributed computing elements. By the ra.pid growth of 
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computer technologies, each element tends to be var- 
ied in its software architecture and operating system. 
This heterogeneity of nodes is more obvious when we 
consider a wider domain of networks: a computing en- 
vironment on interconnected networks. 

As the int.egra.tion of computing elements proceeds 
by the technologies on local area networks, strong de- 
ma,nds begin to exist for the same sort of technologies 
for wide area networks. As the result, this has intro- 
duced to us the goal of providing a transparent com- 
puting environment for distributed and heterogeneous 
computing elements which are interconnected widely 
with hemrogeneous communication links. 

The WIDE (Widely Integrated Distributed Envi- 
ronment) project was sta.rted to provide answers to 
these requirements with a background of researches on 
JUNET. In other words, WIDE is a research project 
which establishes a transparent distributed environ- 
ment over heterogeneous distributed computing ele- 
ments with the consideration of intermittent intercon- 
nection links. 

In the target environment of academic and research 
communities, there are several existing networks op- 
erat,ed in Japa.n. Providing inter-connectivity among 
those networks is one of the primary concerns as the 
result of this work. 

2 EXISTING 
JAPAN 

COMPUTER NETWORKS IN 

There are several networking activities in Ja.pan which 
provide aca.demic and resea,rch purpose computer com- 
munica.tions. The networks described in this chapter 
are opera.ted wit,11 voluntary bases rather than with a 
single centralized formal organization. Each network 
has its own international connectivity. Furthermore, 
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the networks have interconnected ea.ch other in terms 
of their message excha.nge services. 

2.1 JUNET 

JUNET[S] is an academic network in Ja.pa.n which pro- 
vides electronic message exchange services for e-mail 
and electronic news (including the USENET news). 
JUNET started its opera.tion in October 1984 in order 
to provide a network testbed for network researches 
and to promote network activities for academic com- 
munities in Japan. The network started by connecting 
three universities; Tokyo Institute of Technology, Keio 
University and University of Tokyo with VAX using 
300bps dia.l-up modems employing the UUCP proto- 
col. 

Currently JUNET connects more tha.n 220 organi- 
zations and is used in several thousa.nds of comput- 
ers. The major protocol employed to transfer e-mail 
and news among orga.niza.tions still is UUCP but the 
WIDE Internet is now playing a major role a.s the 
backbone of JUNET using X.25 a.nd leased lines in or- 
der to process increasing traffic and to provide high 
relia.bility with short propa.ga.tion dela,y. 

JUNET is operated and administered in a tota.lly 
volunteer basis in which neither registration fee nor 
annual fee is cha.rged. Each participating organiza.tion 
is requested to support the links between its neigh- 
boring orga.nizations. The only exception is t,he use 
of the international link; the cost to support interna- 
tional links is rather expensive, thus each of the users 
so fa.r is cha.rged a.nd is regist,ered a.t the ga.teways for 
accounting. 

One of the major chara.cteristics compa.red with 
other academic networks is the handling of Ja.panese 
characters (Kanji). A JUNET standard encoding of 
Japa.nese characters in the net,work which is based on 
JIS X0208 (Kanji code set) a.nd JIS X0202 (correspond- 
ing to IS0 2022) was defined in October of 19S5 and 
has been agreed and use since then. It is based on a 
7-bit encoding scheme so tha.t the user can make use of 
many software without a specia.l Kanji support. Fur- 
thermore, Ja.panizecl version of many utilities including 
rn, vn, less, xtenn, gnuemacs has been developed 
and distributed to ha.ndle Kanji messages. The traffic 
of JUNET has significantly been increa.sed ever since 
the Ja.panese text in e-ma,il/news has been int.roduced. 
Presently, almost all of the domestic messages a.re rep- 
resented in Ka.nji chara.cters. One of the most busy 
ga.teways is handling about 1500 e-ma.ils and 100 news 
articles (not including USENET news articles). 

JUNET has been using the doma.in style addressing 
since May 1085 and the use of UUCP style bang ad- 
dressing has been almost eliminated. The top domain 
of this was . junet. However, wit,11 the strong clema~~tl 
from the worldwide a.ca.demic network community, IS0 

3166 two-letters country code [3] has been selected to 
be used as the top domain. As the result, the program 
to change the representation from . junet to . jp has 
been taking place since January 1989 and presently this 
transition ha.s been completed. 

2.2 BITNET-J 

One of the aca.demic networks familiar to researchers in 
mat8hema.tics and physics is BITNET. BITNET related 
activities have started since middle of 1985 in Japan 
and it now connects 43 Japanese organizations includ- 
ing 62 hosts. Most of these organizations are univer- 
sities and national institutes. Their links are 9.6Kbps 
leased lines and run RSCS protocol. The backbone site 
of BITBET in Japan is located in Science University 
of Tokyo and it also has connections to The City Uni- 
versity of New York. 

BITNET a.nd JUNET had no gateways and the traf- 
fic between these networks was forced to be routed via 
Unit.ecl St,ates. However, in late 1988, three universities 
started to opera.te e-mail inter-exchange between these 
networks, a.nd now the inter-exchange of email is sup- 
ported by one of the domestic gateways in the above 
universities. 

2.3 HEPNET-J 

Another network a.lso fa.miliar to researchers in the field 
of physics is IIEPNET. It utilizes leased lines, NAC- 
SlS private X.25 network, DDX-P which is a X.25 net- 
\rork serviced by NTT, operating over DECNET pro- 
t,ocol. J apa.nese IIEPNET is ma.inly organized by KEK 
(Nationa.l La.boratory for High Energy Physics) and it 
works as a.rea. 40 portion of the international HEPNET 
(or DECNET, in terms of including SPAN). Presently 
connecting 27 universities, it provides remote login, re- 
mote file access, and remote job entry. Email service is 
also available and exchange with BITNET is operated 
a.t KEK. 

2.4 International Connection 

The Tnterna.tional traffic of JUNET has been handled 
at, t9wo ga.tewa.ys; KDD labora,tories a.nd The Univer- 
sity of Tokyo. KDD has ha.ndled USENET news and 
e-mails for company organizations connecting several 
ga.teways including the UUNEiT gateway. The Uni- 
versity of Tokyo connects to SURAnet, which is one 
of regional networks of NSF Network’s regional net- 
works. This is used for university organization traffic 
wit,11 TCP/IP protocol over leased satellite link as a 
part. of NACSIS X.25 private packet network. Thus, 
t.his link employs IP over X.25 (RFC877[6]) technology. 
A machine &led mtfuj i . gw . u-tokyo. ac . jp is placed 
in National Science Founda,tion, Washington D.C. to 
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Figure 1: WIDE International Connection 

operate the role of a email relay function for Japanese 
traffic. 

A project called PACCOM [lo] started in June 1988 
by the University of Hawaii is a.n attempt a.t build- 
ing a Pacific infrastructure. Several research groups 
in Japan such as high-energy communities and the 
WIDE project are involved in the project so that bet- 
ter interna.tiona.1 communicat,ions ca.n be achieved. The 
initial participants are U.S., Australia, New Zealand 
and Japan. And Korea is planned to join in late 19S9. 

The link from University of Hawaii, which has 
512Kbps optical fiber cable link to mainland U.S.A., to 
Australia was established in May 1989 using 5GKbps 
satellite link and is pla.nned to convert to G4Kbps 
terrestrial link in September 1989. The link is con- 
nected to the Australian Academic Resea.rch Network 
(AARN) at Melbourne University. The link from 
Hawaii to New Zea.la.nd using 19.2ICbps terrestrial link 
was esta.blished in April 19S9 by the joint efforts wit,li 
the University of Waikato. 

In August 1989, two terrestrial links of 64Kbps were 
established from Hawaii to Keio University a.nd to the 
University of Tokyo. The WIDE project is responsible 
for the Keio University’s link as well as the domestic 
connection between Keio University a.nd the University 
of Tokyo. The University of Tokyo is sponsoring the 
link in order to provide international connectivit,ies t,o 
Ja.pa.nese a.stronomy and physics resea.rchers. Figure 1 
illustra.tes WIDE interna.tiona.1 connectivities using IP 
protocol. 

3 COMPUTER CENTERS IN JAPANESE ACA- 
DEMIC INSTITUTES 

Ja,panese Universities have organized a network struc- 
ture for accessing main frame and supercomputer re- 
sources. Presently, this is separated from the networks 
described in cha.pter 2 and provide almost no connec- 
tivity for international access, but obviously strong de- 
ma.nds to provide interconnection between this main- 
frame network a.nd the general purpose networks are 
existing. Local area network functions in mainframes 
or supercomputers and the general purpose intercon- 
nection of campus networks, both of which are rapidly 
being developed, are opening a new dimension of the 
connectivities to the large scale computers. 

3.1 Seven Major Computer Centers 

By t,he tra.diti0na.l strategies of the Japanese govern- 
ment concerning education, there were seven national 
universities distributed throughout the country. These 
universities still tend to be considered “major” in 
terms of a large aca.demic project by the government. 
The computer centers in the seven universities started 
in 1965 following the recommendation of the Science 
Council of Ja.pan to the Japanese government in 1963. 
They a.re defined as shared resources for researchers 
in public, na.tional, and private universities as well as 
junior colleges a.nd technical colleges engaged in sci- 
entific resea.rch, while ea.ch of the other Japanese com- 
puter centers is private to where it belongs. In order to 
organize this sha.ring, Japan is geographically divided 
into seven regions and each of the seven centers mainly 
serves one region. Thus, sharing of supercomputer re- 
sources is a.chieved by placing a supercomputer at each 
of the seven centers. From north to south, these seven 
universities a.re Hokka.ido University, Tohoku Univer- 
sity, The University of Tokyo, Nagoya University, Ky- 
oto Universit,y, Osa.ka University and Kyushu Univer- 
sity. Although each of them has its own characteris- 
tics in terms of services and equipment, they are all 
opera.t.ed and controlled by a single principle. Table 
1 shows ma.infra.me a.nd supercomputer equipments at 
these seven centers. Note that each of the center op- 
era.tes several mainfra.mes and a supercomputer as a 
single cluster system which is providing almost trans- 
parent a single virtual system environment. Further- 
more, a.11 of the elements in a cluster are from the same 
vendors a,nd running the same kind of operating sys- 
tems. In this type of environment, supercomputers are 
trea.ted a.s a ba.ckend processor or as a part of the main- 
frame cluster, making the user environment and the 
net,work environment exactly identical with those of 
ma.inframes. The geogra,phical map of the seven com- 
put,er centers is illustra.ted in Figure 2. 
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Univ. of Tokyo 

Figure 2: The Seven Computer Centers 

Table 1: The Seven Computer Centers and Their Computers 
university mainframe supercomputer 

3.2 

The 

Mainframe Network 

N-l Network is a computer network for main- 
fra.mes at universities funded by the Ministry of Educa- 
tion. The development of the network was first started 
in 1973 by The University of Tokyo, Iiyoto Univer- 
sity, Tohoku University, Hitachi Corporation, Fujitsu 
Corporation, NEC and NTT. The network started its 
operation in 1980 employing N-l special protocol over 
X.25 packet switching network. The services provided 
by the network are remote TSS terminal access, remote 
batch processing and file transfer. Since the prima.ry 
purpose of the network was the sha.ring of computing 
resources, not much attention has been paid to pro- 
vide services of information excha.nge such as ele&onic 
mails. In 1989, e-mail excha.nge service a.mong ma.in- 
frames was started however interconnection with other 

networks is not yet provided. A user has been charged 
for network communication by a 128 bytes packet as 
well as other resources such as CPU time, disk usage 
and session time. By the use of the NACSIS communi- 
c&ion links which is free for universities, charging for 
the communication have been d.iscontinued. 

NACSIS (National Academic Center for Science In- 
form&ion System) is an organization of the Ministry 
of Education in order to provide scientific information 
as well as access methods for it. In order to achieve 
this mission, NACSIS has establlished a private packet 
switching network throughout the country. The packet 
switching network is used for library information ex- 
change, the N-l network, and various experimental 
projects including TCP/IP experiments for universi- 
ties over X.25 packet switching network. The organi- 
za.tion is 100% funded by the Japanese government and 
the p&et switching network can be used by universi- 
ties a.t no charge. Currently, it connects 50 universities 
including 2G libralies and the NACSIS itself. The uni- 
versities connected to the NACSIS network other than 
the seven major universities are such as Hirosaki Uni- 
versity, Tokyo Institute of Technology, Okayama Uni- 
versity and Hiroshima University. 

3.3 Simple Analysis of Usage 

The overa. concept of sharing large computing re- 
sources is regional independency. That is, a univer- 
sity should be served by one of the computer centers 
in the region to where it belongs. Although a user is 
free to access a,ny of resources a.t one of the seven com- 
puter centers via N-l Network, the inter-region traffic 
is extremely low. Table 2 shows inter and intra region 
a.ccess for ea.ch of the centers in terms of actual cpu 
time and ratio of usage respectively. 

The statistic information in the table introduce the 
following simple ana.lytic ideas concerning usage of 
mainframes a.nd supercomputers in Japanese Univer- 
sit,y environment: 

i) Almost all of the usa.ge is localized within a region. 
A user is using computers in the same region. 

ii) Tokyo and Kyoto machines are very heavily used. 
Users in these regions are mutually using each 
other. 

iii) Other than ii), Tokyo users use Hokkaido machines 
and Kyoto users use Na.goya machines. 

i) is obvious because there i.s almost no reason for 
users to use ma.chines in regions other than their 
own. Communication among regions are supported 
but, cha.rgecl. All a.re using a single user mana.gement 
system but a. user has to do some paper work to use 
ot8hers. Esceptions are when machines in a region is 
over loaded like in ii). The users in such a region need 
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Tab1 

p$r 

’ Hokkaido 

Tohoku 

Tokyo 

Nagoya 

Kyoto 

Osaka 

Kyushu 

2: Regional Comparison in CPU Time[h:m](Mainframes/Supercomputers)(l987) 
Computer Centers 

Hokkaido Tohoku Tokyo Nagoya Kyoto Osaka 1 Kyushu I/ Tota I 

1669:44 0:04 II:41 0:oo 0:15 0:Ol I 0:08 11 1670:53 1 
3295:35 0:oo 2:13 0:05 12:23 0:oo 

0:46 1512:08 0:32 11:13 1:27 0:Ol 
0:Ol 3503:51 0:04 0:oo 0:02 6:23 

17:27 11:Ol 8515:18 25:09 4107 0:37 
177:19 78:06 6523:47 2:29 348~33 10:33 

6:46 0:14 7:06 2914:29 10:31 0:Ol 
0:Ol 0:Ol 11:40 2101:55 46:40 1:31 
0:02 0:02 36:46 7:23 5491:37 8:57 
0:oo 0:oo 66:12 42:20 5949:13 10:13 
0:15 0:oo 71:19 58155 796:40 1253:46 
0:oo 0:oo 5124 1:lO 521:48 2885:Ol 
0:31 0:03 1 48:15 1:23 59:23 1:26 

0:oo 3310:16 
0:oo 1526:07 
0:oo 3510:21 
0:16 8573:55 
0:oo 7140:47 
0:03 2939:lO 
0:oo 2161:48 
0:Ol 5544:48 
0:Ol 6067:59 

49:ll 2230:06 
396:08 3809:31 

1387:13 1498:14 
0:05 0:oo 0:31 0:oo 248:04 0:05 1761:lO 2009:55 

1695:31 1523:32 8679:57 3018:32 6364:OO 1264:49 1436:52 23983:13 
3473:Ol 3581:58 6609:51 2147:59 7126:43 2913:46 2157:19 28010:37 

secondary centers as in iii). Note that compatibilities 
are not assured among those machines in terms of op- 
erating system environment such as libraries, services 
and opera.tions. Especially when vendors of machines 
are different, there are almost no chance to migra.te a 
job from one to another. Thus, their reason for iii) is 
trivial. 

3.4 Campus Networking 

There started a. new promotion on campus network 
constructions by the Ministry of Education since 1987. 
Tohoku University and Kyoto University received t#he 
first year grant and was funded for construction of the 

. 
campus networks. The ca.mpus networks provide con- 
nectivities both to small computers in a ca.mpus and 
large computers in the computer center using TCP/IP 
a.nd other (de-fact) sta.nda.rd protocols. This intro- 
duced the new possibility of sha.ring la.rge computers 
nationwide by the interconnection of campus networks. 
The interconnection of ca.mpus networks has been ex- 
perimented using IP connectivity over NACSIS’s X.25 
packet switching network. 

4 ISSUES IN WIDE 

The WIDE environment extends over the general aca- 
demic orga.nizations, thus resulting in a target of a venJ 
large-scale distributed environment for universities and 
research institutes. Technologies to achieve this goal 
therefore can be studied by developing a.n environment 
to cover universities in this country. In such a.n envi- 
ronment, a simple network structure as a collection of 
identical technologies can never be assumed; it would 

be both impractica.1 a.nd inefficient. The highest effi- 
ciency on such an environment can only be achieved 
witch; 1) flexible technologies to employ various hetero- 
geneous primitive technologies on communication and 
opera.ting systems, and 2) integrated functions to pro- 
vide t,ranspa.rent environment based on technologies de- 
scribe in 1). Problems a.nd issues arising as a result, 
which must be solved, are divided into the following 
sepa.ra.te issues. 

4.1 Communication Technologies 

In order to develop a communication architecture for a 
practical wide asea distributed environment, character- 
istics of low-level communication technologies have to 
be well studied and eva.luated of them. One of the pri- 
ma.ry focus of the resea.rch, thus is to establish technolo- 
gies which provides the best and most efficient usage 
of exist,ing and a.vailable heterogeneous types of links. 
The heterogeneity is classified by severa. criteria such 
as bandwidth, dynamic throughput change, dyna.mic 
delay time change, overhead for connection establish- 
ment, and charging system (i.e. monetary cost). 

The actual considerations are made toward vari- 
ous communication technologies such as dial-ups, voice 
gra.de leased line, digital leased line, public packet 
switching network, private packet switching network, 
ISDN and issues like satellite versus terrestrial. The 
goal here, therefore, is to employ these links properly 
yet at. the sa.me time providing transparency for upper 
level protocols. 

Jssucs on compa.rison of intermittent links and per- 
manent links a.re also one of the strong interests of the 
project, The inclusion of both types of links introduces 
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advantages on performance,reliability and economics of 
the network as a whole. 

Especially in the Japanese aca.demic environment, 
DDX of NTT, Venus-P of KDD a.nd INSnet 64 (ISDN) 
of NTT are ava.ilable as packet switching networks. 
NACSIS which is an agency of The Ministry of Edu- 
cation, provides an nation-wide private packet switch- 
ing network and provides it at no charge to universi- 
ties. Therefore X.25 technologies are studied carefully 
in WIDE as [l]. 

Intermittent links build-in to operating system ar- 
chitecture is another interest of the project due to the 
ISDN availability and cost effectiveness of voice-grade 
dialup links. This solves not only cost problems but 
also reliability and robustness of the network in terms 
of its usage as back-up channels. 

New technologies have to be developed in order to 
maintain such an intermittent connection. Issues here 
involve how and when the connection is established, 
how it should be disconnected, and how routing infor- 
mation should be controlled over the intermittent links. 
This technology is studied and reported in [5]. 

ISDN service (called INSnet 64) was first introduced 
in Japa.n in early 1989. Efficient usa,ge of this technol- 
ogy has to be carefully studied in terms of existing op- 
erating system’s communication technologies. ISDN is 
a integration of charged packet switching network and 
dial-up links. Dynamic establishment of these cha.nnels 
has to be a.chieved so that both economics a.nd traffic 
efficiency are simultaneously sa.tisfied. 

Table 3 shows the variety of links used for the WIDE 
Internet construction. 

Table 3: Links in WIDE Internet 

Intermittent Permanent 

grade name speed name speed 

NACSlS X.25 9.6-48K 
data lSDN X.25 - 64K Digital 64K (-6M I) 

ISDN dial up -64K 

voice dial up -19.2K 3.4KHz 19.2K 
ISDN dial UD -19.2K 

4.2 Robustness of the Entire Network 

Since the target environment of WIDE is large a,nd 
widely extended, a. serious network p&itioning prob- 
lem caused from the failure of the intermediate nodes 
and the links connecting them, st,ern out which need 
solving. Providing redunda.nt paths is one solution for 
the problem but more advantage ca.n be achieved by 

‘available, not yet used for WIDE 

employing the communication technology strategies de- 
scribed above. The use of the intermittent links espe- 
cia.lly for this purpose is reasonable and practical so 
tha.t rapid detection of failures in the network, prop- 
a.ga.tion of this information, efficient establishment of 
dynamic backup connections, dynamic adaptation of 
routing for the backup links, and the final post mc+ 
turn processing can simultaneously be achieved. These 
processes a.re also studied and combined into a system 
called svrvivaZ strategy which is reported in [7]. 

4.3 Gateway Technologies 

The concept of internetworking has been introduced 
in [14] as a. basis of current network interconnection 
t,echnologies. Here, gateway nodes plays a big role in 
both control and information inter-exchange. For the 
WIDE environment, a very large-scale network inter- 
connection as well as a very complicated topology are 
assumed and considered. Routing control function is 
one of the first to be designed and developed. Ex- 
perimenta.1 studies in order to solve handling of very 
la.rge number of addresses at the gateways is done us- 

ing existing internet addresses by introducing a map- 
ping function between internal addresses and external 
a.dvertised addresses to a.n autonomous system. The 
routing ada.ptation to the backup connections using 
t,he int,ermittent links are also being studied using the 
testbed. 

As interface definitions, the WIDE gateways also 
provide functions to select proper datalink entities de- 
pending on the type of upper services as interface def- 
initions. Actual autonomous networks need to employ 
gateways to handle various networking policies such as 
a.ccess permissions for gatewayis and datalinks. Func- 
tions to a.nswer to these requirements are also designed 
as t$he ga,teway functions. 

4.4 Inter-Object Communication 

The experimental programming environment for the 
WIDE is currently achieved by providing an inter- 
process communica.tion interface among distributed re- 
sources using the resource control mechanism described 
below. This introduces entry points of services, names 
for them, control parameters to select the optimal 
channel in terms of type of services, data representa- 
tion, authentica.tion a.nd security control of the objects 
as general interfa.ce for C programs. 

4.5 Resource Access Mechanisms 

A resource is defined as an entity to provide service in 
t,he WIDE and ea.41 of the entities is named after hier- 
a.rchica.1 na.me spa,ces. Compatibility with the existing 
na.me services [4] is provided a.nd access control is also 
achieved using the concept of ownership which is also 
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defined in the same name space. DetaiIed experiment 
is described in [2]. 

4.6 Applications 

WIDE applications are developed using the resource 
access mechanisms and inter object communication 
functions described above. Currently, the existing in- 
ternet functions and interactive phone system is devel- 
oped on the environment. 

4.7 Network Management 

As a result of a 5 year operation experience with 
JUNET, the establishment of a network management 
system is strongly being demanded. Technologies to or- 
ganize security control, access control, policy control, 
network maintenance, and strategies for network fail- 
ures are studied and then put into a single guideline 
and a. system for network ma.na.gement. 

4.8 Security 

In the WIDE internetworking environment, many 
kinds of organizations will be interconnected providing 
various network services such a.s file servers, data.bases, 
mail service and printers, users may a,ccess them 
through network. The WIDE environment, with hosts 
and users not under organizational control, is vulner- 
able to eavesdropping and interference from unautho- 
rized intruders. Furthermore, under such environment, 
the growing quantity and the va.lue of information sha.r- 
ing, exchanging, and storing make attacking networks 
more attractive to intruders. To prevent such atta.cks, 
security mechanisms for network protocoIs and services 
are required. 

To treat security issues arising in the WIDE en- 
vironment 1161, the “associa.tion model” given by Voy- 
dock and Kent [15] shown in Figure 3 ca.n be presented. 

In this model, an entity in the n + I layer ma,kes an 
association, which is an end-to-end path through t,he 
network, using functions provided by the n layer. The 
entity in the n + 1 layer communicates with other enti- 
ties by exchanging PDU (Protocol Data Unit) which is 
a.n individual unit of transmission a,t a given network 
layer. It will assume that these entities are in a secure 
area. An intruder is considered as a computer under 
hostile control situa.ted in the path of an associa.tion, 
and a.11 PDUs transmitted on the association must pass 
through the intruder. 

According to the model, Voydoc classifies securiby 
attacks, which can be mounted by a.n intruder, into 
passive attacks and active attacks. In a passive a.t- 
tack, the intruder merely observes PDUs passing on 
an association. They are (1)release of message con- 
tents, and (2)traffic analysis. On the other hand, in ac- 
tive atta.cks, the intruder performs processing on PDUs 

;......................: i . . . . . _. . . . . . . . . . . _ . _ : 
SECURE AREA SECURE AREA 

Figure 3: The Association Model 

passing on the association. They are subdivided into 
three categories, namely (3)messa.ge-stream modifica- 
tion, (4)denial of message services, and (5)spurious as- 
sociation initiation. 

In order to provide several functions to prevent 
passive attacks and to detect active attacks within 
the WIDE environment, the following approaches are 
ma.de: 

1. Since not all network services provided in the 
WIDE environment need security mechanisms, 
only certain functions used in the presentation 
la.yer or the a.pplication layer of specific applica- 
tions a.re needed. 

2. Dat#a encryption techniques is developed to pre- 
vent the release of message contents and to de- 
tect message stream modifications. For any criti- 
ca.1 applications, certain functions can be provided 
in order to encrypt contents of PDUs and control 
information such as PDU headers. 

3. WIDE being an academic research network envi- 
ronment, the traffic analysis is considered an in- 
significant threat thus making a preventive func- 
tion unnecessary. 

4. An a.ut,hentication system is developed suited for 
WIDE environment to detect and to prevent the 
spurious association initiation. 

5. To detect denial of message service, time stamp 
and acknowledgment techniques for each PDUs are 
used. 

4.9 Authentication 

There a.re severa. discussions in the public literature 
about prot,ocols and mechanism of the user authenti- 
caLion. A report by Needha.m[9] gives a.uthentication 
schemes for la.rge scale computer networks based on 
conventiona. encryption algorithms such as Data En- 
crypt;ion Standard (DES) and on public-key encryption 
a.lgorithms[l2]. 1-I owever, there is less material avail- 
able describing how to construct and manage a com- 
plete a.uthentication system. 
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I<erberos[l3] produced by MIT Athena project is 
a trusted third-party authentications service for open 
networks. The system was developed based on DES 
algorithms and authentication schemes by Voydoc[l5]. 
Currently, Kerberos is applied for many network ser- 
vices such as NFS, rlogin, and other applications pro- 
vided by Athena project. However, it is hard to ma.nage 
a large scale computer network using Kerberos, due to 
the fact that Kerberos has to manage many keys for 
interrealm service access. If there are n realms, Ker- 
beros manages and share n2 keys with other Kerberos 
systems. In the case that Kerberos is a.pplied to a large 
scale computer network, shared keys for interrealm ac- 
cess have to be maintained a.nd updated correctly. 

In the WIDE project, a decision to develop a. new 
authentication system suita.ble for present environment 
has been a.greed upon. This system, based on public- 
key encryption algorithm, a.pplies the authentication 
scheme by Needha.m to a system. Since it is hard to 
manage an overall network by only one authentication 
server, the subdivision of networks into domains ac- 
cording to network mana.gement policies is being done, 
and each domain is managed by one authentication 
server. To provide inter-domain access, the domain 
concept is used in a hiera.rchica.l manner. An a.uthenti- 
ca.tion server for an upper domain authorizes and con- 
trols inter-domain accesses between subdoma.ins. 

The overview of the entire concept of WIDE envi- 
ronment is shown in Figure 4. 

Appllcatlons 
3 

Inter object communication 

Authentlcatlo 

c.. . Transport protocols I 

managemen lntsrmlttant link 

Figure 4: WIDE Structure Overview 

5 The WIDE INTERNET 

The WIDE Internet is designed in order to provide a 
testing environment for la.rge-scale distributed syst,ems 
technologies. Thus, the WIDE Internet is constructed 

by interconnecting local a.rea network environments by 
va.rious types of links. Practical works for the studies 
a.re being done using the WIDE Internet toward ap- 
proa.ching the goal of the WIIDE environment. The 
following technical strategies are made for the initial 
WIDE Internet. 

5.1 Detalin ks 

Instead of using an identical link for a datalink, 
the Internet is designed to employ as many differ- 
ent links as possible as far as the link is available to 
t,he Ja.pa.nese axademic communities. This introduced 
problems concerning routing, datalink selections, inter- 
face definitions in terms of efficiencies and availabilities. 
These problems a.re issues for the researchers to solve. 
Data.links used to construct the initial WIDE Internet 
are so far as follows: 

Dial-up Voice Grade Line Most of the organiza- 
tions a.re equipped with a dial-up line using a high- 
speed modem for asynchronous serial line communica- 
tion with up to 19.2Kbps because the necessary equip- 
ment for this is cheap in cost and used in the existing 
JUNET connections. This is employed as one of the 
internad~en2 connections for general high-level proto- 
col(i.e. IP). 

3.4KHz Voice Grade Leased Line Like the dial- 
up line, the 3.4KHz voice grade leased line is used with 
high-speed modems to provide .19.2Kbps point-to-point 
connect,ions in the internet. 

64Kbps Digital Leased Line Digital leased line is 
available up to 6Mbps in Japan, but currently only 
64Kbps channels are used in th.e WIDE Internet. Xe- 
rox’s synchronous point-to-point protocol is used so far 
a.ncl the Point,-to-Point Protocol (PPP) [ll] is being de- 
veloped with a joint efforts with the PACCOM project. 

Packet Switching Network NACSIS is providing 
a private packet switching network for universities with 
from 9.6Kbps to 48Kbps X.25 c.onnections. This is also 
used by the general high-level protocol as a datalink 
entity. 

ISDN Several INSnet 64 are installed in the WIDE 
environment to develop a software for the ISDN. IN- 
Snet 64 is 2B+D (two 64Kbps channels plus one 
16Kbps da.ta and control channel) and INSnet 1500 
(up to 1.5Mbps) b ecame available in July 1989. 

5.2 Technologies Employed 

As for the initial protocol suite, TCP/IP protocol suite 
was selected as the basic protocols for the WIDE In- 
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ternet for its availability advantages . OS1 protocols 
are studied over the constructed Internet. All the soft- 
ware has been developed on operating systems which 
are UNIX 4.3 BSD or its equiva.lent. The reason for 
this is, again, the availability advantages. 

Each of the organizations connected to the WIDE 
Internet has a single Ethernet segment with at least two 
“gateway” nodes. One is a router connected to the pri- 
mary link of one or more high-speed digital channels 
and another is a workstation which is equipped with 
an ISDN channel. The ISDN is used when the primary 
permanent connection is failed or when the router fa.il- 
ure is detected. This is invoked by a special protocol to 
exchange information to decide invocation of a inter- 
mittent link. The handling of the protocol and other 
network management functions are responsibilities of 
the workstation node, This structure using a combina- 
tion of a permanent link and ISDN enables high reliable 
backbone structure of the WIDE Internet. 

6 INITIAL CONNECTIONS 

The WIDE Internet is presently connecting Keio Uni- 
versity, Tokyo Institute of Technology, University of 
Tokyo, Osa.ka University, Aoyama Gakuin University, 
Electorotechnical Laboratory and KDD Labora,tory. 
The a.ctual links used for the initial connections a.re 
shown in Table 4. 

u-&d-- 

Figure 5: WIDE Connections 

The PACCOM (Pacific Area Computer Communi- 
cation testbed) has been connected in July 1989 to the 
WIDE Internet in order to achieve the interconnection 
with national Internet of U.S., New Zealand and Aus- 
tralia. This employs the TPC-3 (Trans Pacific Cable- 
3) optica. fiber cable wit,11 64Kbps leased line. This is 

shared by DECNET protocol for high energy and as- 
tronomy communities and TCP/IP for computer sci- 
ence communities. 

The overall topology related to the WIDE Internet 
is shown in Figure 5. 

7 CONCLUSION 

In the Japanese academic and research communities, 
the existing computer networks can be divided into two 
groups. One is networking efforts by the seven univer- 
sities and the NACSIS including services to share large 
scale computing resources among universities. General 
purpose computer networks such as JUNET, BITNET 
and I-IEPNET are operated by voluntary efforts and 
have international connectivities. Recent promotion 
by the Ministry of Education for construction of cam- 
pus computer networking has started to establish inter- 
connectivities between large scale computers and local 
area networks. Internetworking of campus networks 
thus can provide new means of accessing resources and 
sharing or exchange information in Japanese academic 
and resea.rch environment. 

Wit#h the above background, the WIDE project re- 
sea.rches the construction of the large-scale distributed 
environment for Ja.panese academic and research com- 
puting environment. The actual work for the construc- 
tion started from setting up an internetworking envi- 
ronment called WIDE Internet using TCP/IP proto- 
col suite over various heterogeneous datalinks. 

The primary technical concern is focused in gate- 
way technologies such as routing control, name and 
address issues as well as the efficient selections of vari- 
ous data,links and paths. 

The Internet is in operation since July 1988 and 
is currently connecting 5 organizations using dial-up 
line, voice-gra.de leased line, digital leased line, packet 
switched network, and ISDN. International connec- 
tions will be set up with the United States, Australia 
and New Zealand in cooperation with the PACCOM 
project. 

The first phase (Phase I), which is the initial two 
year plan of the project will last until March 1990. This 
phase is dedicated to the construction of the infrastruc- 
ture and the design of the environment, including the 
prototype testing. The actual constructions of the en- 
vironment itself and researches on OS1 is planned as 
Pha.se II which will take another two years after the 
current pha.se. 
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sumasa, Kaaada and Mr. Kenichi Nakano of Computer 
Center, University of Tokyo. The authors would like to 
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Table 4: WIDE Initial Connections and Types of Links 
Name 1 Link 1 Bandwidth 1 Dialup t-1 

Diaital Leased I 64K I EauiDDed Keio Univ. c-) U. of Tokyo 

D’kia I Leased 
I 

U . of Tokvo ~Tokvo I. of Tech. 1 I 64K I Eouim 

U. of Tokio * *Aoyama 

U. of Tokyo ++ Osaka U. 

U . of Tokvo CI Kvushu U. 

1. of 

I. of 

Digital Leased I 64K I Eiuim 

NACSlS(X.25 

NACSIS(X. 
4 

~~~ ~\ 35) 

9.6K Eiui&ed 

a- d--~ 9.6K Equ’ipped 

Tech.* KDD Lab. 3.4KHz Voice Grade 9.6K Equipped 

Tech.++ ETL 3.4KHz Voice Grade 9.6K Equipped 

iNET NACSIS(X.25) 9.6K Equipped) U. of Tokyo -NSFNET/CI 

tlSDNs are installed in several organizations. 
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