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ABSTRACT 
A novel decoupling technique for CMOS gate with strong-
coupled components is presented. The feedback structure is 
reduced to a unidirectional one, which facilitates the fast-timing 
simulation. Based on the waveform relaxation technique, the 
decoupling principles and procedures are discussed in detail. Most 
of the factors, which influence the operation of the strong-coupled 
components, are taken into account. The proposed method is 
validated by SPICE simulation.   

Categories and Subject Descriptors 
B.7.2 [Integrated Circuits]: Design Aids – simulation. 

General Terms 
Algorithms, Design. 

Keywords 
Strong coupled components, feedback loop, hysteresis, 
decoupling, fast-timing simulation, waveform relaxation, gate 
modeling, look-up table.  

1. INTRODUCTION 
The current trend on VLSI design gives growing demand for the 
fast and accurate simulation. Many papers on the modeling of 
CMOS gates have been published [1][2]. Nabavi-Lishi and Rumin 
[1] used a semi-empirical method converting a simple CMOS gate 
to an inerter. Chatzigeorgiou et al., [2] mapped a complex gate to 
the NAND or NOR gate structure and then convert it to an 
equivalent inverter. Both methods, however, are not applicable for 
CMOS gates with strong-coupled components (SCC) such as flip-
flops.  

Generally, CMOS digital circuits are unidirectional. This 
simplifies the circuit analysis because the circuit can be broken 
into many blocks and analyzed independently. When the feedback 
structure is involved, however, simple partitioning technique is no 
longer valid. In this paper, we propose a decoupling technique to 

solve the transistor-level feedback effect. The proposed analytical 
model clearly shows the influence of the design characteristics of 
the SCC gate. After decoupling, the conventional gate modeling 
and fast-timing simulation methods can be applied, and some 
circuit analyses and optimizations can be carried out directly 
without the complications associated with simulation. 

2. CHARACTERIZATION OF CMOS 
GATE WITH SCC 
Figure 1 shows the typical cross-coupled inverters driven by 
another inverter. The parasitic capacitances are also shown. Cmid 
is the drain junction capacitances of inverters INV1 and INV3. It 
also includes the local interconnect capacitance Cint (not shown in 
Fig.1). CL consists of the drain junction capacitance of INV2, 
interconnect capacitance, and fan-out loading. 

 
Figure 1. Schematic of cross-coupled inverters with parasitic 

capacitance (close-loop circuit)  
Figure 2 depicts the voltage transfer curve. The hysteresis 
phenomenon is clearly shown. As input voltage changes, the 
intermediate node Vmid delays its voltage change because the 
feedback gate INV3 tries to hold the current state and resist the 
switch. Since INV1 is usually much stronger than INV3, INV1 
finally dominates. As Vmid exceeds the threshold of INV2, the 
output Vo begins to switch. This in turn triggers the transition of 
INV3. INV3 then acts as the positive feedback and enhances the 
transition of Vmid. As a result, the output transition region is very 
narrow, as seen in Fig 2. These features also contribute to the 
transient effects (see Fig. 5). The overshoot/undershoot at Vmid 
node is very small, and the output transition time is relatively 
short. Moreover, the output transition time is insensitive to the 
input transition time. This insensitivity validates the use of the 
look-up table in the following sections. 
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Figure 2. Voltage transfer curve of circuit in Fig. 1 

3. DECOUPLING TECHNIQUE FOR 
CMOS GATES WITH SCC 
For the circuit in Fig. 1, the differential equations at Vmid node and 
Vo node are derived using Kirchoff's current law 
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Note that Ct and Co are the capacitance at Vmid  node and Vo node, 
respectively. 
To account for the output response after the feedback loop is 
broken, the characteristics of the differential equations in (1) and 
(2) must be maintained. In this case 

• The gate-to-drain capacitance of INV2 is increased to 
Cm2+Cm3; 

• The load capacitance is increased to CL+Cn3+Cp3; Since 
INV3 is usually very weak, Cn3 and Cp3 are negligible; and  

• The intermediate node capacitance is decreased to Cint - Cm3. 

 
Figure 3. Gate level circuit after decoupling (open-loop 

circuit) 
Figure 3 displays the gate level circuitry after the feedback loop is 
decoupled. An extra input Vo' to INV3 is needed. Assuming INV3 
is very weak and Vo' ≈ Vo, the differential equations (1) and (2) 
are essentially kept after decoupling. Practically, since Vo' is 
unknown, a linear output estimation is assumed. Using this 
assumption, only the slope ko and a time point to on the output 

waveform are needed. In the proposed method, the slope is 
calculated from the look-up table, and the point to at Vo = 0.9Vdd is 
calculated analytically. 

3.1 Slope of the Output Waveform  
Considering the input falling edge (Vin = Vdd – kt, where k = Vdd / 
Tf, Tf is the input fall time), the slope of the output waveform is 
given by ko = 0.8Vdd/τ, where τ is defined from 90%Vdd to 
10%Vdd. As mentioned before, τ is a weak function of the input 
transition time. Once the circuit configuration is given, only 
several output transition times are needed to set up a look-up 
table, and the linear interpolation is used to solve for other values. 
To avoid extensive simulations, a program is written to set up this 
table using dynamic simulation approach. The program scans 
different circuit configurations and adjusts the step dynamically. 
Note that when the feedback structure, such as flip-flop or domino 
circuit [3], is employed, sizes of INV2 and INV3 are usually fixed 
for a given technology. Only the equivalent driving gate INV1 
and the loading CL need to be scanned. Usually, 3-4 transition 
times are needed to provide the accuracy within 2% of the 
simulation results, given that the input and output transition times 
are in the same order for internal switching. The table setup is a 
one-time effort. Once done, it is used as a static resource. 

3.2 to at the Output Waveform  
Before the transition of the output voltage, two effects contribute 
to the output waveform. One is the gate-drain feed-forward effect. 
Another is the holding effect of INV3, as mentioned in Sec. 2. 
These two effects delayed the output transition until the input 
changes significantly. Therefore, the time point to at Vo = 0.9Vdd 
can be obtained with the circuitry in Fig. 3, where Vo' is set to be 
a DC source around 0.95Vdd to account for the HIGH output 
voltage during t ≤ to. This method is demonstrated in Fig. 4, 
where the close-loop circuit represents the circuit with feedback 
(Fig. 1.) and the open-loop circuit represents the decoupled circuit 
in Fig. 3. It's clear that their output waveforms before the point 
(to, 0.9 Vdd) are almost identical, and so are Vmid waveforms. This 
method provides good accuracy for most circuit configurations, 
except when a large loading is driven by a weak gate. 
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Figure 4. Voltage versus time between close-loop circuit and 

open-loop circuit with DC Vo' 
Usually, since Cm2 + Cm3 << Ct, the coupling between (1) and (2) 
is very weak. Also note that the time interval of interest is 
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),0( ott∈ and Vo stays close to Vdd during this period. Using the 
waveform relaxation technique (WR) [4], (1) reduces to 
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In the following section, (2) and (3) are solved analytically to find 
to. By knowing the slope ko and the time point to, Vo' is 
represented by 
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where ||/ oddf kVt =  and ||/1.0 oddod kVtt −= . 

4. ANALYTICAL SOLUTIONS OF tO  
In order to solve (2) and (3) analytically, the nth-power MOS 
model is employed [5]. Since Vo' is a DC HIGH voltage, Mp3 is 
always cut-off and its effect is neglected.  

4.1 Solving Vmid Waveform from (3)  
Region I: Mn1 and Mn3 are in the linear region and Mp1 is cut-off. 
Since undershoot of Vmid is weak, Vmid is set to 0. 

Region II: Mn1 and Mn3 are still in the linear region. Mp1 enters 
the saturation region. As in [6], the drain current of Mn1 is 
approximated as a linear function of time, depicted as 

)( 11 onpnestn TtsI −= . The drain current of Mn3 is 

approximately proportional to Vmid. The solution of (3) is 
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Due to the feedback, the Vmid rises slowly in this region and hence 
reduces the saturation region of Mn1. A Taylor expansion around 
the point 1offnTt =  up to the second order is used, for both (5) 
and the saturation condition of Mn1. The point (Tsatn1, Vmidsatn1) is 
then solved and used as boundary condition (BC) for the next 
region. 

Region III: Mp1 is still saturated and Mn3 is still in the linear 
region. Mn1 enters the saturation region. The Vmid is solved as 
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The constants αna, αnb and αnc are the coefficients of the Taylor 
expansion of the drain saturation current of Mn1. The time point 
Tnopt is selected to be the middle point between Tsatn1 and Toffn1. 
Since the saturation region of Mn1 is narrow. This Taylor 
expansion provides good accuracy. The integration constant u23 is 
solved straightforward from (6) using the BC from the previous 
region. Similarly, the point (Toffn1, Vmidoffn1) is calculated from (6) 
and used as the BC for the next region.  

Region IV: Mn1 turns off. Mp1 is still saturated and Mn3 is still in 
the linear region. Two sub-regions are defined. 
Region IVa. The input signal Vin doesn’t reach its final value in 
this region. The Vmid is given by 
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If Vmid at t = Tf is less than Vdsatn3, Mn3 is still in the linear region 
and the calculation continues on the Region IVb with the BC (Tf, 
VmidTf). Otherwise, Mn3 becomes saturated before Vin reaches its 
final value. The saturation point (Tsatn3, Vmidsatn3) is used as the BC 
for Region Va.  
Region IVb. Vin turns to be flat in the region. The Vmid is 
represented by: 
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 where sssatpI 1 is the saturation current of Mp1 in this region. The 
point (Tsatn3, Vmidsatn3) is calculated for Region Vb. 

Region V: Mn1 is still cut-off and Mp1 is still saturated. Mn3 leaves 
linear region and becomes saturated. Like Region IV, two sub-
regions are defined. 
Region Va. If Vin still drops in this region, Vmid is described by 
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If Mp1 becomes linear within t ≤ Tf, the BC (Tsatp1, Vmidsatp1) is 
solved for Region VIa. Otherwise, the point (Tf, VmidTf) is used for 
Region Vb.      
Region Vb. If Vin reaches static state, the voltage waveform of 
Vmid is depicted as 
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The point (Tsatp1,Vdsatp1ss) serves as the BC for the next region. 
Region VI: Mn1 is still cut-off and Mn3 remains in saturation. Mp1 
becomes linear. The operation modes of all transistors have no 
further changes. 
Region VIa. Vin still decreases in this region. The solution of (3) is  
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The BC for the final region is (Tf, VmidTf).  
 Region VIb. The Vin is stable in this region. Vmid is represented by 
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From (12), the static-state voltage of the intermediate node is 
depicted by  
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It doesn't depend on the input signal.  

4.2 Solving Vo for to from (2) 
Using the results derived in Sec. 4.1, the differential equation in 
(2) is solved analytically for the output waveform. To keep the 
accuracy of the Vmid waveform while simplify the solving process, 
the piecewise-linear of Vmid is employed. The solving process of 
(2) is similar to that in Sec. 4.1 but much more simple because 
only one inverter is involved, and the solving process stops as 
long as Vo drops below 0.9Vdd.  

5. RESULTS AND DISCUSSIONS 
The proposed decoupling method is evaluated with TSMC 0.18 
µm technology. Figure 5 gives some examples for the different 
input transition times. To verify the decoupling method and the 
analytical solution provided in Sec. 4, the simulated Vmid 
waveforms are from the circuit in Fig. 3 by setting Vo' as a DC 
source, while the simulated Vo waveforms are from the circuit in 
Fig. 1. It's clear that the output voltage slopes are nearly the same 
in Fig. 5. The undershoot of the Vmid waveform is very small, even 
when INV1 is much stronger than INV3. Since the channel length 
modulation effect has been neglected in Sec. 4, the saturation 
current of Mn3 has been underestimated. As a result, the proposed 
method has a little higher static-state voltage Vmidss than the 
simulation result, as seen in Fig. 5.  
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Figure 5. Comparison between simulated and calculated 

waveforms for different transition times  

The proposed approach can be used in many CMOS gates with 
SCC, such as CMOS D latch and domino logic gates[3]. After 
decoupling, these gates are changed to be unidirectional, and the 
conventional gate modeling and fast-timing simulation methods 
can be employed. In some cases, when the fast analytical 
estimation is needed, the linear-estimated output Vo' is used 
directly. Figure 6 shows the examples of using the linear Vo' for 
delay analysis. It’s clear that for the certain circuit configuration, 
the delay increases as the input transition time becomes longer 
because to is postponed, which is also seen in Fig. 5. The 
proposed results in Fig. 6 are very close to the SPICE simulation 
results. 
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Figure 6. Propagation delay of the close-loop circuit evaluated 

with the linear-estimated output  

6. SUMMARY 
A decoupling technique for CMOS gate with SCC is presented. 
The characteristics of the feedback structure are analyzed. Based 
on the node differential equations, the feedback loop is decoupled 
with the waveform relaxation technique. The linear-estimated 
output, which is calculated from the look-up table and the 
analytical analysis, is used as the extra input for the decoupled 
gate. Good agreement with the SPICE simulation results is 
obtained. The proposed method can be used for analytical 
analysis and fast-timing simulation of CMOS SCC gates.   
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