P-tree Classification of Yeast Gene Deletion Data
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ABSTRACT

Genomics data has many properties that make it different from
"typicd" relational data. The presence of multi-valued attributes
as well asthe large number of null valuesled usto a P-treebased
bit-vedor representation in which matching 1-values were
counted to evaluate similarity between genes. Quantitative
information such as the number of interadions was also included
in the dasdfier. Interadion information allowed us to extend the
known properties of one protein with information on its
interading neighbars. Different fedure dtributes were weighted
independently. Relevance of different attributes was
systematicdly evaluated through ogtimization o weights using a
genetic dgorithm. The AROC vaue for the dassfied list was
used as the fitnessfunction for the genetic dgorithm.
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1. INTRODUCTION

Genomics data poses many challenges and requires smart data
mining techniques to urravel the seaets. The data mining
competition held in conjunction with the Eighth ACM SIGKDD
International Conference on Knowledge Discovery and Data
Mining [1] was based ongenomics data that had many interesting
aspeds aich as multi-valued attributes, many null values,
hierarchies within the dtributes, a repository of unstructured
information in the form of abstrads, an interadion table that
introduces graph-like cnredivity, and avery small probability of
the dass label "positive" (1.3% and 28% respedively). These
properties are not commonly foundin standard data sets such as
the mgjority of those in the UCI Macine Leaning Repasitory
[8]. We acounted for multi-valued attributes and nul values by
using a P-treebased [2,3,5,6] bit-vedor approad, in which the
presence of a particular attribute value was represented as a 1-bit.
In this representation "unknown" is equivalent to the ébsence of a
meaningful attribute value. Hierarchies were represented as
separate dtributes.  Matches in dfferent levels were thereby
treaed as multi ple matches. Conredivity information provided by
the interadion information was also used. The small probability of
classlabel "positive" meant that acairacy was not a good measure
of the quality of clasdficaion. Insteal we followed the example
of Dr. Mark Craven, using AROC charaderistic to optimize the
performance of our algorithm [7].

2. DATA PREPROCESSING

As the first step, we pre-procesed the data to acourt for
redundancies and to integrate information from the estrads. An
example of redundancy was that locdization information cccurred
in bah the sub-cdlular locdizaion (sub-hierarchy of the
function-hierarchy) and in the locdizaion attribute. We extraded

sub-cdlular locdizaion from the function herarchy. We found
that treding it as a separate hierarchy, thus as an additional
feaure of the genes improved results. It is important to nae that
our algorithm does not require us to dedde on the importance of
the fedaures. Other data deaning efforts included remgnizing
"function urknown" entries as equivalent to missng information,
and identifying dupicae names in lower levels of different
hierarchies as distinct.

We generated additional feaures from abstrads based on
observations made while dasdfying and also based onthe nature
of the experiments from which the data was derived. Relevance of
these alditional feaures was determined through the optimization
step of our model. We not only included the properties of the
genes that were to be dasdfied in ou study, but also investigated
properties of genes to which an interadion exists. A succesdul
example of such an indired fedure is the interadions with the
esentia (lethal) genes. Based onthe nature of the task, esentia
genes could na, themselves, be dange/control genes. Yet an
interadion with these genes did indicae a increased likelihood
of change/cortrol.

3. PTREE DATA REPRESENTATION

The inpu data was converted to P-trees [2,3,5,6]. P-trees are a
losdess compressed, and data-mining-ready data structure. This
data structure has been succesdully applied in data mining
applicaions ranging from Clasdficaion and Clustering with K-
Neaest Neighbar, to Clasdficaion with Dedsion Treelnduction,
to Asociation Rule Mining [2,3,5]. A basic P-treerepresents one
atribute bit that is reorganized into a treestructure by reaursively
sub-dividing, while recording the predicate truth value regarding
purity for ead division. Each level of the tree ©ntains truth-bits
that represent pure sub-trees and can then be used for fast
computation d courts. This construction is continued reaursively
down ead tree path urtil a pure sub-division is readed that is
entirely pure (which may or may not be a the led level). The
basic and complement P-trees are cmbined using bodean
algebra operations to produce P-trees for values, entire tuples,
value intervals, or any other attribute pattern. The root court of
any pattern treewill i ndicae the occurrence @urt of that pattern.
The P-tree data structure provides the perfed structure for
courting patternsin an efficient manner.

The data representation can be cnceptudized as a flat table in
which eat row is ahit vedor containing abit for ead attribute of
ead gene. Representing ead attribute bit as a basic P-tree
generates a @ompressd form of this flat table. Hierarchicd
information is represented using a separate set of attribute bit
columns for ead level. For example to represent the information
for protein-class we used 23 sets of bit columns at the highest
level. “Moleaular chaperone” a the highest level of the protein
classhierarchy requires 15 kit columns to reaursively identify all
possble caegoricd attributes within 2 sub-levels. Experimental



class labels “change,” “control,” and the other binary attributes
such as “letha gene” were each encoded in a single bit column.
Protein-interadion was encoded uwsing a hit column for eah
possble gene in the data set, where the eistence of an interacion
with that particular gene was indicated with atruth hit.

4. CLASSIFICATION

Similarity-based classficaion methods are a generdizaion o
minimal distance methods, which form the basis of severa
machine leaning and pattern recognition methods. Classficaion
success depends on adaptive parameters and procedures used in
the cnstruction d the dasdficaion mode. AROC evaluation
requires genes to be ordered by their likelihood d being classfied
into a particular partition. Gene similarity and gene importance
were quantified to rank-order the list of test genes. Gene simil arity
was quantified based ona weighted sum of matching feaures. We
quantify similarity of a particular test gene with the mlledion o
training genes in that particular partition (for example “change”)
withou regard to similarity level to the rest of the partition
(“control” or “no change”). The distribution o attribute values for
change genes suggested that not only was smilarity to a change
gene an indicaion d change, but the faa that a gene had any
listed function. This leads to the mncept of importance & an
attribute. Importance of a gene was cdculated acording to the
court of the number of property attributes available for that
particular gene, total number of interadions and the number of
interadions with lethal genes.

The following equations siImmarize the mmputation, where Rc:
root-court, W: weight, P,:P-tree for attribute x, Atr: attribute
count, ptn: classpartition, Im: gene-importance, Lth: letha gene,
0: test gene to be dasdfied, f: feaure, ClassEvl: evaluated value
for clasgfication, gz P-treeAND operator.
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For eat fedaure dtribute of ead test gene, g, the wurnt of
matching feaures for the required partition was obtained from the
roat-court by ANDing the respedive P-trees. We can oltain the
number of lethal genes interacing with a particular gene, g, with
one P-tree AND operation. It is possble to retrieve the required
cournts withou a database scan duwe to verticd partitioning.

Due to the diversity of the experimental classlabel and the nature
of the atribute data, we need a dasdfier that would na require a
fixed importance measure on its fedures, i.e., we nealed an
adaptable mecdhanism to arrive & the best possble dasdfier. In
our approach we optimize (column based scding) the weight
space W, with a standard Genetic Algorithm (GA) [4]. The set of
weights on the feaures represented the solution spacethat was
encoded for the GA. The AROC value of the dasdfied list was
used as the GA fitness evaluator in the seach for an optimal
solution.

5. RESULTSAND LESSONS
This work resulted in bah biologicd and data mining related
insights. The systematic analysis of the relevance of different

atributes is esential for a succesdul classficaion. We found
that the function d a protein dd na help to classfy the hidden
system. Sub-cdlular locdizaion, which is a sub-hierarchy of the
function Herarchy, onthe other hand, contributed significantly.

Furthermore, it was interesting to nde that quantitative
information, such as the number of interadions, played a
significant role. The fad that a protein has many interadions may
suggest that the deletion d the crrespondng gene would cause
changes to many biologicd processes. Alternatively it could be
that a high number of listed interadionsis an indicaion o the faa
that previous reseachers have mnsidered the gene important and
that it therefore is more likely to be involved in further
experiments. For the purpose of classficaion we did na have to
distinguish between these dternatives.

In summary we foundthat our systematic weighting approach and
P-treerepresentation all owed usto evauate the relevanceof arich
variety of attributes. This included attributes we obtained in
relational form as well as attributes we derived from abstrads,
through courting, and as properties of attributes that could be
readed through interadions.

We acknowledge Dr. Mark Craven for organizing this
competition and Dr. Steven W. Meinhardt, Dept. of Biochemistry,
NDSU, for histime and effort in helping us make biological sense
of the data.
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