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SOME 3CNF PROPERTIES ARE HARD TO TEST*

ELI BEN-SASSONT, PRAHLADH HARSHA?, AND SOFYA RASKHODNIKOVAS

Abstract. For a Boolean formula ¢ on n variables, the associated property P, is the collection
of n-bit strings that satisfy ¢. We study the query complexity of tests that distinguish (with high
probability) between strings in P, and strings that are far from P, in Hamming distance. We prove
that there are 3CNF formulae (with O(n) clauses) such that testing for the associated property
requires Q(n) queries, even with adaptive tests. This contrasts with 2CNF formulae, whose associated
properties are always testable with O(y/n) queries [E. Fischer et al., Monotonicity testing over general
poset domains, in Proceedings of the 34th Annual ACM Symposium on Theory of Computing, ACM,
New York, 2002, pp. 474-483]. Notice that for every negative instance (i.e., an assignment that does
not satisfy ¢) there are three bit queries that witness this fact. Nevertheless, finding such a short
witness requires reading a constant fraction of the input, even when the input is very far from
satisfying the formula that is associated with the property.

A property is linear if its elements form a linear space. We provide sufficient conditions for linear
properties to be hard to test, and in the course of the proof include the following observations which
are of independent interest:

1. In the context of testing for linear properties, adaptive two-sided error tests have no more
power than nonadaptive one-sided error tests. Moreover, without loss of generality, any
test for a linear property is a linear test. A linear test verifies that a portion of the input
satisfies a set of linear constraints, which define the property, and rejects if and only if it
finds a falsified constraint. A linear test is by definition nonadaptive and, when applied to
linear properties, has a one-sided error.

2. Random low density parity check codes (which are known to have linear distance and
constant rate) are not locally testable. In fact, testing such a code of length n requires
Q(n) queries.
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1. Introduction. Property testing deals with a relaxation of decision problems,
where one must determine whether an input belongs to a particular set, called a
property, or is far from it. “Far” usually means that many characters of the input
have to be modified to obtain an element in the set. Property testing was first
formulated by Rubinfeld and Sudan [RS96] in the context of linear functions and was
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applied to combinatorial objects, especially graphs, by Goldreich, Goldwasser, and
Ron [GGR98]. Property testing has recently become quite an active research area;
see [Ron01, Fis01] for surveys on the topic.

One of the important problems in property testing is characterizing properties
that can be tested with a sublinear! number of queries to the input (cf. [GGR9S,
AKNSO01, New02, FN04, AFKS00, Fis01, GT03]; see also section 1.1 for more infor-
mation). Our paper continues this line of research by trying to relate the testability
of properties over the binary alphabet with their formula complexity. We prove a
linear lower bound for testing some properties with very small formula complexity,
thus showing that the formula complexity of the property does not always help to
assess the testability of the property. In section 1.1 several strong lower bounds on
the query complexity [GGR98, GT03, BOT02, GR02| are discussed and compared to
our lower bound.

Testing kCNFs. A property is a collection of strings of a fixed size n. Every
property over the binary alphabet can be represented by a conjunctive normal form
(CNF) formula, whose set of satisfying assignments equals the set of strings in the
property. Testing this property can be viewed as testing whether a given assignment to
Boolean variables of the corresponding CNF is close to one that satisfies the formula.?
Goldreich, Goldwasser, and Ron [GGR98] prove that there exist properties over the
binary alphabet that require testing algorithms to read a linear portion of the input.
This implies that testing assignments to general CNF formulae is hard. A natural
question is whether restricting CNF formulae to a constant number of variables, k, per
clause allows for faster testers. Observe that the standard reduction from satisfiability
(SAT) to 3SAT does not apply because it introduces auxiliary variables and thus
changes the testing problem.

At first glance, there seems to be hope of obtaining good testers for every fixed
k because, for any assignment that does not satisfy the formula, there exists a set
of k queries that witnesses this fact. Indeed, Fischer et al. [FLN'02] prove that
properties expressible as sets of satisfying assignments to 2CNF formulae are testable
with O(y/n) queries, where n is the length of the input. However, we will show that,
already for k = 3, testing whether an input assignment is close to satisfying a fixed
kCNF formula might require a linear number of queries.

Results and techniques. We show the existence of families of SCNF formulae over
n variables (for arbitrarily large n) of size O(n) such that the corresponding properties
are not testable with o(n) queries. Thus, we present a gap between 2CNF's and 3CNFs.
Our lower bound applies to adaptive tests, i.e., tests in which queries might depend
on the answers to previous queries. This gives a class of properties which are easy to
decide in the standard sense® but are hard to test.

Each hard 3CNF property we use is a linear* space V' C {0,1}" that can be
expressed as the set of solutions to a set of homogeneous linear constraints of weight
3 (i-e., a 3LIN formula). While proving the lower bound, we show that every adaptive

I'We measure the query complexity as a function of the input length. Thus, linear (sublinear,
respectively) query complexity means query complexity that is linear (sublinear) in the input length.

20ur problem should not be confused with the problem of testing whether a CNF formula is
“close” to being satisfiable (under a proper definition of closeness). In our problem the CNF formula
is fixed and known to the tester. See section 1.1 for a discussion of the seemingly related problem.

3A property is easy to decide in the following standard sense: given the entire assignment, it
can be checked in time linear in the number of variables and size of the formula, whether or not the
assignment is a satisfying one.

4We work over the field with two elements and our linear space is defined over this field.
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two-sided error test for checking membership in a vector space can be converted to
a nonadaptive one-sided error test with the same query complexity and essentially
identical parameters. This allows us to consider only one-sided error nonadaptive
tests. In order to prove that a particular linear space V is hard, we need to find, for
every such test T, a bad vector b € {0,1}"™ (that is, far from V') such that T accepts
b with significant probability (i.e., T fails to reject b, as it should). Yao’s minimax
principle allows us to switch the quantifiers. In other words, in order to prove our
lower bound, it suffices to present a distribution B over bad vectors such that any
deterministic test (making few queries) fails to reject a random b (selected according
to the distribution B) with significant probability.

We now give a rough picture of how to get a vector space V' that is hard to test
and a distribution B that shows this hardness (per Yao’s minimax principle). Fix
0 < k <1 and let V be the set of solutions to a system A of m = kn random linear
constraints over n Boolean variables, where each constraint is the sum of a constant
number of randomly selected variables, and each variable appears in a constant number
of constraints. Such linear spaces are called random low density parity check (LDPC)
codes.® These codes were introduced by Gallager [Gal63], who showed that they have
constant rate and (with high probability) large minimal distance. It is possible to show
that with high probability the random constraints are linearly independent. Our bad
distribution B is the uniform distribution over vectors that satisfy all but one random
constraint of A. Since the constraints are linearly independent, this distribution is
well defined. By definition, each input chosen according to B is not in the property.
It is less obvious, but still true, that each such input is far from the property. The
tricky part is to show that every deterministic test making o(n) queries will fail to
reject a random input chosen according to B.

A natural way to test if an input belongs to V' is to select a few random constraints
in A, query all entries lying in their supports, and accept if and only if all constraints
are satisfied. This test always accepts inputs in V. It correctly rejects an input
distributed according to B when the unique random constraint falsified by the input is
queried. This method is costly in query complexity because there are O(n) constraints,
and only one randomly chosen constraint is not satisfied. A more efficient way to
attack the distribution B would be to use linearity, as follows. If an input satisfies a
set of constraints, it must satisfy their sum; if it falsifies exactly one of the constraints
in the sum, it must falsify the sum. Thus, one might choose a set of constraints in A,
take their sum, and query the entries in the support of the sum. The summation might
cancel out some entries (namely, those that appear in an even number of summands)
and reduce the query complexity. This suggests the following general test for testing
membership in V: query the input in a small subset of entries and accept if and only if
these entries satisfy all possible sums (of constraints in .A), whose support lies entirely
within the small subset. In fact, it can be easily observed that any nonadaptive one-
sided error test for membership in V' is of the above form. Furthermore, we prove that,
without loss of generality, the only possible tests (for membership in a linear space)
are of the above mentioned form (see Theorem 3.3). The crux of our proof consists of
showing that this general method does not significantly reduce the query complexity.
Namely, we show that the sum of any large subset of the constraints of A has large
support, and thus results in large query complexity. The reason for this phenomenon
is the underlying expansion of the random set of constraints. Thus, any deterministic

S5LDPC codes are linear codes defined as solutions to a system of linear constraints with small
support.
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testing algorithm making o(n) queries essentially checks only o(m) constraints of A,
and thus will reject a random input from B with subconstant probability.

Connections to coding theory. Our results shed some light on the question of
optimal locally testable codes. An infinite family of codes {C},, is called locally testable
if the property C, is testable with constant query complexity. These codes play a vital
role in probabilistically checkable proof (PCP) constructions and are of fundamental
importance in theoretical computer science. Recently, Ben-Sasson et al. [BSVWO03,
BGHT04], following the work of Goldreich and Sudan [GS02], proved the existence of
such codes, which achieve linear distance and near constant rate, resulting in better
PCP constructions.

As mentioned earlier, the vector spaces we use (which are hard to test) are built
upon random LDPC codes, which are heavily studied in coding theory (cf. [Gal63] and
[Spi95, Chap. 2] and references therein). It follows from an intermediate step in our
proof that this important class of codes is not locally testable. Moreover, the property
that makes random codes so good in terms of minimal distance, namely expansion,
is also behind the poor testability of these codes. In his thesis, Spielman informally
discusses why expander codes might not be locally testable and states that a high
level of redundancy among the constraints of the code might be required to make it
testable ([Spi95, Chap. 5]. In our proof, we make this argument formal and prove
that random (e, d)-regular LDPC codes are not locally testable (see Theorem 3.7).
This sheds some light on the question of optimal locally testable codes. The existence
of such optimal codes that (i) achieve constant rate, (ii) achieve linear distance, and
(iii) are locally testable (or even testable with a sublinear number of queries) remains
an interesting open problem.

1.1. Connection to previous results.

Classes of testable properties. One of the important problems in property testing
is characterizing properties that can be tested with a sublinear number of queries
to the input. A series of works identified classes of properties testable with con-
stant query complexity. Goldreich, Goldwasser, and Ron [GGR98| found many such
properties. Alon et al. [AKNSO01] proved that all regular languages are testable with
constant complexity. Newman [New02] extended their result to properties that can
be computed by oblivious read-once constant-width branching programs. Fischer and
Newman [FN04] demonstrated a property that requires superconstant query com-
plexity and is computable by a read-twice constant-width branching program, thus
showing that Newman’s result does not generalize to read-twice branching programs.
Several papers [AFKS00, Fis05] worked on the logical characterization of graph prop-
erties testable with a constant number of queries. Goldreich and Trevisan [GT03]
provide a characterization of properties testable with a constant number of queries
and one-sided error in the framework of graph partition properties.

Linear lower bounds. The published linear lower bounds are the aforementioned
generic bound due to Goldreich, Goldwasser, and Ron [GGR9S], later extended by
Goldreich and Trevisan [GT03] to monotone graph properties in NP, and the bound
for testing 3-coloring in bounded degree graphs due to Bogdanov, Obata, and Tre-
visan [BOT02]. In addition, there is a simple and elegant unpublished linear lower
bound, observed by Madhu Sudan in a personal communication to the authors. His
property consists of polynomials of degree at most n/2 over a finite field F,, of size
n, where each polynomial is given by its evaluation on all elements of the field. It is
not hard to see that every nonadaptive one-sided error test for this property requires
linear query complexity. Since the property of low-degree polynomials is linear, our
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reduction from general to nonadaptive one-sided error tests implies a linear lower
bound for adaptive two-sided tests for this property. A related property, suggested
by Oded Goldreich in a personal communication to the authors, consists of a random
linear code. It is not hard to show, using similar reasoning, that with high probability
testing this property requires linear query complexity. Observe that both of these
properties (low degree polynomials and random codes) are easy to decide once all the
input is read, but both cannot be represented by a family of 3CNF formulae.b

The aforementioned linear lower bounds of Sudan and Goldreich and of Bogdanov,
Obata, and Trevisan capitalize on the existence of inputs that are far from having
the property, yet any local view of a constant fraction of them can be extended to
an element having the property.” But if the property is defined by a kCNF ¢, this
cannot happen. Clearly, any string that does not have the property must falsify at
least one clause of ¢. Thus, there is some view of the input of size k that proves
that the input does not have the property. Our result shows that, in certain cases,
finding such a falsified clause requires reading a constant fraction of the input, even
if the assignment is far from any satisfying one. A similar phenomenon is exhibited
by Goldreich and Ron for testing bipartiteness in 3-regular, n-vertex graphs [GR02].
They showed a lower bound of (y/n) on the query complexity; despite this, short
witnesses of nonbipartiteness do exist in the form of odd cycles of length poly(logn).
Our result strengthens this finding, since in our case the query complexity is linear,
whereas the witness size is constant.

Testing an input kCNF. A related problem, but very different from ours, is that
of testing whether an input kKCNF formula is satisfiable. (Recall that in our setting the
input is an assignment to a fixed kKCNF formula.) The exact version of this problem is
a classical NP-complete problem. The property testing version was studied by Alon
and Shapira [AS03]. They showed that satisfiability of kCNF formulae is testable
with complexity independent of the input size.® In contrast, our problem is very easy
in its exact version but hard in its property testing version for k& > 3.

2. Definitions.

Property testing. A property is a collection of strings of a fixed size n. A
property is linear if it forms a vector space (over some underlying field). In this
paper, strings are over a binary alphabet unless mentioned otherwise. The distance
dist(z,P) of a string x to a property P is min, ¢ p dist(z,z’), where dist(x, z’') denotes
the Hamming distance between the two strings z and z’. The relative distance of x
to P is its distance to P divided by n. A string is e-far from P if its relative distance
to P is at least e.

A test for property P with distance parameter €, positive error n4., negative error
n— and query complexity q is a probabilistic algorithm that queries at most ¢ bits of
the input, accepts strings in P with probability at least 1 — 14, and accepts strings
that are e-far from P with probability at most n_, for some 0 < n_ <1 —ny < 1.

6In other words, these properties cannot be decided by a family of circuits of depth 2, where the
output gate of the circuit is an AND-gate, the next level of gates are all OR-gates of fan-in 3, and
the inputs to the OR-gates are either the input bits or their negations.

"For example, in Sudan’s construction any evaluation of a polynomial on d points can be extended
to an evaluation of a polynomial of degree d’ > d. Thus, n/2 values of the polynomial cannot prove
or disprove that the polynomial has degree at most n/2.

8Complexity of a testing problem depends on the definition of distance; in Alon and Shapira’s
work the distance from the input to a satisfiable formula is defined as the number of clauses that
have to be removed to make the input formula satisfiable.
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Note that the positive error 7, is the maximum error made by the test on the YES-
instances (i.e., strings in P), and the negative error 7_ is the maximum error made
on NO-instances (i.e., strings e-far from P). Sometimes we refer to 74 + 17— as the
sum of errors made by the test T. A test is said to have error n if ny,n_ < n (for
n < 3). If a test T accepts input x, we say T(z) = 1. Otherwise, we say T'(z) = 0. A
test with distance parameter ¢ and error 7 is referred to as an (g,n)-test (analogously,
(e,m4,m—)-test). An e-test denotes a test with distance parameter £. A property is
(e,m, q)-testable if it has an (e,n)-test that makes at most g queries on every input;
(€,n+,1—, q)-testable is defined analogously.

Two special classes of tests are of interest. An algorithm is nonadaptive if it makes
all queries in advance before getting the answers. Namely, a query may not depend
on the answers to previous queries. An algorithm has a one-sided error if it always
accepts an input that has the property. In other words, an algorithm has a one-sided
error if the positive error 7, is 0.

CNF and linear formulae. Recall that a Boolean formula is in CNF if it is a
conjunction of clauses, where every clause is a disjunction of literals. (A literal is a
Boolean variable or a negated Boolean variable.) If all clauses contain at most three
literals, the formula is a 3CNF.

A linear (LIN) Boolean formula is a conjunction of constraints, where every con-
straint is satisfied if and only if the variables in the constraint add up to 0 mod 2. If
all constraints contain at most d literals, the formula is a dLIN.

Let ¢ be a formula on n variables. An n-bit string satisfies ¢ if it satisfies all
clauses (constraints) of the formula. An n-bit string is e-far from satisfying ¢ if at
least an € fraction of the bits needs to be changed to make the string satisfy ¢. Each
formula ¢ defines a property {z| x satisfies ¢}. For brevity, we refer to a test for this
property as a test for ¢.

Random regular bipartite graphs and LDPC codes. Let G = (L, R, E)
be a bipartite multigraph, with |L| = n,|R| = m, and let d(v) be the degree of a
vertex v. G is called (c,d)-regular if for all v € L, d(v) = ¢, and if for all v €
R, d(v) = d. A random (c,d)-regular graph with n left vertices and m = §n right
vertices” is obtained by selecting a random matching between cn “left” nodes labeled
{vi, .. v vd, .. ve} and dm = cn “right” nodes labeled {u},...,ud}, collapsing
every c consecutive nodes on the left to obtain n c-regular vertices, and collapsing
every d consecutive nodes on the right to obtain m d-regular vertices. Formally, let
L={vi,...,vn}, R={u1,...,un}, and connect vertex v; to u; if and only if there
exist a € [c], 8 € [d] such that (v?,uf ) is an edge of the random matching. Notice
that the resulting graph may be a multigraph (i.e., have multiple edges between two
vertices). The code associated with G, called an LDPC code, was first described and
analyzed by Gallager [Gal63].

DeFINITION 2.1 (LDPC Code). Let G = (L,R,E) be a bipartite multigraph

with |L| = n,|R| = m. Associate a distinct Boolean variable x; with any i € L.
For each j € R, let N(j) C L be the set of neighbors of j. The jth constraint
is Aj(x,...,2p) = ZieN(j) x; mod 2. (Notice that a variable may appear several

times in a constraint because G is a multigraph.) Let A(G) be the dLIN formula

9Typically, one fixes ¢, d to be constants, whereas n, m are unbounded.
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A(G) = /\;n:1 (Aj(x) = 0). The code defined by G is the property defined by A(G),
namely,

C(G) = {x €{0,1}"|vj € [m] A;(z) =0}

A random (c,d)-regular LDPC' code of length n is obtained by taking C(G) for a
random (c, d)-regular graph G with n left vertices.

3. Main theorem. In this section we state and prove the main theorem and
show that some 3CNF properties are hard to test.

THEOREM 3.1 (main). There exist 0 < 6*,e*,n* < 1 such that, for every suffi-
ciently large n, there is a 3CNF formula ¢ on n* = ©(n) variables with O(n) clauses
such that every adaptive (*,m4,n—, q)-test for o with the sum of errors ny +n— < n*
makes at least ¢ = §*n* queries.

To prove Theorem 3.1, we need to find 3CNF formulae that define hard properties.
Our main idea is to work with linear properties (i.e., vector spaces). We prove that,
for linear properties, tests of a very simple kind, which we call linear, are as powerful
as general tests. In particular, linear tests are nonadaptive and have a one-sided
error. Working with linear properties allows us to focus on proving a lower bound for
this simple kind of tests—bypassing often insurmountable issues of adaptivity and
two-sided error.

To explain how we find 3CNF formulae that define hard linear properties, we need
some linear algebra terminology. Let F be a field. We say that two vectors u,v € F"
are orthogonal to each other (denoted w L v) if > u; - v; = 0. Furthermore, we
say that a vector u is orthogonal to a subset S C F™ (denoted by u L S) if u L v

for all vectors v € S. For a linear space V C F" over the field F, the dual space V+

is defined as the set of all vectors orthogonal to V (i.e., V* = {ueF":u Ll V}).

For I C [n], let VIJ- be the subset of V+ composed of all vectors with support in
I (e, u € Vi if and only if u € V* and the indices of nonzero entries of u lie
in T).

DEFINITION 3.2 (linear test). A test for a linear property V.C F™ is called a
linear test if it is performed by selecting I = {i1,...,iq} C [n| (according to some
distribution), querying w at coordinates I, and accepting if and only if w L VIJ-,

Linear tests are by definition nonadaptive and have only a one-sided error (mem-
bers of V are always accepted). Since the inception of property testing, linear proper-
ties have been invariably tested by linear tests (starting with [BLR93]). The following
theorem shows this is not a coincidence.

THEOREM 3.3 (linear properties have linear tests). If a linear property V- C F™
over a finite field F has a two-sided error adaptive (g,n4,m—,q)-test, then it has a
linear (g,0,n4 + n—, q)-test.

The proof of Theorem 3.3 appears in section 5. The reduction to linear tests
does not increase the overall error but rather shifts it from the YES-instances to the
NO-instances, maintaining the sum of errors ;. + n_. Although stated for general
finite fields, this theorem is used in our paper only for linear properties over the binary
alphabet, namely, with F = GF(2).

Consider a vector space V. C GF(2)"™ and let A = (A4,...,4,,) be a basis for
the dual space V+. Denote the ith coordinate of x € GF(2)" by x;. For two vectors
z,y € GF(2)", let (z,y) = > i, x;y; mod 2. We can view each vector A; € A as a
linear constraint on Boolean variables x1, ..., x, of the form (z, A;) = 0. This gives
us a way to see a vector space as a set of vectors satisfying all constraints in the dual
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space, or, equivalently, in the basis of the dual space: V = {z|{x, 4;) = 0 for all
A; € A}. Linear constraints can be thought of as linear formulae.

Let |z| denote the size of the support of vector x € GF(2)™. Viewing each A; as
a constraint, we can represent V as a dLIN formula, where d = maxa,c4 |A;|. We
work with an arbitrary constant d and later show how to reduce it to 3. Since each
3LIN formula has an equivalent 3CNF, to prove Theorem 3.1 it is enough to find hard
3LINs.

We now present sufficient conditions for a vector space to be hard to test. To
understand the conditions, keep in mind that later we employ Yao’s minimax principle
to show that all vector spaces satisfying these conditions are hard for linear tests.
Yao’s principle implies that to prove that each low-query probabilistic linear test fails
on some input, it is enough to give a distribution on the inputs on which each low-
query deterministic linear test fails. Therefore, we need to exhibit a distribution on
vectors that are far from the vector space but are orthogonal with high probability to
any fixed set of linear constraints that have support < g.

DEFINITION 3.4 (hard linear properties). Let V C GF(2)™ be a vector space and
let A be a basis for V&, Fiz 0 < e, p < 1.

o A is e-separating if every x € GF(2)"™ that falsifies exactly one constraint in
A has |x| > en.

o A is (q,u)-local if every o € GF(2)™ that is a sum of at least um vectors in
A has o] > q.

For the proof that every vector space satisfying the above conditions is hard to
test, our bad distribution that foils low-query tests is over strings that falsify exactly
one constraint. The falsified constraint is chosen uniformly at random. The first con-
dition ensures that the distribution is over vectors which are e-far from the vector
space. (To see this, notice that if the distance of x from y € V is less than en,
then |z + y| < en and x + y falsifies exactly one constraint, contradicting the first
condition.)

The second condition ensures that the distribution is hard to test. Assume that
each deterministic linear test corresponds to some vector u € V+, |u| < ¢. (This is
oversimplified because a deterministic linear test may read several dual vectors, whose
combined support size is at most ¢. However, this simple case clarifies our approach
and is not far from the formal proof given in section 4.) Vector u can be expressed as
a linear combination of vectors in the basis: u =3, ; A; for some J C [m]. Let Ay
be the (random) constraint falsified by a vector w in our hard distribution. Clearly,
u will reject w if and only if k € J. The second condition implies that this will occur
with probability at most p. This intuitive discussion is formalized by the following
theorem, proved in section 4.

THEOREM 3.5. Let V.C GF(2)" be a linear space. If V* has an e-separating
(g, p)-local basis A = (A1,...,Am) and 0 < p < 1/2, then every linear e-test for it
with error <1 — 2u requires q queries.

We now turn to constructing linear spaces that are hard to test. In particular, we
show that for sufficiently large constants ¢, d, with high probability a random (¢, d)-
regular LDPC code (per Definition 2.1) is hard according to Definition 3.4. The proof
of this lemma, which uses the probabilistic method, appears in section 6. (We do not
attempt to optimize constants.)

LEMMA 3.6 (hard linear properties exist). Fiz odd integer ¢ > 7 and constants
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w,€,0,d > 0 satisfying

2412 1 _9
e L
(e —0)2" © =100

-2, c.
ugloo o<t d>
Then, for all sufficiently large m, with high probability for a random (c,d)-regular
graph G with n left vertices, the dLIN formula A(G) (as in Definition 2.1) is linearly
independent, e-separating, and (én, p)-local.

We now have an abundance of dLIN formulae that are hard to test for sufficiently
large d. As an immediate corollary, we conclude that random LDPC codes are hard
to test.

THEOREM 3.7 (random (¢, d)-regular LDPC codes are hard to test). Letc,d, p, e,
satisfy the conditions of Lemma 3.6. For sufficiently large n, with high probability a
random (¢, d)-regular LDPC' code C(G) of length n satisfies the following: Every adap-
tive (e,m+,m—, q)-test for C(G) with the sum of errors n. +n_ < 1—2u makes at least
q = on queries.

Proof. The proof follows directly from Lemma 3.6 and Theorems 3.3 and
3.5. O

The following reduction brings d down to 3 while preserving the conditions of
Definition 3.4 (with smaller constants).

LeEMMA 3.8 (reduction to 3CNFs). Suppose A C {0,1}" is a set of m = §n
vectors, each vector of weight at most d. Suppose furthermore A is (i) linearly inde-
pendent, (i) e-separating, and (iii) (6n, u)-local. Then there exists a set A* C {0,1}"
of m* vectors, each vector of weight at most 3, such that A* is (i) linearly independent,
(i) e*-separating, and (iii) (6*n*, u*)-local, for

m* < 2dm ; n<n*<(2c+1)-n; 626*2(2067_'_1);
. 6 . . 6(logd + 1)
620 Zdk’gd‘*‘l-(Qc—l—l)’ H §u+f'

Lemma 3.8 is proved in section 7. We now complete the proof of our main theorem.
Proof of Theorem 3.1 (main). We start by fixing the following parameters:
N S S (AP dpc® _ 2 1-2¢7. . _ L o
c="T,; =—"c ,6—?, d—[w-‘—ﬂ%u —I,E—ﬁ~d .
We pick A, C {0,1}" to be a linearly independent, (én, u)-local, e-separating collec-
tion of vectors, of weight < d. By Lemma 3.6, such a set A,, exists for our setting of
u,€,0,d and sufficiently large n.

Next, let A%, C {0,1}" be a linearly independent, (§*n*, u*)-local, e*-separating
set of vectors of weight at most 3, ensured by Lemma 3.8 (where 6*, u*,e*,n* are as
stated in this lemma). Recall that for every 3LIN formula there is an equivalent 3CNF
and let ¢ be the 3CNF formula equivalent to A%.. Moreover, because m*,n* = ©(n)
and each 3LIN constraint translates into a constant number of 3CNF constraints, we
conclude that the number of clauses in ¢ is linear in n*.

Notice 6*,e*, u* > 0 because 8,¢,u,d > 0, and 6*,¢* < 1 because 6, < 1.
Furthermore, for our setting of constants,

c 2, —(2¢c—1
u*§#+6(logd+1):ﬂ+u(log(160u ( ))+1)<1'
c 2c 2
Therefore, 0 < 1 —2u*x < 1. Set n* = 1 — 2u*. By Theorem 3.5, every linear e*-
test for A, with error < n* requires 6*n* queries. Theorem 3.3 implies that every
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adaptive (e*,74,n—, q)-test for AX. with ny +n_ < n* makes at least 6*n* queries.
This completes the proof of our main theorem. 0

4. Lower bounds for linear tests: Proof of Theorem 3.5. We employ Yao’s
minimax principle. It states that to prove that every g-query randomized linear test
fails with probability more than 7, it is enough to exhibit a distribution B on the
inputs for which every g-query deterministic linear test fails with probability more
than 7. For ¢ = 1,...,m let B; be the uniform distribution over n-bit strings that
falsify constraint A; and satisfy the rest. The distribution B is the uniform distribution
over the B;’s. The comment after Definition 3.4 shows that the distribution B is over
strings which are e-far from V.

A deterministic linear test T is identified by a subset I C [n],|I| = ¢ and rejects
the input w only if w is not orthogonal to V;- (see Definition 3.2). Write each vector
u € V* in the basis A as u = A - b,, where A is interpreted as the m x n matrix
whose ith row is 4; and b, € GF(2)™. Let Jp = Uy supp(by). We claim T rejects
w distributed according to B if and only if the index of the unique constraint falsified
by w belongs to Jy. This is because w is orthogonal to all but one A; € A, so the
subspace of V= that is orthogonal to w is precisely the span of A\ {4;}. Summing
up, the probability that T rejects w is precisely |Jr|/m. We now give an upper bound

on |Jr|. Notice that V- is a vector space, so the set V' 2 {b, : u € Vi+} is also
a vector space (it is the image of the vector space V- under the linear map A~1).
Since A is (g, p)-local, we know |b,| < pm for every u € Vi-. Thus, V' is a vector
space over GF(2) in which each element has support size < pm. We claim that
|Jr| = | Upreyr supp(v')] < 2um. To see this, pick a uniformly random vector of
v e V. We claim that

By ey |v] = | Uyreys supp(v”)|/2.

This follows from the linearity of expectation and the fact that the projection of V’
onto any j € Uy supp(v’) is a linear function, so the expected value of v} is 1/2.
Since A is (g, p)-local, we know E,/cy|v’| < pm, which means that |Jp| < 2um. This
implies that our deterministic test (reading g entries of w) will detect a violation with
probability at most |Jr|/m < 2u. The proof of Theorem 3.5 is complete. |

5. Reducing general tests to linear ones. In this section we prove Theo-
rem 3.3 by presenting a generic reduction that converts any adaptive two-sided error
test for a linear property to a linear test, as in Definition 3.2. We perform this re-
duction in two stages: we first reduce an adaptive test with two-sided error to an
adaptive linear test (Theorem 5.3), maintaining the sum of the positive and negative
errors (74 + 1), and then remove the adaptivity and maintain all other parameters
(Theorem 5.6). The second reduction was suggested by Madhu Sudan. We state and
prove these reductions for the general case when the linear spaces V considered are
over any finite field F, though we require them only for the case F = GF(2).

Preliminaries. Any probabilistic test can be viewed as a distribution over deter-
ministic tests, and each deterministic test can be represented by a decision tree. Thus,
any test T can be represented by an ordered pair (Y7, Dr), where Tr = {T';,T'2,...}
is a set of decision trees and Dr is a distribution on this set such that on input =, T
chooses a decision tree I' with probability D (T") and then answers according to I'(x).

We say that a test detects a wviolation if no string in V is consistent with the
answers to the queries. By linearity, it is equivalent to having a constraint a in V -+
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such that (x,a) # 0 for all x € F™, which are consistent with the answers to the
queries.

Let V' be a vector space. For any leaf [ of decision tree I', let V; be the set of
all vectors in V' that are consistent with the answers along the path leading to I.
Similarly, for any string x € F”, let V}* be the set of all vectors in z 4+ V' that are
consistent with the answers along the path leading to I.

CrLAamM 5.1. Let F be a finite field and V C F™ be a vector space. Let x € F™. For
any decision tree I and a leafl in T, if both V; and V;* are nonempty, then |Vi| = |V7|.

Proof. Let U be the set of all strings in V' which have the element 0 in all the
positions queried along the path leading to [. Since 0™ € U, we have that U is
nonempty. Observe that if w € U and v € V}, then v +v € V. In fact, if V; # 0,
Vi = v+ U for any v € V;. Hence, |V;| = |U|. Similarly, if V;* # (), we have that
V7 =y +U for any y € V;*. Hence, |V;*| = |U| and the lemma follows. d

5.1. Reduction from adaptive two-sided to adaptive linear.

DEFINITION 5.2 (adaptive linear test). A test for a linear property V. C F™ is
called adaptive linear if it is performed by making adaptive queries I = {i1,...,iq}
(according to some distribution) to w and accepting if and only if w L Vit.

Notice that adaptive linear tests have a one-sided error: every w € V is always
accepted.

THEOREM 5.3. Let F be a finite field and V C F™ a vector space. If V has an
adaptive (e,m4,m—,q)-test T, then it has a (one-sided error) adaptive linear (g,0,n4 +
n—,q)-test T".

Proof. Let T = (Yr,Dr) be a two-sided error (adaptive) (g,7, ¢)-test for V.
To convert T to an adaptive linear one, we modify the test so that it rejects if and
only if it observes that a constraint in V+ has been violated. We say that a leaf [ is
labeled optimally if its label is 0 when the query answers on the path to [ falsify some
constraint in ¥+, and its label is 1 otherwise. We relabel the leaves of each tree I in
Y1 optimally to obtain the tree I'py.

Relabeling produces a one-sided error test with unchanged query complexity.
However, the new test performs well only on “average.” To get good performance on
every string, we randomize the input x by adding a random vector v from V to it and
perform the test on x + v instead of z. Now we formally define T".

DEFINITION 5.4. Given a two-sided error (adaptive) test T for V', define the test
T as follows: On input x, choose a decision tree I' according to the distribution Dt
as T does, choose a random v € V', and answer according to Topy(z + v).

Clearly, T" is adaptive linear and has the same query complexity as T'. It remains
to check that T” has error 4 + 7 on negative instances.

For any € F™ and any test T, let p. be the average acceptance probability
of test T over all strings in = + V, ie., pl = average, c, v (Pr[T(y) = 1]) For
notational brevity, we denote pl., the average acceptance probability of strings in V/,
by pT. Observe that, for the new test 77, for each input z, Pr[T”(z) = 1] = pZ".

Claim 5.5 below shows that the transformation to a one-sided error test given by
Definition 5.4 increases the acceptance probability of any string not in V' by at most
pT/ — pT'. Notice that all vectors in x + V have the same distance to V. Therefore
if x is e-far from V, then pI < n_. Together with Claim 5.5, it implies that for all
vectors x that are e-far from V', the error is low:

Pr(T'(z) =1 =p; <p" —p" +p; <1—=(—=ng)+n- =04 +1-.

This completes the proof of Theorem 5.3 0
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Cram 5.5. pT' — pl' < pT/ - p; for any vector x € F™.

Proof. Let x € F™. It is enough to prove that relabeling one leaf | of a decision
tree I' in Y7 optimally does not decrease p” — p'. Then we obtain the claim by
relabeling one leaf at a time to get T from T. There are two cases to consider.

Case (i) The path to [ falsifies some constraint in V. Then [ is relabeled from
1 to 0. This change preserves p’ because it only affects strings that falsify some
constraint. Moreover, it can only decrease the acceptance probability for such strings.
Therefore, pI does not increase. Hence, p” — pL does not decrease.

Case (ii) The path to I does not falsify any constraint in V+. Then [ is relabeled
from 0 to 1. Let V; and V}*, respectively, be the set of vectors in V and x4V that are
consistent with the answers observed along the path to [. Thus, every string in V;UV}"
was rejected before relabeling but is accepted now. The behavior of the algorithm on
the remaining strings in V and 2+ V is unaltered. Hence, the probability p” increases
by the quantity Dp(T) - ‘|LV]\| Similarly, pI increases by Dp(T) - “‘(l;“.

It suffices to show that |V;| > |V}|. Since the path leading to ! does not falsify
any constraint, V; is nonempty. If V;* is empty, we are done. Otherwise, both V; and
V/* are nonempty, and by Claim 5.1, |Vj| = |V/*|. o

5.2. Reduction to linear tests. In this section, we remove the adaptivity from
the linear tests. The intuition behind this is as follows: To check if a linear constraint
is satisfied, a test needs to query all the variables that participate in that constraint.
Based on any partial view involving some of the variables, the test cannot guess if the
constraint is going to be satisfied or not until it reads the final variable. Hence, any
adaptive decision based on such a partial view does not help.

THEOREM 5.6. If V C F™ is a vector space over a finite field F that has an
adaptive linear (€,0,n,q)-test, then it has a (nonadaptive) linear (g,0,n, q)-test.

Proof. Let T be an adaptive linear (g,0,7, ¢)-test for V. Let Y7 and Dr be the
associated set of decision trees and the corresponding distribution, respectively.

DEFINITION 5.7. Given an adaptive linear test T for V, define the test T as
follows: On input x, choose a random v € V', query x on all variables that T queries
on input v, and reject if a violation is detected; otherwise accept.

T’ makes the same number of queries as T. Moreover, the queries depend only
on the random v € V and not on the input x. Hence, the test 7" is nonadaptive.
The following claim relates the acceptance probability of T” to the average acceptance
probability of T'.

CraM 5.8. Let T be an adaptive linear test and T’ the nonadaptive version of
T (as in Definition 5.7). Then, for any string x € F™,

Pr[T'(z) = 1] = avségge (Pr[T(z +v) =1]).

Proof. For any decision tree T, let 1;(I") denote the set of leaves in T that are
labeled 1. For any leaf I in a decision tree I', let var(l) denote the set of variables
queried along the path leading to [ in the tree I'. Following the notation of Claim 5.1,
let V; and V;® be the set of all vectors in V and x4V, respectively, that are consistent
with the answers along the path leading to . Also let I’ be a binary variable which
is set to 1 if and only if = does not violate any constraint in V+ involving only the
variables var(l). Observe that if test 7" chooses the decision tree I' € T and the
vector v € V such that v € V; for some leaf [ labeled 1 in the tree I', then I}’ = 1 if
and only if 7"(z) = 1.

The quantity “average,cy (Pr[T'(z 4+ v) = 1])” can be obtained as follows: First,
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choose a decision tree I' € T according to the distribution Dp. Then for each leaf [
labeled 1 in I'; find the fraction of vectors in x + V' that follow the path leading to I.
The weighted sum of these fractions is average,y (Pr[T(x + v) = 1]). Thus,

(5.1) average (Pr[T'(z +v) =1]) = Z Dr(T) Z ||‘1//l||
veV reYr lel (T)

Now consider the quantity Pr[T”(x) = 1]. Test 7" can be viewed in the following
fashion: On input x, T” chooses a random decision tree I' € T7 according to the
distribution Dp. It then chooses a leaf [ labeled 1 in I with probability proportional
to the fraction of vectors v € V that are accepted along the path leading to [ (i.e.,
[Vil/IV]), queries x on all variables in var(l), accepts if I = 1, and rejects otherwise.
This gives us the following expression for Pr[T'(z) = 1]:

(5.2) Pr[T'(z)=1= > Dr(L) | > M-If

reYr lely () ‘V‘

From (5.1) and (5.2), it suffices to prove that |V*| = I} - |Vj| for all leaves [ labeled 1
in order to prove the claim.

Observe that |V;| is nonempty since [ is labeled 1. Hence, by Claim 5.1, |V;| = |V/*|
if V}* is also nonempty. It now suffices to show that V;* is nonempty if and only if
IF =1.

Suppose V;* is nonempty. Then there exists y € x + V that does not violate any
constraint involving only the variables var(l). But y and x satisfy the same set of
constraints. Hence, = also does not violate any constraint involving only the variables
var(l). Thus, I = 1.

Now, for the other direction, suppose I = 1. Then the values of the variables
var(l) of z do not violate any constraint in V1. Hence, there exists u € V that
has the same values as x for the variables var(l). Let v € V;. Then, the vector
x—u+v € x4+ V has the same values for the variables var(l) as v. Hence, V/* is
nonempty. This concludes the proof of the claim. O

The above claim proves that 7" inherits its acceptance probability from 7T'. As
mentioned earlier, T” inherits its query complexity from 7. Hence T is a linear
(€,0,m, q)-test for V. 0

6. Random codes require a linear number of queries. In this section we
prove Lemma 3.6. We start by analyzing the expansion properties of random regular
graphs.

6.1. Some expansion properties of random regular graphs. To prove that
a random C(G) obeys Definition 3.4 with high probability, we use standard arguments
about expansion of the random graph G. We reduce each requirement on A(G) to
a requirement on G and then show that the expansion of a random graph G implies
that it satisfies the requirements. We need the following notions of neighborhood and
expansion.

DEFINITION 6.1 (neighborhood). Let G = (V, E) be a graph. For S C V, let

(i) N(S) be the set of neighbors of S.

(i) NY(S) be the set of unique neighbors of S, i.e., vertices with exactly one

neighbor in S.
(iii) N°(S) be the set of neighbors of S with an odd number of neighbors in S.
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Notice that N1(S) C N°%(S).

DEFINITION 6.2 (expansion). Let G = (L, R, E) be a bipartite graph with |L| =
n,|R| =m.

(i) G is called a (A, v)-right expander if

VS C R, |S| <n, IN(S)| > A-|5].
(ii) G 1is called a (\,7)-right unique neighbor expander if
VS C R, |S| <vn, INY(S)| > \-]|S|.
(ili) G is called a (A, 7)-right odd expander if
VS C R, |S| > ~n, |N°¥(S)| > XS]

Notice that the definitions of an expander and a unique neighbor expander deal
with subsets of size at most yn, whereas the definition of an odd expander deals with
subsets of size at least yn. Left expanders (all three of them) are defined analogously
by taking S C L in Definition 6.2.

Lemmas 6.3 and 6.6 are proved using standard techniques for analysis of expansion
of random graphs, such as those appearing in, for example, [CS88, Spi95].

LEMMA 6.3. For any integers ¢ > 7,d > 2 and sufficiently large n, a random
(¢, d)-regular graph with n left vertices is with high probability a (1 d=2)-left unique
neighbor expander.

Proof. We need the following claims, the proofs of which will follow.

CrLAM 6.4. For any integers ¢ > 2,d, any constant a < ¢ — 1, and sufficiently
large n, a random (c,d)-regular bipartite graph with n left vertices is with high proba-
bility a («, €)-left expander for any € satisfying

(c—a) _c—a%
(6.1) e< <2e<1+a>- (O‘d> ) :
C

CrLamM 6.5. Let G be a (c,d)-reqular bipartite graph with n left vertices. If G is
a (aye)-left expander, then G is a (2a — ¢, e)-left unique neighbor expander.

Set = <51, Then £ < a < c¢—1for ¢ > 7. Let G be a random (c, d)-regular
bipartite graph. By Claim 6.4, with high probability G is an («, €)-right expander for
any ¢ satisfying (6.1).

The following inequalities hold for our selection of & and any ¢ > 7:

L.
> 100

(c—a)
mﬁz

Hence, ¢ = 145 - d”? satisfies (6.1). Claim 6.5 completes the proof of
Lemma 6.3. 0

Proof of Claim 6.4. Let BAD be the event in which the random graph is not an
expander. This means there is some S C L, |S| < en such that |[N(S)| < «-|S|.
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Fix sets S C L,T C R, |S| = s <en,|T| = as, and let B, be the event in which
all edges leaving S land inside 7. We upper-bound the probability of this bad event:

ol nds — i ads\
PriB,] = H cn — 1 = (cn)

=0

The inequality above holds as long as ads < cn. In the following, we now use a
union bound over all sets S C L, |S| =s<enandall sets T C R, |T|= as. Let

CcC—Q
be the constant k = el T - (%d

)

A <3 () () v

S () () ()
[ m(ad) (Z)om]

(6.2) - i [n- (Z)C_a_l]s

—a—1

< 1. Set

-1 (C Oé) c— ; 1

(6.3) e < (2k)F =D = (26 e < ) ) .
6.
(6

IN

By definition of o, ¢ — a — 1 > 0. Hence (%)C

is at most 1

For this value of €, each term of the sum (6.2)
.2) into two subsums

Set A = min{4, <=4} and split the sum

S

Pr[BAD] < ; [H~ (Z)C_a_l]

< g [H. (Z)C‘“‘T + :Z { (Z)C‘“‘T

<n g -nATD2 Ly g—n*
— . n”\+2/\2 +n- 2777,’\
<k nS4n 2 = o(1).

We conclude that, with high probability, G is an (a, €)-left expander. ]
Proof of Claim 6.5. Let S C L, |S| < ¢|L|. Then by expansion,

a- 18] < [N(S)|.

Any neighbor of S that is not a unique neighbor must be touched by at least two
edges leaving S. Since the left degree of G is c,
c- S| = INY(S)| _ - 1S|+ INY(S)]

IN(S)| < [N} ()] + 5 = .
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Combining the two equations, we get our claim. O
LEMMA 6.6. For any odd integer c, any constants p > 0,6 < p®, and any integer

2

d > 2 a random (c,d)-regular graph is with high probability a (8, u)-right odd

(ue=6)2-

expander.
Proof. In the proof, we make use of the following theorem (see [MR95]).
THEOREM 6.7 (Azuma’s inequality). If Xo, ..., X; is a martingale sequence such

that | X; — Xiy1| <1 for all i, then
Pr{| X, — Xo| > W1 < 2772,

Fix TC R |T| =t > pum. Let X = |N°(T)|. We start by computing E[X].
For i = 1,...,n, let X; be the random variable indicating whether vertex ¢ € L is
in N°4(T). Clearly, X = >, X;, so by the linearity of expectation, we need only
compute F[X;]. Recall that ecn = dm. Let odd(c) = {1,3,5,...,¢} be the set of
positive odd integers < ¢, and notice that ¢ € odd(c) because ¢ is odd:

Zi&'odd(c) (“Cim) ’ ((l_c/i)idm)

(?)

E[Xi] =

We conclude by linearity of expectation:
E[X]>p®-n—0(1).

We now use the following edge-exposure martingale to show concentration of X around
its expectation. Fix an ordering on the pudm edges leaving T' and define a sequence
of random variables Yy, ...,Y,qm as follows: Y; is the random variable that is equal
to the expected size of N°%(T) after the first i edges leaving T' have been revealed.
By definition, Y4, = X, Yy = E[X], and the sequence is a martingale, where
|Y; = Yiy1] <1 forall ¢ < pudm. Since d > %, Azuma’s inequality (Theorem 6.7)

: o
gives us

Pr[X < on] < Pr[|Yuam — Yo| > (u° — 6)n]

d
= Pr {[Vyam — Yol 2 (4 = 6)Sm

SR g (14e)
< 2e  2we < 2e em.

c 2
where € = d(gﬂ;‘s) — 1 > 0. Since there are at most 2" possible sets T' C R, by the

union bound,

Pr |3T C R |T| > pm,

>4

< 64 < 9™ . 2~ (I+e)m
JeET

= o(1).

We conclude that with high probability A(G) is a (6, u)-right odd expander. d
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6.2. Proof of Lemma 3.6. Let G be a random (¢, d)-regular graph G with n
left vertices. We prove that A(G) is with high probability (i) linearly independent,
(ii) (6m, p)-local, and (iii) e-separating.

(i) We need to show that adding up any subset of A(G) cannot yield 0. Since

we are working modulo 2, this is equivalent to proving

VT C R, N°M(T)+£4(.

For small T" we use unique neighbor expansion, and for large T we use odd
neighbor expansion.
Fix ¢, and reverse the roles of left and right in Lemma 6.3. We conclude that,
for any d > 7 and for our setting of u, G is with high probability a (1, p)-right
unique neighbor expander. This implies that if |T'| < u|R|, then N (T) # ()
because N°%(T) O NY(T) and N'(T') # 0.
Lemma 6.6 says that for any p > 0, and for our selection of d, all sets of size
at least um have a nonempty odd neighborhood. (Actually, the lemma shows
that the odd neighborhood is of linear size, which is more than we need here.)
This completes the proof of the first claim.

(ii) Notice that if T C R, then N°(T) is exactly the support of >

it suffices to show that N°%(T) is large for large subsets T

By definition of d, i1, § and by Lemma 6.6, with high probability G is a (én, u)-

right odd expander. This means A(G) is (én, p)-local. Part (ii) is proved.
(iii) Let G_; be the graph obtained from G by removing vertex j € R and all

edges touching it. Since A(G) is linearly independent, it is sufficient to show

that C(G—;) has no nonzero element of Hamming weight < en.

Let = be a nonzero element of C(G_), and let S, C L be the set of coordinates

at which z is 1. Consider the graph G_;. In this graph, the set of unique

neighbors of S, is empty because z € C(G_;) (otherwise, some j' € N'(S,),

so (A, x) =1, a contradiction). Thus,

(6.4) N'(Sz) € {j},

where N1(S,) is the set of unique neighbors of S, in G. Clearly, |S,| > 1
because the left degree of G is ¢ > 1. But if [S;| < 15 - d2 - n, then by
Lemma 6.3 |[N1(S;)| > [Sz| > 1, in contradiction to (6.4). We conclude that
for any x € C(G_;), |z| > 155 - d 72, so A(G) is e-separating for our selection
of e. Part (iii) is complete.

This completes the proof of Lemma 3.6. ]

7. Reducing dLIN to 3LIN. This section proves Lemma 3.8. The randomized
construction from section 6 produces d-linear formulae, which are hard to test for some
constant d. We would like to make d as small as possible. This section obtains 3-
linear, hard-to-test formulae. First, we give a reduction from d-linear to f%] + 1-linear
formulae and then apply it logd times to get 3-linear formulae.

jer A;. Thus,

Let ¢ be a d-linear formula on variables in X = {z1,...,2,}. The reduction
maps ¢ to a ([4] + 1)-linear formula on variables X U Z, where Z is a collection of
new variables {z1,..., 2, }. For each constraint A;, say 1 @ --- @ x4 = 0, in ¢, two

constraints, A% and A?, are formed: 1 ®- - -@x[%w ®z; = 0and x(%Hl@' - PrgDz; =
0. Let V C {0,1}" be the vector space of vectors satisfying ¢, and let A be an m-
dimensional basis for the vector space V1 of constraints. Define R(A) to be the
collection of 2m vectors in {0,1}"™™ formed by splitting every constraint in A in
two, as described above.
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The following three claims show that the reduction preserves the properties which
make the formula hard to test. A parameter followed by a prime denotes the value
of the parameter after one application of the reduction: for example, m' = 2m,
n'=m+n,and d' = [4] + 1.

Cram 7.1. R(A) is independent.

Proof. Tt is enough to prove that no set of constraints in R(A) sums up to 0. Let
C be a subset of constraints in R(A). If only one of the two constraints involving a
new variable z appears in C, then the sum of vectors in C has 1 in 2’s position. If,
on the other hand, all constraints appear in pairs, then the sum of vectors in C is
equal to the sum of the constraints in A from which C’s constraints were formed. By
independence of old constraints, this sum is not 0. O

CramM 7.2. If A is e-separating, then R(A) is &’ -separating, where e’ = m

Proof. Let z’ be a vector in {0,1}"t™ that falsifies exactly one constraint, say
Al in R(A). Namely, (z/, A}) =1 and {2/, A’) = 0 for all A’ € R(A), A" # Al. Let
r=a)...2),. Then (z,A;) = (z/, A} + A?) = (2/, A}) + (2/, A?) = 1, and similarly,
(x,A) = 0 for all A € A,A # A;. Thus, z falsifies exactly one constraint in .A.
Since A is e-separating, |z| > en. It follows that |z'| > en, implying that R(A) is

(%, )-separating. d
CLAIM/ 7.3. If A is (q,p)-local, then R(A) is (¢',u')-local, where ¢ = % and
Wo=pt L

Proof. Let o' € {0,1}™*™ be the sum of a subset T" of ¢/ -m’ constraints in R(A).
Let T be the subset of constraints in 7" which appear in pairs. Namely, for every new
variable z, both constraints with z are either in T3 or not in Ty. Let Ty = T \ T5.

Case 1. |Ty| > ¢'. For every constraint in T, the new variable z from that
constraint does not appear in any other constraint in 7. Therefore, o’ is 1 on 2z’s
coordinate. Hence, |o/| > |T1| > ¢ .

Case2. |Ty| < ¢'. Then |Ty| = |T|—|T1| > ' -m'—¢ = p-m’ = 2um. Let S be the
set of constraints in A that gave rise to constraints in T5. Then |S| = |Ts|/2 > wm.
Old variables appear in the same number of constraints in S and in 75. Thus,

>, Az > 4

A'eT, AeS

> >q.

The last inequality follows from the fact that A is (g, p)-local. When constraints
from Ty are added to ) 4 cp, A’, each T1 constraint zeros out at most (4] =d -1
coordinates:
o' = ZA/—Q >q—(d-1)¢=4¢. O
> 5 >

A'eTs

> A

AeTh

If the reduction is applied [log(d —2)] times, the number of terms in a constraint
drops to 3. To see this, think of applying the reduction ¢ times to a formula with
d < 2 + 2 terms per constraint. Successive iterations will decrease the clause size to
< 207142 < 217242 etc. We apply the reduction [log d] times to obtain hard 3LIN
formulae from hard dLIN formulae, as shown in Lemma 3.8.

Proof of Lemma 3.8. For A C {0,1}" as in the statement of our lemma, let
RO(A) = A, and for i > 1 let RO (A) = R(ROV(A)). Let A* = ReedD)(A).
As explained above, each constraint in A* has weight at most 3. We now calculate
the remaining parameters of A*. In doing so, we denote the value of a parameter in



SOME 3CNF PROPERTIES ARE HARD TO TEST 19

R®(A) by the superscript (), and the superscript * signifies the final value of the
parameter in A*.

Since each application of the reduction doubles the dimension, m* = 2M°gdlm <
2dm. To calculate n*, observe that the reduction does not change m — n and recall
that dm = en. Therefore,

n*=n+m*—m<n+2dn=2c+1) n

Claim 7.1 guarantees that A* is independent. By Claim 7.2, &/ = m = e
Thus,
> x n n(l) n([lOgd]fl) . n > I3
2 e I T w2 3er T

Let ¢ = é6n. Applying Claim 7.3 [logd] times, we obtain

. q q q
929 = A x d® x .- x d* = dMog d] = Jlog d+1°
q q 0

6 > 6* = —_— > = .

- n* = dlogdtl. (2c+ 1)n  dlosdtl. (2¢+ 1)’
(1) (2) *
* a 4g a4
pErt ot e Tt

q 1 1 1
SHEtL <2d<1> T g Tt d.du)d(z)...d*)

q [logd] Squdéin.logd+1:MJré(logd+1).
m d cn d

<pt

This completes the proof of Lemma 3.8. ]
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