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## 1. INTRODUCTION

Multisorted algebras were first intro duced by Birkhoff and Lipson [1] as a generalization of the concept of universal algebra to more than one sort.

An important problem for a free multisorted algebra $F$ with a set of equations $E$ is the word problem, i.e. the problem of determining, for any terms $t$ and $u$ in $F$ if $t$ and $u$ fall in the same congruence class under $E$.

Knuth and Bendix [7] present a method of solving the word problem for certain classes of equations by transforming the equations into reduction rules. This is done by considering one side $\rho$ of an equation (e) $\lambda \approx \rho$ to be "simpler" than $\lambda$. Knuth and Bendix define a well ordering > on the set of terms of the algebra and interpret "simpler" to mean that $\lambda>0$. Such a reduction is written $\lambda \rightarrow \rho$.

A term $t$ reduces in one step to a term $\frac{\text { A term } t \text { reduces in one step to a }}{\text { there is a reduction rule ( }}$ ) $\lambda \rightarrow \rho$ and an address $u$ in the domain of the term $t$ such that the subterm of $t$ at address $u$ is an instance of $\lambda$ and $t^{1}$ is the term obtained from $t$ by replacing the subterm at address $u$ by the corresponding instance of $\rho$. We write $t_{r}, u^{t}$ or $t \rightarrow t$ for such a reduction.

A term $t$ reduces to a term $t_{n}$ if there is a sequence $t_{0} \rightarrow t_{1} \rightarrow t_{2} \rightarrow \ldots$ $\rightarrow t_{n-1} \rightarrow t_{n}$ such that for all $i, 0 \leq i \leq n-1$, $t_{i}$ reduces in one step to $t_{i+1}$. We write $\mathrm{t}_{0} \rightarrow \mathrm{t}_{\mathrm{n}}$ for the multiple step reduction.

In order to solve the word problem, Knuth and Bendix [7] require that the system of reductions be confluent i.e. for all pairs of reductions $t_{2}^{\star} t_{1} \rightarrow t_{3}$ there is a term $t_{4}$ such that $t_{2} \xrightarrow{\rightarrow} t_{4}{ }^{* *} t_{3}$.

A sufficient condition for a system of reductions to be confluent is for the
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system to be confluent for all critical pairs. A critical pair is a pair $\left\langle\ell_{1}, \ell_{2}\right\rangle$ where (1) $\ell_{1} \rightarrow r_{1}$ and (2) $\ell_{2} \rightarrow r_{2}$ are reductions and $\ell_{1}$ has an address $u$ such that the subterm of $\ell_{1}$ at addressu is nontrivial (i.e. it is not a variable) and it is $\phi$-unifiable with $\ell_{2}$. We say that two terms $t_{1}$ and $t_{2}$ are $\phi$-unifiable if there are substitutions $s$ and $s^{1}$ such that $s\left(t_{1}\right)=s^{1}\left(t_{2}\right)$.

For all critical pairs $\left\langle\ell_{1}, \ell_{2}\right\rangle$ the pair of reductions $\ell_{1}\left[\mathbf{u} \leftarrow \mathrm{r}_{2}\right] \frac{\ell_{2}}{2}, \overrightarrow{1} \ell_{1} \ell_{1}$, must be confluent. By $G_{[ }[\mathbf{u}+\mathrm{r} \hat{2}]$ we mean the term obtained from $\ell_{1}$ by replacing its subterm at address by $\mathrm{r}_{2}$.

Based on the fact that a system of reductions is confluent if it is confluent for the set of critical pairs, Knuth and Bendix [7] give an algorithm for generating a complete set of reductions.

This is done by defining a well ordering on the set of ground terms of the algebra $F$. This well ordering transform the equations in $E$ into reductions. By imposing the condition that the critical pairs of these reductions are confluent we obtain new reductions. If these reductions cannot be obtained from the existing set of reductions they are added to the set.

The algorithm stops when all reductions generated by the critical pairs are already in the set.

Our approach extends Knuth and Bendix's work in several ways. We start with a finite set of axioms $A_{0}$ over a free algebra F. Unlike Knuth and Bendix [7] we do allow conditional equations.

Let $L_{0}$ be the set of ground terms in F. Our object is to construct a representative function Rep: $L_{0} \rightarrow L_{0}$ such that $t_{1} \sim_{A_{0}} t_{2}$ if and only if $\operatorname{Rep}\left(t_{1}\right)=\operatorname{Rep}\left(t_{2}\right)$.

We differ from Knuth and Bendix since we do not require that Rep deal with all axioms in the same step. We define Rep as a composition of steps $S_{1} \cdot S_{2} \cdot \ldots \cdot S_{n}$. Each $S_{i}$ takes as input a pair ( $\left.L_{i-1}, A_{i-1}\right)$ where $L_{i-1}$ is a set of terms from $L_{0}$ and $A_{i-1}$ is a set of conditional equations. $S_{i}$ selects some set of (conditional) equa-
tions that it wants to eliminate. These equations can be axioms from $A_{i-1}$ or theorems obtained from the axioms in $A_{i-1}$. Once we select the equations to be eliminated we must find a well ordering on the set of terms in $L_{j-1}$ which transforms the conditional equations into meta-reductions. This is done by defining a function $f_{i}: L_{i} \rightarrow N_{1} \mathrm{~N}_{i}$ where $\mathrm{k}_{\mathrm{i}}$ is some natural number. on Nki we define a well ordering >. Knuth and Bendix [7] require that $\mathrm{k}=2$ and the relation $t_{i}>t_{2}$ holds if either $t_{1}$ has weight greater than $t_{2}$ or the weights are equal and $t_{2}$ precedes $t_{1}$ in the lexiographical ordering introduced by the symbols of the free algebra.

They define the weight of a term as the sum of the weights of the symbols in the term, each symbol having a fixed weight.

The only requirements that we impose on $f$ are that $f$ is recursive, $f$ has the subterm property i.e. if $t_{1}$ is a subterm $\overline{O f}$ $t_{2}$ then $f\left(t_{2}\right)>f\left(t_{1}\right)$ and the well ordering $>$ on $\mathrm{N}^{k i}$ is recursive.

We call ofi $^{\text {a }}$ complexity function for $\mathrm{L}_{\mathrm{i}-1}$ over ( $\mathrm{N}_{1}^{\mathrm{k}} \gg$ ). We say that a complexity function ostrongly suits an equation $\ell \simeq r$ if for all ground substitutions $s$, $f(s(\ell))>6(s(r))$ or for all ground substitutions $s, 6 s(r))>6(s(l))$. A complexity function 6 strongly suits a conditional equation $e_{1}$, $e_{2}, \ldots, e_{n} \rightarrow$ e if 6 strongly suits $e$ and for all equations $\ell_{i}$, $1<i<n$, for all ground substitutions $s$, $\quad(s(r))>\delta\left(s\left(\ell_{i}\right)\right)$. The complexity of an instance of an equation $s(l) \simeq s(r)$ is defined as $\max \{f(s(l)), f(s(r))\}$.

A weaker version of the suitability concept which is useful in treating conditional axioms is the concept of weak suitability defined below.

A complexity function 6 weakly suits an equation $\ell \cong r$ if for all ground substitutions $S, f(s(\ell))=f(s(r))$ implies that $s(\ell)=s(r)$, that is, $s(\ell)$ and $s(r)$ are identical.

Both strong and weak suitability are used to generate meta-reductions. A metareduction has the form (C) $\Rightarrow \ell \rightarrow \mathrm{r}$, where $C$ is a recursive predicate in a metalanguage which contains names for the well order ( $\mathrm{Nki},>$ ), the complexity functions and $\ell$ and $r$ are terms in $L_{j-1}$. For all such meta-reductions, $\sigma(s i \bar{l}))>\sigma(s(r))$ if the condition $C$ evaluates to true.

Once we have selected the set of equations $\mathrm{E}_{\mathrm{i}}$ and we found a complexity function that suits each equation in $E_{i}$ we define $S_{i}$ to be the top-down reduction extension of the set $\mathrm{R}_{\mathrm{i}}$ of reductions generated by $E_{i}$ and 6 .

The top-down reduction extension $\alpha$ of
a set of meta rules $R_{i}$ is defined as follows:

For every term $t$ in $L_{i-1}$, we have the following cases:
(1) If for a meta-rule (C) $\rightarrow l(r$ and $a$ ground substitution $s, s(\ell)=t$ and C evaluates to true, then $\alpha(\mathrm{t})=$ $\alpha(s(r))$.
(2) If case 1 does not apply and $t$ has the form $g\left(t_{1}, \ldots, t_{n}\right)$, then compute recursively $\alpha\left(t_{1}\right), \ldots$, a) $t_{n}$ ). If for any $i, 1 \leq i \leq n$, $\alpha\left(t_{i}\right) \neq t_{i}$ then $\alpha(t)=\alpha\left(g\left(\alpha\left(t_{1}\right), ~\right.\right.$
$\left.\left.\ldots, \alpha\left(t_{n}\right)\right)\right)$.
(3) If neither of the above cases applies, then $\alpha(t)=t$.
In case 3 , $t$ is called an atom. We define $L_{i}$ to be the range of $S_{i}$ and $A_{i}$ to be the system of axioms obtained by applying $S_{i}$ to the axioms in $\mathrm{A}_{\mathbf{i - 1}}$.

If the set $E_{i}$ is well chosen some axioms from $A_{i-1}$ become identities in $\mathrm{A}_{\mathrm{i}-1}$ and thus are eliminated. If this is not possible a proper choice for $E_{i}$ will give a simpler form for $L_{i}$ or for the axioms in $A_{i}$. This way we can see $S_{j}$ as a function from ( $L_{i-1}, A_{i-1}$ ) onto $\left(L_{i}, A_{i}\right)$. The last step function is $R_{n}:\left(L_{n-1}, A_{n-1}\right) \rightarrow\left(L_{n}, \phi\right)$, $L_{n}$ being the set of normal forms. Thus Rep can be seen as the composition of the function given by the sequence:


We say that a top-down reduction extension $S_{i}:\left\langle L_{i-1}, A_{i-1}\right\rangle \rightarrow\left\langle L_{i}, A_{i}\right\rangle$ has the $\alpha$-property for $L_{i-1}$ if for every operator $\quad 0 \neq r a n k n$ and for every $n$ terms $t_{1}, t_{2}, \ldots, t_{n}$ in $L_{i-1}$, for every $j$, $1 \leq j \leq n, \frac{1}{1} f_{f}\left(t_{1}, \ldots, t_{n}\right) \varepsilon L_{i-1}$ then $S_{i}\left(\bar{f}\left(t_{1}, \ldots, t_{i}, \ldots, t_{n}\right)\right)=S_{i}\left(f\left(t_{1}, \ldots\right.\right.$, $\left.S_{i}^{1}\left(t_{j}\right), \ldots, t_{n}\right)$ It $t^{n}$ can be shown that if the composition $S_{1} \cdot S_{2} \ldots S_{n}$ has the a -property, then it has the representation property for $\left\langle L_{0}, A_{0}\right\rangle$.

We will give criteria for obtaining "useful" theorems in $E_{i}$. There are basically two methods.

The first method is to force confluence in the set of rules associated with < ${ }_{1-1}, A_{i-1}>$ using the method of critical pairs ol knuth and Bendix [7]. However, the resulting equation is not transformed into a rewrite rule but added to $E_{i}$.

The second method is to use conditional meta-rules. The complexity functions guarantee that the reductions in $\mathrm{R}_{\mathrm{i}}$ terminate.

Using conditional meta-rules allows us to deal with system rules in which rules which increase the complexity are
allowed, provided that the number of applications of such rules is finite.

We 1 ist below some of the advantages of our method over the Knuth-Bendix [7] approach.

1) The method is a stepwise refinement technique and, at each step, the complexity functions may be different.
2) The method allows one to characterize both the normal forms and the intermediate forms.
3) A problem can be reduced to an already solved problem.

For example, if one wants to compute the prenex conjunctive normal form of a first-order sentence, one can proceed as follows:
(1) Relabel variables which appear more than once.
(2) Push negations all the way inward.
(3) Push quantifiers in front.
(4) Distribute over
(5) Eliminate duplicates and order the conjuncts.

If one attempted to perform these 5 steps in a single transformation, it would be very complicated. Also, if one already knows how to compute the conjunctive normal form for propositional logic, after step 3, the problem is reduced to one whose solution is known.

The complexity functions serve a double role. They can be used as the "control part" of the algorithm for computing normal forms, and they can be used to prove termination. Since the complexity functions that suit an equation are not unique we have flexibility in choosing the desired normal form.

## 2. THE FORMALISM

We will follow the notation and definitions found in Huet and Oppen [6]. Given a finite signature ( $S, \Sigma, \tau$ ), the initial algebra $T_{\Sigma}$ is defined in the usual way ([6]). Terms in $\mathrm{T}_{\Sigma}$ will be represented in prefix form. Then, the set $T^{s}$ of terms of sort $s$ is a deterministic context free language.

Given an S-sorted set of variables $V$, the free algebra over $V$ is denoted as $T_{\Sigma}(V)$ and consists of terms with variables.

A $\varepsilon$-equation of sort $s$ is a pair $<M, N>o f$ terms in $T(V)^{S}$, and will also be denoted as $M \simeq N$. A conditional equation is an expression of the form e, e, $e_{2}, \ldots$, $e_{n} \rightarrow \ell$, where $e_{1}, e_{2}, \ldots, e_{n}$, e are equations.

A presentation is a triple
$P=\left\langle\sum V, E\right\rangle$, where $\sum$ is a finite signature, $V$ an $S$-indexed set of variables and $E$ a finite set of conditional equations. Substitutions and E-unification are defined as in ruet and Oppen [6]. The concept of complexity function was defined in Introduction and will not be repeated here.

Given a complexity function $h$, for an operator $f$ such that $t(6)=s_{1} X \sin _{2} X$. $X s_{n} \rightarrow s$, we say that $h$ is monotone in 6 if for every $i, 1 \leq i \leq n$, and all terms ${ }^{t}{ }_{1} \varepsilon_{\Sigma}^{s} 1, \ldots, t_{n} T_{\Sigma}^{s}{ }^{n}$, the following condition ${ }^{2}$ holds:

$$
\begin{align*}
& h\left(t_{i}^{1}\right)>h\left(t_{i}\right) \text { imp1ies }  \tag{1}\\
& \left.h\left(f_{1}^{+} 1, \ldots, t_{i}, \ldots, t_{n}\right)\right) \\
& >h\left(6\left(t_{1}, \ldots, t_{i}, \ldots, t_{n}\right)\right)
\end{align*}
$$

We say that a complexity function is monotone if it is monotone for every operator in 8 .

The notions of strong and weak suitability were introduced in the Introduction and are not repeated here. A complexity function $h$ strongly (weakly) suits a set of (conditional) equations if it strongly (weakly) suits every (conditional) equation in the set. Given a set of (conditional) equations $E$ and a complexity function $h$ which suits $E$ (weakly or strong ly we define the set of rules associated with E under $h$, denoted as $R(E, h)$, or for short F, as follows:
(2) If $R \simeq r_{\varepsilon} E$ and $h$ strongly suits $\ell \simeq r$ then
(i) If for all s, $h((\ell))$ $>h(s(r))$, then $\ell \rightarrow r$ is in $R(E, h)$
(ii) otherwise $r \rightarrow \ell$ is in R(E,h)
(3) If $\ell \simeq r \varepsilon E$ and $h$ weakly suits $\ell=r$ then both
metareductions $(h(l)>h(r))$
$\Rightarrow \ell \rightarrow \mathrm{r}$ and $(h(\mathrm{r})>h(\ell)) \Rightarrow$
$r \rightarrow \ell$ are in $R(E, h)$
(4) If e: $e_{1}, \ldots, e_{n} \rightarrow \ell \simeq r \varepsilon E$ and $h$ strongly suits $e$ then $\left(\alpha\left(\ell_{1}\right)=\alpha\left(r_{1}\right) \wedge \ldots\right.$ $\left.\alpha\left(\ell_{n}\right)=\alpha\left(r_{n}\right)\right) \Rightarrow \ell \rightarrow r$
is in $\mathrm{R}(\mathrm{E}, h)$ if $h(\mathrm{~s}(\ell))$ ?
$h(\alpha(r))$ for all ground sub-
stitutions s, or $\left(\alpha\left(\ell_{1}\right)=\right.$
$\alpha\left(r_{1}\right) \quad \cdots \quad \alpha(\ell)=\alpha\left(r_{n}^{f}\right) \Rightarrow r \rightarrow \ell$
$\varepsilon R(E, h)$ otherwise. $n_{\text {We }}$ as-
sume that the equations $\ell_{i}$ have the form $\ell_{i} \simeq r_{i}$.
If $e: e_{1}, \ldots, e_{\eta} \rightarrow \ell \approx r_{\varepsilon} E$ and $h$ weakty suit S e then both meta rules $(h(l)>h(r)) \wedge>$ $\alpha\left(\ell_{1}\right)=\alpha\left(r_{1}\right) \wedge \ldots \wedge_{\alpha}\left(\ell_{n}\right)=\alpha\left(r_{n}\right)$
$\ldots \wedge \alpha\left(\ell_{n}\right)=\alpha\left(r_{n}\right) \Rightarrow r \rightarrow \ell$ are in $R(E, h)$
We say that $R(E, h)$ is functional if for
all terms $t_{\varepsilon} T_{\Sigma}$ and pairs of meta-rules ( $C_{1}$ ) $\ell_{i} \rightarrow r_{1}$ and ${ }^{\varepsilon}\left(C_{2}{ }^{\Sigma} \quad \ell_{2} \rightarrow r_{2}\right.$ in $R(E, h)$, if there exists substitutions $s^{2}$ and $s_{2}$ such that $s_{1}\left(\ell_{1}\right)=s_{2}\left(\ell_{2}\right)$ and $C_{1}(t)=(2(t)=t r u e$, then $s,\left(r_{1}\right)=s_{2}\left(r_{2}\right)$

The set $R(E, h)$ is linear if for any
meta-rule (C) $\ell \rightarrow r$, every variable occurs at most once in $\ell$. The top-down reduction extension of $R(E, h)$ has been defined in the Introduction.

## 3. TECHNICAL RESULTS

In Lemmes $1-7, E$ is assumed to be a finite set of $\Sigma$-equations, $h$ is a complexity function that weakly suits $E, R$ is the set of meta-rules associated with E under $h$, and $\beta$ is the top-down reduction extension of $R$ to $T_{\Sigma}$.
Lemma I
If $h$ is monotone then $B$ is a recursive relation from $T_{\Sigma}$ to $T_{\Sigma}$.
Lemma 2
If $h$ is monotone and $R$ is functional then $\beta$ is a recursive function from $\mathrm{T}_{\Sigma} \quad$ to $\mathrm{T}_{\Sigma}$.
Lemma 3
If $h$ is monotone then for all terms t in $\mathrm{T}_{\Sigma}, \beta(\beta(\mathrm{t}))=\beta(\mathrm{t})$.
Lemma 4 If $h$ is monotone then for all terms t in $\mathrm{T}, h(\mathrm{t})=h(B(\mathrm{t}))$ if and only if $t$ is an atom.

Lemma 5
If $h$ is monotone, $f$ is an operator of type $\tau(f)=s_{1} X s_{2} X \ldots X s_{n} \rightarrow$ si, if $f\left(v_{1}, \ldots, v_{n}\right)$ and $\ell$ are not unifinable for any variablês $v_{1}, \ldots, v_{n}$ (with each $v_{i}$ of sort $s_{i}$ ) and meta-rule (C) $\ell \rightarrow r,{ }^{1}$ then $\beta\left(f\left(t_{\neq f}^{i} \dot{f}, t_{n}\right)\right)=f\left(\beta\left(t_{1}, \ldots, \beta\left(t_{n}\right)\right) . \dot{f}\right.$
if the number of variablen of each
sort is unbounded, the unification condition can be replaced by:
$f\left(v_{f}, \ldots, v_{p}\right)$ and $\ell$ are not unifiabie for an $n$-tuple of distinct variables
$v_{1}, \ldots, v_{n}$, each $v_{i}$ of sort
1
A set $R$ of meta-reductions is said to be pure if it does not contain conditional meta-rules and $h$ strongly suits $E$.

Lemma 6
Let $R$ be pure and linear, $h$ be monotone and L a subset of $\mathrm{T}_{\Sigma}$ such that $\beta(\mathrm{L})$ is a subset of L . If L is accepted by a (deterministic) bottomup finite tre automaton then $\beta(L)$ is also accepted by a (deterministic) bottom-up finite tree automaton.

Lemma 7 If the terms of the language $L$ in
lemma 6 are represented in prefix notation then $B(L)$ is accepted by a deterministic push down automaton.

The proofs of lemmas $1-7$ can be
found in Pelin and Gallier [9].
If $R$ is not linear or contains conditional equations, $\beta(L)$ is not necessarily deterministic or even context-free.

Lemma 8
Let $h$ be monotone. The top-down reduction extension $\beta$ is a function with the $\alpha$-property if and only if $R$ is locally confluent.

Next, we present examples illustrating the above techniques and results.

Example 1 (Stacks of natural numbers with errors)
The set of sorts is $S=\{$ nat, stack \}, $\Sigma=$ lpop, push, top, 0, succ, $\wedge$,
e, E \}, and the typing function is:

$$
\begin{aligned}
& \tau(0)=\tau(e)=\rightarrow \text { nat } \\
& \tau(\Lambda)=\tau(E)=\rightarrow \text { stack } \\
& \tau \text { (push) }=\text { stack x nat } \rightarrow \text { stack } \\
& \tau \text { (pop) }=\text { sack } \rightarrow \text { stack } \\
& \tau \text { (top) }=\text { stack } \rightarrow \text { nat } \\
& \tau(\text { succ })=\text { nat } \rightarrow \text { nat }
\end{aligned}
$$

Variables of sort nat will be denoted as $\mathrm{n}_{\mathrm{k}}$ and variables of sort stack as $s_{k}$. The axioms for the data type stack of natural numbers are:

$$
\begin{aligned}
& \text { 1. push } \mathrm{E} n \simeq \mathrm{E} \\
& \text { push s e } \simeq E \\
& \text { pop } E=E
\end{aligned}
$$

The symbol $\wedge$ stands for the empty stack, $E$ for the error stack, o is the natural number zero, succ is the successor function, $e$ is the error natural number, push is the push function, pop pops the top of the stack and top returns the top of the stack (without altering the stack). Axioms $1,2,3,6$ and 11 state that once an error occurred any subsequent operation will yield an error as result. Axioms 4 and 5 state that poping or retrieving the top of the empty stack yields an error. Axioms 7 and 8 are weaker versions of pop push $\mathrm{sn} \simeq$ which is not valid for stacks with errors. Axioms 9 and 10 are weaker versions of top push sn $\cong \mathrm{n}$ which holds for $s \neq E$. However, $s \neq E \rightarrow$ top push $\mathrm{sn} \simeq \mathrm{n}$ is not accepted by our formalism
which requires that all formulas be either equations or implications $e_{1}, \ldots, e_{n} \rightarrow e$ where $e_{1}, \ldots, e_{n}$, e are equations.

It can be verified that the complexity function length (length of a string) strongly suits (A). It can also be verified that the set of reductions obtained from (A) is functional. Hence, by Lemma 2, the top down reduction $\beta$ is recursive. In order to determine the range of $\beta$, Lemma 9 can be proved.

Lemma 9
For all stacks $s$ and natural numbers n:

$$
\begin{aligned}
& \beta(\text { pop push s } n) \neq \beta(s) \Rightarrow \beta(n)=e \wedge \\
& \beta(\text { top push s } n) \neq \beta(n) \Rightarrow \beta(s)=E へ \\
& \text { length ( } \beta \text { (pop s)) < length (pop s) ^ } \\
& \text { length }(\beta \text { (top s) ) < length (top s) }
\end{aligned}
$$

Lemma 10
The range of $\beta$ is a context-free language.

Lemma 11
Bhas the representation property for $\left\langle L_{0}, A>\right.$ where $L_{0}$ is the language generated by the context free grammar given below:

Example 2 (Free commutative semigroup with an infinite number of generators)
The set sorts is $S=\{N\}$,
$\Sigma=\{\mathrm{g}, \mathrm{I},+\}$, and the typing
function is:

$$
\begin{aligned}
& \tau(\mathrm{g})=\rightarrow \mathrm{N} \\
& \tau(\mathrm{I})=\mathrm{N} \rightarrow \mathrm{~N} \\
& \tau(+)=\mathrm{N} x \mathrm{~N} \rightarrow \mathrm{~N}
\end{aligned}
$$

The set $L_{\rho}$ of terms in prefix form in the initial algebra $\mathrm{T}_{\mathrm{L}}$ is given by the following context-free grammar:

$$
\begin{aligned}
& S^{1} \rightarrow G|l| l \\
& G \rightarrow g \\
& S \rightarrow+S S
\end{aligned}
$$

The set of axioms (C) is given below:

1. $+x y \simeq+y x$
2. $+x+y z \simeq++x y z$

First, we pick
$\mathrm{E}_{1}=\{+\mathrm{x}=\mathrm{yz} \simeq++\mathrm{xyz}\}$. We can check that the complexity function $h_{1}: L_{0} \rightarrow N$ defined below strongly suits $\mathrm{E}_{1}$.

$$
\begin{aligned}
& h_{1}(\mathrm{~g})=1 \\
& h_{1}(\mathrm{Ix})=1 \\
& h_{1}(+x y)=1+h_{1}(x)+2 h_{1}(y)
\end{aligned}
$$

The complexity function $h_{1}$ transforms $E_{1}$ into the reduction
be the top-down reduction extension of ${ }^{\mathrm{R}} \mathrm{R}_{1}{ }_{1}$.
$\begin{aligned} & A_{1}=\beta_{1}\left(A_{1}\right) \text { has the form } \\ &\left\{\beta_{1}\left(+x y^{\}} \simeq \beta_{1}(+y x) \mid \text { for all ground terms }\right.\right.\end{aligned}$ $x$ and $y$ in $L_{0}^{1}$.

In order to eliminate the set of axioms $A_{2}$, we use reductions obtained by forcing confluence on the set of rules obtained by orienting the axioms of $A$ from left to right.

Since $+x+y z \Rightarrow++x y z,+x+y z \Rightarrow$ $+x+z y \Rightarrow++x z y$, we use the equation $++x y z \simeq++x z y$. Let us call the terms of the form $g$ or $\mathrm{I}^{\mathrm{n}} \mathrm{g}$ literals. We choose $E_{2}=\{++x y z \approx++x z y \mid$ for all literals $\left.y, z L_{1}\right\} U\{+y z \simeq+z y \mid$ for all literals $\left.y, z L_{1}^{1}\right\}$. Let $h_{2}: L_{1} \rightarrow N$ be

$$
\begin{aligned}
& h_{2}(\mathrm{~g})=1 \\
& h_{2}(\mathrm{I} g)=n+1 \\
& h_{2}^{(+x y)}=1+2 h_{2}(x)+h_{2}(y) .
\end{aligned}
$$

We can show that $h_{2}$ weakly suits $E_{2}$. The system of meta-rules obtained from $h_{2}$ is $R_{2}=\left\{\left(h_{2}(y)>h_{2}(z) \Rightarrow++x y z \rightarrow++x z y\right.\right.$, $\left.\left(\hbar_{2}(y)>h_{2}(z)\right) \Longrightarrow+y z \rightarrow+z y\right\}$. Let $\beta_{2}$ be the top-down reduction extension of $\mathrm{R}_{2}$ to $\mathrm{L}_{1}$. We can show that $\beta_{2}\left(\beta_{1}(+x y)\right)=$ $\beta_{2}^{1}\left(\beta_{1}(+y x)\right)$ for all $x, y^{2} \in L_{0}$. Hence, $A_{2}=B_{2}\left(A_{1}\right)=\phi$. We can also show that ${ }_{\beta_{1}}^{\beta_{1}} \beta_{2}^{\beta_{2}}$ has the a property. Thus ${ }^{\beta}{ }_{1}{ }^{\cdot}{ }^{\beta}{ }^{\beta}, Z$.

More examples can be found in Pelin and Gallier [9].

## 4. CONCLUSIONS

Complexity functions play an important role in computing normal forms. Various authors such as Book [2], Gallier and Book [4], Huet [5], Lankford and Ballantyne [8], Knuth and Bendix [7] and others have used complexity functions for generating reductions. Dershowitz [3] and Plaisted [10] use particular complexity functions to prove termination of rewriting systems. In our approach, complexity functions serve both to prove termination and generate reductions.

The definition of a complexity function as presented in this paper is very general and it would be useful to identify which classes of complexity functions suit particular types of axioms. For example, we have shown that linear functions (functions of the form $\left(\mathrm{ft}_{1}, \ldots, \mathrm{t}_{\mathrm{n}}\right)$ ) $=$ $C_{0}+C_{1}\left(t_{1}\right)+\ldots+C_{n}\left(t_{n}{ }^{\prime}\right)$ can $\begin{aligned} & \text { Be used }\end{aligned}$ f0r associativity and commutativity axioms.

However, the distributivity axiom * $x+y z \simeq+* x y * x z$ require a quadratic function to obtain the reduction rule * $x+y z \rightarrow+* x y * x z$. The following function does the job:
$h(* x y)=2 h(x) h(y)$
$h(+x y)=1+h(x)+h(y)$
Also, some axioms, such as the commutativity axiom for a groupoid with an infinite number of generators, require complexity functions over $\mathrm{Nk}^{\mathrm{k}}$, for $\mathrm{k}>1$.

Another area of research is to investigate classes of axioms for which the set of normal forms can be characterized by context free languages.
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