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Natural Languaae Processing is the 
maninulation bv computers of languages 
used by humans for natural communication. 
It has been a part o4 the field of Com- 
outer Science since the 1950's. During 
the Red Scare of that era the possibility 
of having computers translate Russian 
documents of all sorts into English with- 
out intervention by humans seemed promis- 
ing. However, attempts at machine trans- 
lation revealed more about the infancy 
of computer processing of natural lanG- 
uage and lack of understanding, even 
bv linguists, of the nature of language 
in aeneral, than about the secrets 
of the Communist threat. Despite 
the lack of success with machine trans- 
lation 0rojects at that time, researchers 
in several fields continued to investi- 
gate the problems of natural language 
processing: Linguists probing into the 
intricacies of understanding and using 
language, psychologists trying to deter-- 
mine how people think and learn and 
remember and how the use of language 
represents those activities, and computer 
scientists studying computer/user inter-- 
faces--how can humans store and retrieve 
information in computer memories 
in a form natural to themselves. 

For many years predictions of the 
future development of the computer 
have included the scenario of the 
"person-on-the-street" being able to 
communicate with this amazing machine 
by merely typing a message--in English, 
of course--into a computer terminal, 
or--even better--by speaking a message 
to the control panel and being answered 
immediately in a pleasant, human 
voice from the computer. Any ordinary 
person, presumably with no extra- 
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ordinarv training, would be able to 
write oroarams for computers in his 
own natural language without any di4- 
ficultv. Every home would have a 
computer or at least a terminal through 
which the family could communicate 
with the outside world acquirina 
information from libraries, retail 
stores, and news sources, to name only 
a few possibilities. And of course, 
the 4amily robot could communicate in 
the 4amily's language, just as C3P0 
does in the movies. 

But to be realistic, as an educator 
I must ask: who is available to develop 
these marvelous systems? How man V com- 
puter science students are being intro- 
duced to natural language orocessing to 
any extent comparable with the deluge 
o4 numerical methods and analysis and 
algorithms. Many computer science stud- 
ents are quite inexperienced with char- 
acter manipulation and text processing, 
despite the fact that a large percentage 
of the information to be dealt with by 
computers is not numeric or even quanti- 
fiable. And natural language implies 
writin~ and verbal communication, both 
of which many computer people avoid at 
all costs. 

Natural Language Processing is not 
an established area like data processing, 
for example. Payroll systems are many 
and varied, but the basic anproaches to 
developing payroll so4tware ~ave been 
around for years. Natural Language 
Processing is still largely an area of 
research. But there have been some suc- 
cessful projects--restricted and limited, 
perhaps, but successful. Even attempts 
at machine translation have improved 
dramatically over the years. Certain 
techniques of manipulating language and 
methods of representing language informa- 
tion can be described and evaluated. 
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Why teach Natural Language Processing 
to undergraduates? Obviously araduate 
students could benefit from knowledge 
of an area orimarily of research interest, 
but why undergraduates? =irst of all, 
graduate students start out being under- 
graduates, and as underaraduates become 
acquainted with the field of computer 
science as a whole. In studyinq the =ield 
they should be introduced to the major 
areas of knowledge and apolication of com- 
outer science and given practice in the 
skills necessary for solvina the various 
types of nroblems encountered. I believe 
that natural language -rocessin~ is an 
important area of computer science that 
should be introduced along with numerical 
algorithms and data base systems. Our 
society is producing natural language at 
an amazing rate, and the trend is toward 
more and more in the future. The tradi- 
tional apnroach to handling text is to 
preDmocess it: have a person identifv 
keywords and abstract it so a computer 
can maninu/ate and "understand" it. But 
the largest quantity of Natural Lanquage 
that is being produced has not been 
preprocessed, making that approach in- 
effective. Processing text as compared 
with natural language is easy; text is 
just another data structure with lots 
of variables: length, format, symbols. 
Natural language involves all the factors 
of text processing plus the problems of 
interpreting meanings. 

COSC 440--Natural LanGuage Processing 

The course, Natural Language 
Processing, is an upper-level course 
for computer science majors. The ore- 
requisites include Survey of Programming 
Languages and Data Structures, so most 
students have at least 21 hours of 
Computer Science. Because the course is 
only offered every ~wo years, many students 
will have taken more than 21 hours. 
The course is organized into four nri- 
mary sections: text processing, sentence 
generation, sentence analysis, and case 
studies. 

Text Processing 

The discussion of text processing 
was intended to be review; however I 
discovered that the students had 
little experience maniDulating text. 
Various data structures for representing 
text were discussed; strings and arrays 
of characters were compared with respect 
to the algorithms required with each 
for the various primitive operations 
on text: insertion, deletion, concatena- 
tion, pattern matching, etc. Problems 
with data formatting were presented, 
such as variable field length and vari- 
able field inclusion. Several methods 
for formatting text were described includ- 
ing delimiters, codes, and bit maps. 
Several examples of complex machine- 

readable text were given such as 
WEBMARC, the ~ARC-formatted version o~ 
Webster's Seventh ColleGiate Dictionar~r 
(Sherman, 1974). The project #or this 
section of the course involved mani- 
nulation of unedited bibliographic 
references (on Natural Language Process- 
ing, of course). The students were 
reGuired to design a format for the 
bibliographic material, then format the 
data, using the text editor on the com- 
puter svstem. When the data had been 
formatted, the students ~irst oroduce~ 
a standard printout (nrettvnrinted), 
then either a KWIC index to the titles, 
an interactive kevword retrieval oroaram 
or a selective sort on title, author or 
date o~ publication. The section on 
te~t processing was concluded by discus- 
sion of several imoortant areas of 
application including lexico~raDh v, 
library science, content analysis, and 
automatic indexing. In concluding this 
section, the point was made that "text" 
need not be only written text by describ- 
ing the Kurzweiler Reading machine for 
the blind and discussing techniques of 
voice nroduction for telephone com- 
munications as examples of "verbal text". 

Sentence Generation 

The section of the course on sent- 
ence generation began with an introduc- 
tion to linguistics aroun~e~ in the 
traditions of the schoolroom arammar 
with which students are already familiar. 
Some basic definitions from linguistics 
were presented: language, phoneme, 
mornheme, morphology, svntactics, and 
semantics. Noam Chomskv's theories 
of Transformational-Generative Grammar 
provided the basis for the two nroqram- 
ming projects on sentence generation. 
Based on Chomsky's earliest theories, 
the first project involved generating 
sentences from a simple phrase-structure 
grammar and a lexicon of words. The 
~rammar is shown in ~iaure i. The 
words in the lexicon were divided into 
the basic parts of speech: nouns, ad- 
jectives, adverbs, orepositions, articles, 
conjunctions, and verbs. The verbs were 
further subdivided into transitive, in- 
transitive, conulative, and auxiliary 
verbs. The students' orograms merely 
selected a word randomly from each of 
the appropriate sets of words to produce 
sentences without any attempt at making 
transformations for syntactic or semantic 
sense. As a result most of the sentences 
were nonsense, but many seemed quite 
poetic (see ~igure 2). The words in the 
lexicon were taken mainly from the set 
of words used by Dvlan Thomas during 
composition of "Poem on his Birthday," 
which had been the object of my research 
for several years. The random sentences 
retained a stron~ flavor of Thomas' 
poetry--which, I believe, reveals some- 
thing about the nature of ooetry in gen- 
eral. 
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The second sentence generation project 
using Chomsky's later theories about Trans- 
formational -generative grammars was more 
complex. The phrase-structure rules were 
replaced with the base comnonent (See 
figure 3) composed of a set of categorial 
rules and a lexicon containing not only 
the vocabulary words in the language, but 
also information about the features of 
each word. These features orovide syn- 
tactic, semantic, and phonological infor- 
mation about the words required for cor- 
rect operation of the rules. The words 
were still divided into parts of speech 
as before, but contained additional 
coding to specify the following features: 

i) Nouns were identified as animate 
or inanimate, human or non-human, concrete 
or abstract, and countable or non-count- 
able. In addition, to simplify the phono- 
logical transformations, nouns which form 
irregular plurals (eg. woman, women) were 
tagged as such, and a set of the irregular 
plural forms created for table look-up. 

2) The set of verbs included the 
three principal parts of speech for each: 
First person singular present indicative, 
first person singular past indicative, 
and past participle. In addition, an 
indication was included to specify whet!her 
the verb was transitive or intransitive. 
Coding the features for the verb required 
separate specifications for the type of 
subject the verb could take and the type 
of object it could take, if any. Thus 
the subject and the object were coded for 
animate or inanimate, human or non-human, 
and concrete or abstract. 

3) Auxiliary verbs were separate ~rom 
other verbs and included an indication of 
which principle part of the verb was 
required with each (eq. "did" + present 
indicative, "has" + hast participle). 

4) Articles were encoded singular 
or plural and definite or indefinite. 

All other Darts of speech--adjectives, 
adverbs, Drenositions, etc.--remained 
the same. A set of names was added to 
allow substitution for singular human 
nouns. 

For both of the sentence genera- 
tion projects, the students were encouraged 
to design their oro~rams to correspond to 
the linguistic theories being represented. 
Those students who had done that on the 
first sentence Generation project had less 
trouble designing the program for the 
second project. They were expected to 
divide their programs into two primary 
sections for the second project; the first 
produced the deep structure by randomly 
selecting a verb, then randomly selecting 
nouns until an appropriate semantic match 
was found, following which other semantic 
features were determined (such as whether 

the subject was singular or nlural and 
whether the verb was present tense or 
past tense). The second section of the 
program developed the surface structure 
of the sentence from the deep structure 
by transforming the words originally 
selected into nroner syntactic form. (See 
figure ~ ~or examoles.) The sentences 
produced were much more lo~ical than the 
first project, but many semantic elements 
had still not been accounted for. 

Sentence Analysis 

The section of the course dealing 
with sentence analysis began with a 
discussion of parsing using the trans- 
formational-generative arammars as a 
paradigm. Several annroaches to parsing 
were considered: Naomi SaGer and Ralph 
Grishman's String Parser for Scientific 
Literature (Rustin, 1973) and .Tovce 
Friedman's work with comouter models of 
transformational grammars for instance. 
The discussion included General parsing 
techniques such as using reductions and 
action routines to find the patterns of 
such parts of speech. Parsing was nre- 
sented as the opposite of sentence ~en= 
eration using rewrite rules of the phrase 
structure or cate~orial rules. Such 
techniques, which are highly successful 
in dealing with artificial languages-- 
in particular, nrogramming languages-- 
do not work well with natural languages 
unless excessive restrictions are apolied 
to the natural language. Thus,~other 
approaches to sentence analysis had to 
be considered. 

At this point in the class, case 
grammars were presented. Case grammars 
attack the problem of sentence analysis 
from the point of the verb being the 
focus of the sentence. A sentence at the 
deep structure level consists of a moda- 
lity comnonent and a proposition; the 
proposition is composed of a verb and all 
the cases related to that verb (See Figure 
5). Using Robert F. Simmons' termino- 
logy, which is based on Celce-Murcia's 
work, the cases include one or two Causal- 
Act:ants (CA1 and CA2), a Theme, a Locus, 
a Source, and a Goal. The sentence, 

"John broke the window with a hammer. " 

would be analyzed as: 

((Modality: 
Tense, past; 
Mood, declarative; 
Essence, Positive; 
Form, simple. . . ;) 

Proposition: Break--CAl John, Theme 
the window,CA2 a hammer)) 

The program for sentence analysis 
required the student's program to accept 
sentences in English and analyze each one 
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in terms of case grammar, determining the 
modality o = the sentence, the verb, and 
the various cases. (For the project the 
students used a different set o; cases 
from Simmons and were not required to 
handle all nossible modalities.) A~ain 
the students dealt with a set of rules 
and a lexicon. The rules (as shown in 
~igure 6) represent the deen structure 
possibilities, and the lexicon (now un- 
divided, but in alnhabetical order) con- 
tained for each word, identification of 
its nossible syntactic functions (noun, 
verb, etc.), many of the same features 
from the previous nroject (animate, human, 
concrete, etc.), and in addition ~or each 
verb, a case frame. The case frame for a 
verb identifies which cases are allowed 
and/or required with a particular verb. 
All words in all forms are in the lexicon 
except ~or simple transformations such 
as plurals formed by adding "-s" t ~ the 
noun; entries which are irregular or al- 
ternate forms point to the orimarv form 
of the word. Thus the entry "ran" would 
noint to "run" from which all features 
would be derived. The lexicon is ~uite 
restricted in order to make the projects 
feasible within a part of the semester, 
but enough different features and classes 
of verbs are included to illustrate the 
important concepts involved in the theory 
of case grammars. 

Case grammars can be represented bv 
semantic networks with the words as the 
nodes and the semantic relations, the 
directed arcs. Thus a sentence analyzed 
with case ~rammar can be represented in 
an easily manipulated structure within 
a program. The students workin~ on the 
sentence analysis project weme encouraged 
to use semantic nets to represent sent- 
ences analyzed by case grammar. (LISP 
would have been an appropriate language 
for much of the course, but it was not 
available. Microlisp implemented on the 
Apple II was used to introduce the langu- 
age, but that version of LISP is not 
robust enough for student projects.) 

Case Studies 

The last section of the course used 
case studies to illustrate applications 
of Natural Language Processing. Terry 
Winograd's SHRDLU was presented to il- 
lustrate a complete system; the program 
represents a robot that can manipulate 
blocks on a table top. SHRDLU accepts 
natural language input, interprets it in 
terms of what it knows, and responds both 
in natural language and through appropri- 
ate actions. Another illustrative system 
was W.A. Woods' Lunar Sciences Natural 
Language Information System, which provides 
the capability of natural language inquir- 
ies about a data base on lunar rock samp- 
les. Numerous other systems were discus- 
sed to show the levels o~ success attained 
with natural lanquage processing systems. 

To conclude the course, I discussed the 
imolications of limitin~ ourselves to 
sentences as the natural language units 
to be man~nu!ated; in other words, what 
is lost hv i~noring lar~er unit~ o~ lan~- 
un~e such as oara~raohs or cha~ter~ Jn 
~eneral text or lines and stanzas in 
poetrv or scenes and acts in drama, nb- 
viousl~ some lar~er meaning is obscured, 
but considering the di#ficulties inherent 
just in dealing with the sentence as unit 
the limitation is iustiCied in classroom 
exercises. We also examined the various 
nroblems associated with maninulatin~ 
large volumes o; information, such as 
disk access sneed limitations vs. limita- 
tions of memory size. ~he course con- 
cluded with a rather Dhilosonhical evalu- 
ation o~ the projects, notin~ oarticularlv 
the restrictions on Ennlish usage acceoted 
in the course, as comp&red to the more 
~eneral usage of "everyday" English 
language. 

Implementation 

The course was conducted nrimarilv 
as a projects-oriented course with lect- 
ures held one or two times a week to 
acquaint students with the techniques 
required ~or the current oroject. I was 
available durin~ the other one or two 
class periods per week for consultation 
with the students. Additional time 
would be required with a lar~er class. 
The grading was based on a contract a~reed 
to at the beginning of the semester (~ee 
Figure 7). Six projects were required 
by students contracting for an "A" in 
the course (which all of my students 
chose): Two text nrocessinq nro~rams, 
two sentence ~eneration oroqrams, one 
sentence analysis nro~ram, and a term 
project approved bv the instructor. The 
term projects were nrimarilv refinements 
to the sentence analysis project--adding 
new possibilities to allow for more ~en- 
eral sentences. (Two students were inter- 
ested in investi~atin~ voice ~eneration 
and associated nroblems of verbal natural 
language.) The students were ~iven a 
choice of programming languages to use 
for their projects, but were encouraged 
to choose a language with string functions 
included. They all chose either BASIC 
on the HP%000 or UCSD PASCAL on the 
Apnle If. The data files #or the various 
projects were all created on the HD3000 
system and then down-loaded to the ADnle 
II Pascal System ~or the students usin~ 
the microcomnuters. In addition to the 
programming projects assigned, students 
were required to read and renort on some 
of the literature in the field, using 
the bibliographic references on Natural 
Language Processin~ as a starting noint 
for their research. They also had to 
present the results of their term nrojects 
to the class. 

199 



The primary orientation of the entire 
course was on the al~orithms and data 
structures needed to implement the nro- 
jects. How can one represent meaning? 
Deep structures vs. surface structures? 
How are synonyms recognized in the data? 
What about homonyms? How does one decide 
between slow disk access and excessive 
memory usage? Are there any other options? 
All these auestions were tied to problems 
o= program design. Answering these-- 
and many other--questions during the 
comnletion of their projects gave the 
students an opportunity to apnly much of 
the knowledge gained from previous courses. 

Conclusions 

! have now taught Natural Lan~uaae 
Processing as an undergraduate course for 
Computer Science majors two semesters at 
two different universities, and I have 
concluded that it is a valuable and enjoy- 
able experience for the students. In 
addition to learning new programming tech- 
niques the students seem to benefit from 
learning more about their own natural 
language--English. Many observers have 
noted that computer people are frequently 
not verbally oriented, yet Computer Science 
educators are in agreement that our stud- 
ents need to be able to communicate with 
each Qther.and with users, both orally and 
in writing. If a course such as Natural 
Language Processing can improve the stud- 
ents' awareness of their own language 
even a little, while at the same time 
providing information and sharpening skills 
relevant to computer science, the course 
must be considered worthy of inclusion 
in the curriculum. Students who have 
taken the course have enjoyed it very much; 
in fact the first time I taught the course 
the students often did not want to l~ave 
when the class was over. I cannot claim 
that this strange phenomenon occured due 
to my excellence in teaching because it 
has seldom happened in any other course 
of mine. But students seem to like talk- 
inq about a subject on which they all 
feel like authorities--their own language. 

Many of the areas discussed inthe 
course relate to other Computer Science 
courses as well. Text processing is one 
important aspect of Data Structures in 
general, and accessing the data files 
in various ways for speed and efficiency 
relates to the File Processing Course. 
The study of programming languages has 
derived a great deal from linguistics; 
the terminology (syntax, semantics, 
grammar, parsing) was first used by the 
grammarians and linguists. BNF grammar 
notation is adapted from Noam Chomsky's 
phrase structure rules for describing the 
grammar of English. And many of the pars- 
ing methods used for artificial languages 
are similar to those used for natural 
languages. Thus in addition to providing 
the students with information about a 

qenerallv i~nored area o ~ Computer 
Science, the course reinforces the 
knowledge acquired in other courses. 
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