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Abstract 

Computer Networks are an important part of our 
society and they are quickly becoming an integral  
part of computer science basic curriculum. This 
paper describes the development of a computer simu- 
la t ion  model for  a local computer network and i ts  
use as a viable tool in computer science education. 
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I. Introduction 

Computer networks are an important part of 
our society and d ipect ly  or i nd i rec t l y  a f fect  many 
people. Networks such as a i r l i n e  reservation sys- 
tems, 24-hour banking systems, and the telephone 
switching system underl ie many of our normal ac t i -  
v i t i es .  For the purposes of this paper, a computer 
network w i l l  be defined as a system with mul t ip le  
interconnected processing elements. Usually there 
are some global resources which a l l  processing 
elements can u t i l i z e .  Alocal  computer network is 
a network where a l l  processors are located in the 
same geographic locat ion.  This paper describes 
the development of a computer simulation model for  
a local computer network and i ts  use as a viable 
tool in computer science education. Computer 
simulation of computer networks is a t imely topic 
with much work current ly being done. However, 
reference material is scarce and books dealing 
with this subject are just  being introduced. 

The development of a simulation model for  our 
local network was desirable since the network 
archi tecture developed did not match exact ly any 
exist ing system. One of the main uses of a computer 
simulation in computer archi tecture is to model 
the new system to determine i f  any major perfor- 
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mance bottlenecks ex is t ,  and i f  any are found, pos- 
s ib le techniques for e l iminat ing them can be tested 
( i ) .  

The system which was modeled is a mult i -user 
system and simulation models have been e f fec t i ve l y  
used in the past to evaluate hardware parameters 
such as the number of terminals, as well as sof t -  
ware parameters, such as the optimal type of 
scheduling algorithm (2,3,4,5).  

The simulation model described in this paper 
has several educational uses including: 

i .  Teaching simulation development inciuding 
the modeling of complex systems, as well 
as implementation and s ta t i s t i ca l  analysis; 

2. The implementation of the model i l l u s t r a tes  
concurrent programming techniques using 
the DEC SYSTEM I0 in terac t ive  version of 
SIMULA, an ALGOL based simulation lan- 
guage (6,7); and 

3. Teaching the concepts of computer network- 
ing. Although th is project includes con- 
struct ion of the network, the simulation 
model introduces networking cohcepts 
without the need for a large amount of 
expensive equipment. The techniques used 
in this model could be used to study other 
types of computer networks. 

I I .  Description of MANTRA System 

The Mul t ip le Access Networking and Teaching 
Research Arrangement (MANTRA) system is the net- 
work analyzed by this simulation model. Figure i 
contains a block diagram of the system. Al l  com- 
puters in the network are LSI-I1/03 microcomputers 
manufactured by Dig i ta l  Equipment Corporation (DEC). 
The Terminal Interface Processor (TIP) is one 
processor dedicated to the function of in ter fac ing 
terminating devices to the rest of the network. A 
terminating device is defined as a device capable 
of communicating using the RS232C or 20 ma loop 
standards which means that terminals or stand-alone 
computer systems such as APPLE microcomputers, PET 
microcomputers or even a large-scale computer such 
as IBM 370 w i l l  have the a b i l i t y  to communicate 
with the MANTRA system. 
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The t i p  can be func t iona l ly  viewed as a data 
router or a front-end processor since i t  is an 
in ter rupt -dr iven high speed buffer ing device al low- 
ing data to flow in 3 d i rect ions including: 

i .  Device to Device 
2. Device to Central LSI-11 Processor 
3. Central LSI-11 Processor to Device 

The central LSI-11 processors or processing 
elements (PE's) are LSI-11 processors capable of 
running user appl icat ions code. These processors 
also have the capab i l i t y  to communicate with each 
other via the MANTRA protocol and high speed DMA 
channels. 

A l l . cen t ra l  LSI-11 processors are connected to 
a special ized processor used to control a var ie ty  
of peripheral devices, including: f loppy discs, 
hard discs, l i ne  pr inters and other devices. The 
cQmbination of these shared devices is cal led the 
"Peripheral Pool". The computer which controls the 
Peripheral Pool is cal led the Back End Processor 
(BEP). Any central LSI-11 can connect to a free 
device in the Pool. The pooled device is then 
considered connected to the par t icu lar  device 
un t i l  e x p ! i c i t l y  or i m p l i c i t l y  released. 

I I I .  Description of the Model 

The simulation model was designed to answer 
performance questions of the in ter rupt  capab i l i t i es  
and DMA transfer rates of the TIP. Questions con- 
cerning the peripheral pool 's dedicated processor, 
in regard to the number of requests that appear 
in a given time in te rva l ,  could be resolved to 
f ind the optimum buffer length in this processor. 

Spec i f i ca l l y ,  two questions are addressed: 

i .  What is the maximum number of terminating 
devices and LSI - I I  processors that the 
terminal Interface Processor can handle 
given: 

A. Various hardware response times 
B. Various software speeds of response. 

The next question is much more subjective and 
is a function of many parameters including sophist i -  
cation of program and operating system overhead. 

2. What queue size should be al located wi th in 
the Peripheral Pool control processor to 
e f f i c i e n t l y  handle the I /0  requests. 

The model provided has several capab i l i t i es  
including: 

1. Real-Time Appl icat ion 

A. Gather data on user response time 
d i s t r i bu t i on ;  

B. Gather data on system response time 
d i s t r i bu t i on ;  

C. Gather LSI-11 commands to use la te r  
in automatic mode. 

2. Automatic Mode 
Allows for select ion of parameters, then 
the program w i l l  automatical ly select 
transactions from a d i rec t  access f i l e  of 

1 real- t ime col lected transactions. 

3. Various Configurations 

A. In rea l - t ime,  a user can select any 
combination of terminating devices 
and/or any combination of processing 
elements to communicate with. 

B. In automatic mode, a conf igurat ion 
w i l l  be selected by t'he user and an 
associated interconnection matrix w i l l  
be read from a f i l e  of stored configu- 
rat ions.  

4. Real-Time Disc Accesses 
The disc accesses w i l l  be performed in 
real time when in the automatic mode. 
This w i l l  support the fo l lowing capab i l i -  
t ies :  

A. Supply data to the system of a varying 
length. 

B. Supply meaningful data for  an LSI-I1 
to LSI- I I  communication conf igurat ion.  

In the i n i t i a l  set of experiments using the 
model, three parameters were selected to test 
including: 

I .  Number of LSI-11 central processors and 
number of terminating devices. 
Since in the i n i t i a l  conf igurat ion of the 
MANTRA system one terminal would communi- 
cate with one LSI - I I ,  the conf igurat ions 
for  th is study were l imi ted to 5 cases, 
a l l  being on a one-to-one basis. The 
cases examined ranged from two terminating 
devices communicating with two LSI-11's 
to th i r ty - two terminating devices communi- 
cating with th i r ty - two LS I - I I ' s .  

2. Speed of the DMA Handling 
One of the f i ve  potent ia l  values could be 
selected with each value including sof t -  
ware, hardware, and transmission delays. 

3. Speed on interrupt responses 
One of five potential values could be 
selected with each value contained in the 
interval of typical hardware interrupt 
response time (8,9). 
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are: 

IV. 

The 

1. 

2. 

3 .  

Use 

output variables generated by the model 

Length of Terminal Interface Processor's 
queue per time in terva l .  
Idea l ly  the queue length w i l l  be zero 
un t i l  the number of devices and LS I - I I ' s  
with the response of the TIP exceed i ts  
capab i l i t y  to respond quickly enough. 

Number of characters serviced per time 
interval  wi thin TIP in two regards: 

A. DMA 
B. Interrupts to and from terminating 

devices 

Length of disk request queue wi th in 
Peripheral Pool Processor 

of a Model in Computer Science Education 

The model of the MANTRA network is d i rec t l y  
useful in i l l u s t r a t i n g  the major steps necessary 
for the development of a computer simulat ion, as 
well as for  the development of the local computer 
network. I t  i l l u s t r a tes  the analysis step in the 
overal l  approach used to design the model. Figure 
2 is a diagram which i l l u s t r a tes  the flow of data 
through the simulation. I t  i l l us t ra tes  the com- 
p lex i t y  of queue representation for  any computer 
network, 

.L ~2 

The model i l l u s t r a tes  the s ta t i s t i ca l  analysis 
steps necessary in any computer simulation. The 
two major types of s t a t i s t i ca l  analyses required 
were: 

1. Gathering necessary s ta t i s t i ca l  d is t r ibu t ions  

Our model required two s ta t i s t i ca l  d is t r ibu-  
t ions so that i t  could run automatical ly and gather 
data. The f i r s t  was a user think-t ime d is t r ibu-  
t ion-which is used to create transactions from 
the simulated terminating devices. This d i s t r i -  
bution was obtained by running the simulation in 
a real- t ime mode with real users and f i t t i n g  the 
gathered data to an exponential d i s t r i bu t ion .  An 
exponential d i s t r i bu t ion  was used because of i ts  
past success in modeling terminal requests in 
mult i -user computer systems (10,11). Figure 3 

defines the in terval  of time that was considered 
user think time as used by the model. 

i Time n User hits return 

Time n+l Output begins 

I Time.n+2 User hits return 

The time interval A represents the computer 
response time. 
The time interval B represents the user think 
time. 

FIGURE 3 - RESPONSE TI~ CALCULATIONS 

Figure 4 is a graph of the calculated user think 
time d is t r i bu t ion  used by the model. 

1 4  

I@ 

8 

6 

2 

x • , * -x . 

Ig 2~ 3@ 4@ 5@ 
x 

FIGUR= 4 - U s e r  Thin:: Tzrl~ Distribution 

The next required d i s t r i bu t ion  was a computer 
response time d is t r i bu t ion  which was obtained by 
f i t t i n g  empirical data to an exponential d i s t r i -  
bution. Figure 5 is a graph of the computer 
response time d is t r i bu t ion .  The curve was 
divided into three in tervals  including: 

I .  

2. 

3. 

LSI Response Time 
This interval  was used for simulating 
commands that did not require disc 
usage. 

Disc-con~and Response Time 
This interval  was used to simulate com- 
mands that did require disc usage. 

Appl icat ion Code 
This in terval  was viewed as representing 
the response times of user appl icat ion 
code and was not used in the model. 

The Kolmogorov-Smirnov test  was used to ver i f y  the 
obtained d i s t r i bu t i on  at a 99% confidence leve l .  
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2. S ta t i s t i ca l  Analysis of Output 

The large amount of data produced by the 
simulation was reduced to plots. Figure 6 contains 
a p lo t  of the mean disc request queue length ver- 
sus number of LSI-11's. Since this is a one to 
one correspondence between terminating devices and 
LS I - I I ' s ,  th is graph also shows how increasing the 
number of terminating devices affects the system. 
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This graph seems to indicate that the network can- 
not support more than 16 computers or terminating 
devices since the mean disc request queue size in-  
creases rap id ly  as the number of computers goes 
beyond 16. Figure 7, which contains a graph of 
the mean number of characters handled bythe DMA 
Unit, seems to support th is conclusion since i t  
levels o f f  at about 16 computers ind icat ing the 

DMA uni t  cannot support more than 16 computers or 
terminating devices. 
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V. Conclusions 

This type of modeling e f f o r t  has also been 
shown to be concurrent programming. The major 
problem in teaching concurrent programming con- 
cepts is the d i f f i c u l t y  in representing and imple- 
menting such programs. SIMULA is an appropriate 
language to use to implement concurrent programs 
and is one of the few high level languages which 
provides such f a c i l i t i e s .  Our work was directed 
toward using SIMULA to model a local computer net- 
work; however, with extensions, i t  could be used 
to model mult i -user operating systems and study 
the use of various scheduling, device and memory 
a l loca t ion  schemes. 

The model described in this paper allows 
schools with l imi ted budgetsto enter the expand- 
ing f i e l d  of computer networking and to experiment 
with d i f f e ren t  network configurat ions without the 
large amount of money necessary to actua l ly  bui ld 
such a system. Feas ib i l i t y  studies of new archi-  
tectures by a simulation model might increase the 
chance of funding so that a system can be bu i l t .  

In conclusion, i t  is l i k e l y  computer networks 
w i l l  become more common and the use of computer 
simulation of networks w i l l  also expand since the 
complexity of networks is growing at a much faster  
rate than the mathematical theory necessary to 
analyze these systems using ana ly t ica l  methods. 

A complete manual with examples and source 
l i s t i ngs  can be found in reference 12. In addi t ion,  
the general SIMULA model described above is ava i l -  
able on tape for use on DEC-IO equipment. 
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