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Abs t rac t  

Histor ical ly  univers i t ies took the i r  
ear ly steps in computing th rough  
the acquisit ion of mainframe com- 
pu ter  systems. These ear ly 
machines were used pr imar i l y  for  
academic and research purposes. 
Dur ing the last decade we saw an 
increased demand for  computing 
services for  s tudent  appl icat ions, 
research, and adminis t rat ive pu r -  
poses. To meet this demand and to 
br ing  the systems closer to the 
users, many of us expanded capaci- 
ties th rough the in t roduct ion of 
decentral ized faci l i t ies. These took 
the form of mini and supermini com- 
puters to be used as dedicated sys- 
tems, located in academic and 
administ rat ive departments.  While 
these decentral ized systems were 
most ef fect ive, we found that  we 
sti l l could not keep up with the 
demand for  computing faci l i t ies. The 
next natural  step was to f u r t h e r  
decentral ize th rough the in t roduc-  
tion of microcomputer systems. 

While our  growth has been predomi- 
nately in a decentral ized manner, 

the need for  a s t rong mainframe has 
been ever present .  This has been 
mainly to suppor t  large applications 
and to be a host on a computing 
network .  Specialized hardware and 
software need only be supported on 
a singl e host system that  can be 
accessed by users via a campus- 
wide network .  This has proven to 
be cost effect ive as it has resulted 
in less dupl icat ion of specialized 
equipment,  packages, and suppor t  
services for  decentral ized system 
while sti l l  meeting the needs of the 
users. 

Our  experiences at Stevens Inst i -  
tu te  of Technology have followed 
this pat tern of expansion from main- 
frame to micro wi th the concept of a 
campus-wide network as an integral  
factor .  Our recent experiences wi th 
the requirement of the acquisi t ion 
of a specified microcomputer system 
by our incoming students has been 
widely  publ ic ized. Through  this 
paper I hope to share our exper i -  
ences inc luding the formulat ion and 
evolution of the planning process, 
its implementation, and some of our  
f u tu re  plans based on the success 
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of the project.  Specif ical ly, we now 
have an Ethernet implementation to 
suppor t  networking of our users 
with various decentral ized systems 
and mainframes. Also, we have 
implemented elementary networking 
funct ions between various kinds of 
microcomputers and our DECsys- 
tem-10 and VAX-11/780.  We are 
into the next phase of the plan 
which will allow a massive number 
of microcomputers onto the Ether- 
net. 

The results of our plan have been 
most favorable. They include a 
famil iarization of freshman students 
with computing tools and techniques 
on a professional basis, the faci l i ta-  
tion of computer access for 
research, an updat ing of adminis- 
t ra t i ve  processing, and the commu- 
nication of the parts in an economi- 
cal manner. This paper will present 
a descr ipt ion of our experiences 
with the intent  that  they may be 
used as a model for  other ins t i tu -  
t ions looking in the same di rect ion.  
We believe that  Stevens has been 
the vanguard of colleges that  have 
been successful in ar ranging a 
"marriage of convenience" between 
our micros and mainframes while 
welcoming our new of fspr ing 
through the del ivery of an Ether- 
net. 

I ntrod uction 

We have seen dramatic changes in 
the capabil i t ies, size and price of 
computers over the last twenty  
years. These early machines, par -  
t i cu la r l y  mainframes, were large in 
stature and price, yet re lat ively 
small in capabil i t ies compared to 
those available in today's market. 
They were centra l ly  located and 
were used pr imar i ly  for academic 
and research purposes to solve 
complex or t ime-consuming problems 
that  were impractical to calculate 
manually. Since those early days 
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we have benefi t ted from technical 
innovations that  have allowed us to 
expand the l ist of applications to 
include those of a wider,  more var-  
ied user community. As the number 
of potential computer users grew, 
so did the demand for" computing 
power and services. To accommodate 
the growth,  systems were upgraded 
and expanded. However, due to 
the l imitations of most systems, 
other means had to be found to 
suppor t  the now varied l ist of types 
of users and the i r  appl icat ions. 
This lead to the acquisit ion of mini 
and supermini computer systems 
which could be dedicated to specific 
applications and physical ly  decen- 
t ral ized to locate the system near 
the user. Such systems commonly 
appeared in academic, research, 
and administ rat ive departments. But 
even this combination of central ized 
mainframes and decentral ized minis 
has proven to be inadequate in 
many instances. The microcomputer 
is the next logical step toward meet- 
ing computing needs beyond those 
already served by mainframes and 
minicomputer systems. They 
require very  l i t t le physical space or 
environmental condi t ion ing,  are not 
t e r r i b l y  expensive, and are capable 
of suppor t ing a var ie ty  of applica- 
t ions. 

Stevens Ins t i tu te  of Technology 

Stevens Ins t i tu te  of Technology is a 
4-year  college founded in 1870 as a 
school of mechanical engineer ing.  
Its cu r ren t  cur r icu la  include Engi- 
neer ing, Science, and Systems 
Planning and Management. Its 
undergraduate programs are based 
around the uni f ied,  broad-based, 
core-or iented approach with concen- 
t rat ions in specific discipl ines. Our 
present enrol lment is about 1600 
undergraduate students,  all of 
whom are fu l l - t ime,  pr imar i ly  in the 
Engineering curr icu lum.  There are 
about 1400 graduate students 



enrolled in Masters, Engineer, and 
Doctoral degree programs. Our fac- 
u l ty  includes approximately 135 
fu l l - t ime members with 100 special 
facu l ty  and professional research 
staff members. 

Due to our technical or ientat ion,  
computing at Stevens has followed 
the t radi t ional  path. For" many 
years we have had large central 
systems for  general use. Prior to 
1969 we had a var ie ty  of IBM, 
UNIVAC, and DEC equipment. Since 
1969 we have had several models of 
the DECsystem-10 family of main- 
frames. They have been used for  
academic and research computing by 
students,  facu l ty  and staff .  A sep- 
arate mainframe has been used to 
support  administrat ive processing. 
Cur ren t l y  this machine is a DECsys- 
tem-20 that  is networked to the 
DECsystem-10 and shares several 
disk s t ruc tu res ,  p r in te rs ,  and 
graphics devices with t i le DEC-10. 
The administrat ive applications are 
supported on a separate system to 
allow for growth of usage for  all 
categories of users. Also, it is eas- 
ier to maintain a higher degree of 
secur i ty  with separate systems even 
though they are physical ly  located 
next to each other  in the same 
machine room. 

Recent Computing Act iv i t ies - 
Pre-Personal Computer Plan 

Prior to 1976 all freshmen were 
taught  an in t roduc to ry  level pro- 
gramming course based on 
FORTRAN. Use of the computer 
beyond this course was not par t icu-  
lar ly coordinated or extensive 
except by students concentrat ing in 
Computer Science through ei ther 
the Mathematics or Electrical Engi- 
neering departments. This lack of 
coordination led to a study and rec- 
ommendation that  a comprehensive 
plan be implemented for computer- 
related education. In 1978 two major 

act ivi t ies became the framework for  
the s tar t  of the implementation. 
Stevens received fund ing from NSF 
to establish an undergraduate com- 
puter- graphics fac i l i ty  and for  a 
var ie ty  of related curr icu lum devel- 
opment ef for ts .  The other ac t iv i ty  
was a s tudy of computers in engi- 
neering education. This was funded 
by the Al f red P. Sloan Foundation. 
The s tudy included data from over 
60 colleges and showed a recur r ing  
pattern for  computing act ivi t ies 
involving use in a freshman course 
and in senior projects with l i t t le 
else. The major recur r ing  problem 
was student  access. The next 
steps in our commitment to comput- 
ing integrat ion were a ful l  review of 
the Engineering curr icu lum and the 
in t roduct ion of the Computers in 
Engineering Education Plan (CEEP). 
Specif ical ly,  CEEP was implemented 
to ensure that  each Stevens engi- 
neering graduate is prepared to 
th r i ve  in an engineering envi ron-  
ment in which the computer plays 
an increasingly pervasive and 
important role. This preparat ion 
implied the fol lowing goals: 

A propensi ty  and abi l i ty  to tu rn  to 
the computer as an aid in engineer- 
ing education and pract ice. 

Knowledge of the capabil it ies and 
limitations of available computational 
faci l i t ies and the abi l i ty  to choose 
the appropr iate fac i l i ty  for  a spe- 
cif ic task. 

Specific awareness and experience 
with numerical methods; modelling 
and simulation; graphics applica- 
t ions; applications packages; and 
instrumentat ion and data collection 
techniques. 

Knowledge of a h igher- level  lan- 
guage and how to develop programs 
to solve engineer ing problems. 

A comfortable, work ing knowledge 
of computing. 
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Ti le  p ro jec ts  inc lude :  

• C u r r i c u l u m  deve lopment  

• Facu l ty  and p rog rammer  i n te rac -  
t ion 

• Development  of compu te r -  re la ted 
mater ia ls  and ac t i v i t i es  

• Implementat ion of assessment  
p lans 

• Program documenta t ion  deve lop -  
ment 

• Seminars f o r  f a c u l t y  

Simi lar  to o t h e r  i n s t i t u t i o n s ,  we 
have made a major commitment to 
the  i n teg ra t i on  of compu t i ng  
t h r o u g h o u t  ou r  u n d e r g r a d u a t e  c u r -  
r i cu la .  The  commitment has been 
v is ib le  in the form of a 35°o g r o w t h  
rate in compu t i ng  usage each yea r  
f o r  the last f ive  yea rs .  I t  has been 
v e r y  d i f f i c u l t  to s u p p o r t  such 
g r o w t h  on a modest b u d g e t .  How- 
ever ,  a plan was fo rmu la ted  and fo l -  
lowed to enhance e x i s t i n g  sys tems 
and acqu i re  add i t iona l  ones fo r  both  
cen t ra l i zed  and depa r tmen ta l  fac i l i -  
t ies .  We are c o n t i r u i n g  w i th  th is  
plan and expec t  to be add ing  new 
systems on a r e g u l a r  basis ove r  the  
nex t  few yea rs .  We have 
approached  decen t ra l i za t i on  in t r a d i -  
t iona l  and n o n t r a d i t i o n a l  ways .  The  
t r ad i t i ona l  way inc ludes  i ns ta l l i ng  
systems and equ ipmen t  in i nd i v i dua l  
locat ions near  the  end use rs .  We 
have taken a less t r a d i t i o n a l  path  
w i th  a V A X - 1 1 / 7 8 0  sys tem.  I t  is 
be ing  used by  a small segment  of 
the  Stevens communi ty  and in fac t  
is a ded ica ted system much l ike a 
decen t ra l i zed  depar tmen ta l  machine.  
However ,  i t  is located in the  Com- 
p u t e r  Cen te r  and is access ib le  via 
an E the rne t  imp lementa t ion .  The  
E the rne t ,  a local area n e t w o r k ,  is 
c u r r e n t l y  a l imi ted implementat ion in 
t h a t  on ly  t h ree  academic d e p a r t -  
ments are connec ted .  It  wi l l  p r o v i d e  
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the f r amework  by  wh ich  all b u i l d -  
ings can be easi ly  added to the  
n e t w o r k  as the  cable rou te  was 
des igned  to do. 

So f a r  I have desc r i bed  o u r  major 
systems down to the  mini level .  
Over  the last f o u r  years  we have 
been a c q u i r i n g  and e x p e r i m e n t i n g  
w i th  many va r ie t ies  of microcom- 
p u t e r  sys tems.  T h e i r  uses have 
inc luded  i n s t r u m e n t a t i o n  c o n t r o l ,  
data co l lec t ion ,  depa r tmen ta l  o f f i ce  
au tomat ion ,  p roposa l  p r e p a r a t i o n ,  
so f twa re  des ign ,  cou rsewa re  a u t h o r -  
ing,  g r a p h i c s ,  app l i ca t ion  implemen- 
ta t i on ,  n e t w o r k i n g ,  and many more. 
Some e f f o r t  was made to s t a n d a r d i z e  
on a minimal number  of models and 
v e n d o r s  to encourage  compa t i b i l i t y .  
Th is  was modera te ly  success fu l .  

Personal  Compu te r  Plan 

As o u r  academic mainf rame began to 
run  ou t  of spare  cyc les ,  we knew 
tha t  we had to make some real dec i -  
s ions about  the  f u t u r e  d i r ec t i on  of 
compu t i ng  on campus.  We have 
a lways fe l t  t ha t  we d id not wan t  to 
l imit compu t ing  access s ince th is  
wou ld  i n t e r f e r e  w i th  academic 
ass ignments  and s t i f le  expe r imen ta -  
t ion .  Bu t  we could see the t ime 
coming t ha t  con ten t i on  fo r  resou rces  
wou ld  b e c o m e  un reasonab le .  A b o u t  
t ha t  t ime t h e r e  was much d i scuss ion  
about  the  role of persona l  comput -  
ers on an i nd i v i dua l  bas is .  A f t e r  
much p l a n n i n g  w i th  the f a c u l t y ,  the 
dec is ion was made to i n t r o d u c e  a 
persona l  compu te r  plan w i th  f r e s h -  
men in ou r  Science and System 
P lann ing  c u r r i c u l a .  Th is  r e p r e -  
sented abou t  20% of o u r  incoming 
f reshman c lass.  A committee was 
c h a r t e r e d  to eva luate  and recom- 
mend the  spec i f i c  sys tems w i t h i n  
ce r ta in  gu ide l i nes  f o r  f u n c t i o n a l i t y  
and p r i ce .  The  g r o u p  also coo rd i -  
nated the e f f o r t  to de te rm ine  wh ich  
courses  wou ld  be modi f ied to in te -  
g ra te  use of the  persona l  compu te rs  



t h r o u g h o u t  the en t i r e  foul" yea rs .  
A p p r o p r i a t e  f a c u l t y  members were  
i den t i f i ed  to p a r t i c i p a t e  and the  
p ro jec t  ga ined momentum. A f t e r  
much p l ann ing  and p r e p a r a t i o n ,  we 
were  opera t iona l  w i th  the plan in 
September  1982 as a pioneer" of such 
an e f f o r t .  T h r o u g h o u t  the academic 
yea r  its p r o g r e s s  was mon i to red  and 
eva lua ted  f o r  poss ib le  expans ion  to 
inc lude  all f reshmen th is  year .  As a 
para l le l  e f f o r t ,  an ex tens i ve  eva lua-  
t ion of h a r d w a r e  and so f twa re  
a l t e rna t i ves  was u n d e r t a k e n .  Ou r  
o r i g ina l  choice of system fo r  last 
y e a r  was the  A ta r i  800. After" con-  
s ide rab le  d i scuss ion  and eva lua t ion ,  
i t  was conc luded  tha t  the A ta r i  d id 
not  inc lude all the f u n c t i o n a l i t y  
r e q u i r e d  by  ou r  Eng inee r i ng  c u r -  
r i cu lum,  a l t hough  it was a v e r y  
reasonable  system fo r  o the r  env i -  
ronments .  

Ear ly  in the academic yea r  a l is t  of 
c r i t e r i a  was f o rmu la ted ,  i d e n t i f y i n g  
most of the areas of conce rn ,  know-  
ing tha t  no machine was l i ke ly  to 
meet them all.  Th is  l is t  became the 
f r a m e w o r k  of an eva lua t ion  process  
t h a t  was used f rom all pe r spec t i ves  

- h a r d w a r e  and so f tware  ava i lab i l -  
i t y ,  r e l i ab i l i t y ,  ma in ta i nab i l i t y ,  
app l i ca t ions  and u t i l i t i es ,  ease of 
use, g r a p h i c s  capab i l i t i es ,  compat i -  
b i l i t y  w i th  e x i s t i n g  campus sys tems,  
n e t w o r k i n g  po ten t ia l ,  system pe r -  
fo rmance,  cost ,  and numerous  o th -  
e rs .  Tests  were  conduc ted  on v a r i -  
ous systems f rom s imi lar  
pe rspec t i ves  to de te rm ine  ease of 
l ea rn ing ,  ease of use, user  f r i e n d -  
l iness,  t ime and e f f o r t  r e q u i r e d  to 
complete t asks ,  cou rsewa re  and 
t oo l k i t  deve lopment  r e q u i r e m e n t s .  
A f t e r  several  months the f ie ld  na r -  
rowed as systems lacked impor tan t  
f u n c t i o n a l i t y .  T h r o u g h o u t  the  p ro -  
cess cons ide rab le  e f f o r t  wen t  to 
keep ing  all segments of the commu- 
n i t y  in formed wh i le  the f a c u l t y  was 
ac t i ve ly  p a r t i c i p a t i n g  in the  deve l -  
opment  of the p lan.  Th is  he lped 
mainta in the  h igh level of 

en thus iasm about  the plan and was 
i ns t rumen ta l  in the e f f o r t  to plan 
and deve lop the  methodo logy  
r e q u i r e d  fo r  a success fu l  implemen- 
ta t ion .  

D u r i n g  the  same time per iod  as the  
eva lua t ion  of the sys tems,  e labora te  
p lans were  made fo r  the deve lop -  
ment of persona l  c o m p u t e r - r e l a t e d  
mater ia ls  for" use w i th  i n t r o d u c t o r y -  
level courses .  For many years  these 
courses  were  t a u g h t  based on s tu -  
den t  access to t imesha r i ng  and 
batch p rocess ing  on the  DECsys -  
tern-10. A new approach  had to be 
deve loped based on the  new h a r d -  
ware  and so f twa re  as well as the  
change in access. S tuden t s  wou ld  
no longer  have to compete to gain 
access to a te rmina l  o r  system job 
s lot .  A lso,  system response  was no 
longer" a va r iab le .  With each s t u d e n t  
hav ing  an i n d e p e n d e n t  microcom- 
puter ' ,  these prob lems wou ld  no 
longer" be re levan t .  Of course ,  
m ic rocompute rs  have t h e i r  own un i -  
que set of p rob lems,  some of wh ich  
we p r o b a b l y  have yet  to d i scove r .  
C lea r l y  t hey  are not a cu re -a l l  f o r  
all the headaches re la ted to comput -  
ing,  a l t hough  t hey  seem to have the  
potent ia l  to meet a subs tan t i a l  num- 
ber  of needs w i th  reasonable  so lu-  
t ions .  Th is  sounds  a b i t  idea l i s t i c ,  
bu t  we feel t ha t  we are at the  
b e g i n n i n g  of a new day  in comput -  
ing h i s t o r y .  Related to be ing  new is 
the expec ta t ion  tha t  we wil l  have to 
be p ioneers  in so f twa re  deve lop -  
ment.  C o u r s e w a r e  and tools are 
not  v e r y  soph i s t i ca ted  at th i s  t ime. 
We are a t t emp t i ng  to do such deve l -  
opment  us ing  the  persona l  comput -  
e rs ,  bu t  f i nd  we st i l l  need to use 
mini and mainf rame systems f o r  
some major deve lopment  e f f o r t s .  

Th is  yea r  we chose the  Dig i ta l  
Equ ipment  Co rpo ra t i on  Profess iona l  
325 as the s t u d e n t  sys tem.  Its con-  
f i g u r a t i o n  wi l l  i nc lude  256 KB of 
memory,  dual  400 MB f l o p p y  d i sk  
d r i v e s ,  and a f l oa t ing  po in t  
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accelerator. The software will 
include the P/OS operat ing system, 
BASIC, FORTRAN, and Prose, a 
tex t  ed i to r /word  processor. Faculty 
members will have access to PC 325 
systems as well as PC 350's which 
also have Winchester disk dr ives.  
The ent i re campus will have access 
to at least a dozen such microcom- 
puters publ ic ly  available in a micro- 
computer center laboratory.  This 
center will have the basic units 
along with an ar ray of per ipherals 
and accessories. Also incorporated 
in this fac i l i ty  will be a number of 
Atar i  systems for  the convenience 
of those students and facu l ty  asso- 
ciated with the class of 1986. 

In general,  some of the major, yet  
specif ic, considerat ions pertained to 
cost, maintenance, services, pur -  
chase agreement/contracts,  f inanc-  
ing, seminars, pub l ic i ty ,  software 
development oppor tun i t ies ,  access to 
advance information on related 
fu tu re  products,  and par tnersh ip  
possibi l i t ies. 

System Character is t ics 

In an ef for t  to evaluate the various 
systems equal ly,  a l ist of technical 
character is t ics was compiled to be 
able to make equitable comparisons. 
The fol lowing were the major ele- 
ments of this l ist: 

Considerations 

During an extensive evaluation 
period the technical considerat ions 
of many systems were reviewed and 
analyzed. As the result  of this 
process, the l ist of potential sys- 
tems was reduced to about six. 
These systems were invest igated on 
a much more detailed level including 
extensive experimentat ion with the 
hardware and software and in depth 
discussions with the vendors 
regarding non-technical aspects of 
the personal computer plan. In the 
final analysis, there were three 
major areas of considerat ion: 

Arch itectu re 
Memory size 
Storage mode/capacity 
Disp lay/graphics 
Keyboard 
Operat ing system 
Bus s t ruc tu re  
Uti l i t ies 
Expandab i l i t y /up9radab i l i t y  
I/O interface 
Pro9rammin 9 lan9uages 
Software avai labi l i ty  
Portabi l i ty  of hardware 
System documentation 
Networking capabi l i ty  
Future plans 
Suppor t /main ta inab i l i t y  

• Technical capabil it ies - including 
all aspects of the hardware and 
softwa re. 

Philosophic and Practical 
Issues/Quest ions 

• Management capabil i t ies - includ- 
ing the abi l i ty  of the vendor to 
meet our computing needs effec- 
t ive ly  and be able to support  and 
nu r tu re  a long term inst i tut ional  
par tnersh ip .  

Dur ing the course of preparat ion 
for  the personal computer plan a 
l ist of quest ions/ issues was gener-  
ated. They included: 

• Should the plan be implemented? 

• Image - including the reputat ion 
and stabi l i ty  of the vendor and 
the expected perception of the 
personal computer plan by the 
world. 

• What should the personal com- 
puter  system do? 

• Could a programmable calculator 
accomplish the same purpose? 
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• What are the  i m p o r t a n t / e s s e n t i a l  
fea tu res?  

• What are the language cons ide ra -  
t ions? 

• What wou ld  the  po ten t ia l  impact  
be on use of the DECsys tem-10? 

• How wi l l  use of the  persona l  com- 
p u t e r s  re la te to ou r  Honor  Sys-  
tem? 

• What shou ld  the cost  to the s tu -  
den ts  be? 

• How wil l  we hand le  sales, d i s t r i -  
b u t i o n ,  and main tenance of sys -  
tems? 

op t ions  f o r  the  ma in tenance of the  
systems and conc luded  tha t  an on-  
campus serv ice  program was most 
feas ib le .  To al low c o n t i n u o u s  access 
to the  persona l  compu te rs ,  un i t s  
wou ld  be p r o v i d e d  on loan when 
un i ts  r e q u i r e d  more compl icated 
repa i r s  than simple board  swaps .  
O t h e r  areas be ing  add ressed  are 
d o r m i t o r y  renova t ions  to al low f o r  
i n c o r p o r a t i o n  of the  sys tems,  cam- 
pus n e t w o r k i n g ,  f inanc ia l  p l a n n i n g ,  
p r e - f r e s h m a n  ac t i v i t i es ,  and con-  
s tan t  a t t en t i on  and rev iew of ac t i v i -  
t ies by  both the Compu te r  P lann ing  
and Opera t iona l  Commit tees.  

Conc lus ion  

• What are the  non-academic  
impacts on s tuden ts?  

• What wi l l  be needed in c u r r i c u l u m  
deve lopment  and f a c u l t y  i nvo lve -  
ment? 

We bel ieve t ha t  we have add ressed  
these  issues s u f f i c i e n t l y  to feel re l -  
a t i ve l y  con f i den t  about  o u r  e f f o r t s .  

Ins t i tu te  Commitments 

I t  was recogn ized  t ha t  the  I n s t i t u t e  
wou ld  have to make some major 
commitments if the persona l  com- 
p u t e r  plan was to be implemented 
and expec ted  to succeed.  Systems 
had to be acqu i red  and d i s t r i b u t e d  
to f a c u l t y  members invo lved  in 
cou rsewa re  deve lopment  and course  
mod i f i ca t ion .  A lso,  s i g n i f i c a n t  
deve lopment  t ime f o r  f a c u l t y  had to 
be recogn ized  and f u n d e d .  A d d i -  
t iona l  systems had to be avai lab le to 
enhance the  compu t ing  e n v i r o n m e n t .  
A m ic rocompute r  cen te r  was p lanned  
and es tab l i shed .  It  i nc ludes  numer -  
ous systems w i th  assoc iated d i s k s ,  
ha rd  copy dev ices ,  communicat ions 
fac i l i t i es ,  add i t iona l  so f twa re ,  etc.  
Th is  cen te r  wi l l  be ava i lab le  f o r  
genera l  use. We i nves t i ga ted  many 

We have learned a lot d u r i n g  the  
last two yea rs .  The  past  yea r  has 
been a success fu l  l ea rn ing  e x p e r i -  
ence. The class of 1986 wi l l  con-  
t i nue  to use t h e i r  systems t h r o u g h -  
out  t h e i r  f o u r  yea rs .  We have not 
forgotten them as we prepare for 
the class of 1987. E f fo r t s  are 
u n d e r w a y  to deve lop so f twa re  fo r  
advanced  courses  and con t i nue  the  
i n t eg ra t i on  p rocess .  A t  th i s  po in t  
in t ime we are heav i ly  invo lved in 
c o u r s e w a r e  deve lopment  to p r e p a r e  
fo r  the fal l  semester .  We have held 
p r e - f r e s h m e n  o r i en ta t i on  sessions to 
acqua in t  s t u d e n t s  w i th  the  new sys -  
tems. Financial  cons ide ra t i ons  have 
been a d d r e s s e d .  Dormi to r ies  are 
be ing  renova ted .  System u t i l i t y  
deve lopment  is p r o g r e s s i n g  i n c l u d -  
ing n e t w o r k i n g  so f twa re .  A t  long 
last we are anx ious l y  awa i t i ng  the 
a r r i va l  of o u r  persona l  compu te rs .  
We now move into the  nex t  phase of 
the plan b e g i n n i n g  w i th  d e l i v e r y ,  
checkou t ,  s to rage ,  d i s t r i b u t i o n  of 
near l y  600 sys tems.  Ou r  en thus iasm 
is h igh as we awai t  th i s  d e l i v e r y  
and hope t ha t  the  p r o d u c t  of o u r  
mar r iage  of conven ience  wi l l  l ive up 
to ou r  expec ta t i ons .  

Ethernet is a trademark of Xerox 
Corporation. DE C s y stem- 10, 
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