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I N T R O D U C T I O N  

This paper contains information on file general  cha rae t e r -  

i s t ics  of the Control Data Corporation, M_DM Communica-  

tions Division M1000 Communications Message Switching 

System. 

It is the intent of this paper to discuss  the analytic sys t ems  

approach to the problem that led to the building of unique 

hardware  and software to resolve  the message  handling func- 

t ions. The M1000 hardware  and software sys tem features  

a re  discussed in the paper.  

The M1000 Communications Switching System allows f ront-  

ending, stand-alone message  switching and remote  batch 

entry.  



-379- 

ON-LINE COMMUNICATIONS AND THE COMPUTER 

PROBLEM ANALYSIS AND SYSTEM DEFINITIONS 

The definition of the scope of a data communicat ions r equ i r emen t  is one of the 

most  difficult  tasks  a sys tem des igner  is faced with. If the budget were  an open 

check book, the ef for t  would be s imple.  However,  we all r ea l i ze  that this utopian 

event  is r a r e l y  available.  One must  always fit the task to pa r t i cu la r  budgets. 

Exper ience  has shown that p r i o r  to any pr ic ing act ivi ty one must  careful ly  ana-  

lyze  the communicat ions r equ i remen t s  and functionally define each e lement  to 

a r r i v e  at a workable  configuration. During this per iod ,  the following questions 

should be answered:  

1. How to design and build a computer ized  communicat ions sys tem for  the 

communicat ions environment .  

2. How to design the sys tem with the r equ i r emen t  of open ended growth f rom 

both the ha rdware  and sof tware  viewpoints. 

3. How to design and build a sys tem that is eff icient  within i t se l f  in o r d e r  

that in the final r e su l t  the sys tem is cost  competi t ive.  

4. Source data form and cha rac t e r i s t i c s :  

a. Media {i .e . ,  m a g n e t i c t a p e ,  ca rds ,  paper  tape, e tc . )  

b. Charac te r  code set  

c. Volume pe r  unit t ime,  both peak and average .  

5. Traf f ic  distribution: 

a. Routing (single, mult iple ,  or  group address ing  r equ i r ed? )  

b. Sorting (allowable dest inations as a function of data origin). 

6. Response requ i rements :  

a. Turnaround t ime,  ques t ion /answer  t ime 
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b. His tory  r e q u i r e m e n t s , o r h o w  far  back must  one access  fi le 

or  p e r f o r m  an update. 

Throughput: 

a. Peak r e q u i r e m e n t ,  usually a shor t  t ime in terva l  

b. Typical  average  day or month. 

Communicat ions re l iabi l i ty :  

a. To l e r ance  to human e r r o r  

b. To l e r ance  to equipment fa i lure  or  a function of availabil i ty des i red .  

(1) Seven-day week,  24-hour  day, without down t ime 

(2) Eight-hour  day,  without down t ime 

(3) To le r ance  other  than ftfll e ight-hour  day. 

Expansion r equ i r emen t s :  

a. Funct ions,  such as the serv ic ing  of new t e rmina l s ,  m e s s a g e  con-  

t ro l ,  and message  process ing  requ i rement s .  

b. Capacity,  the abil i ty to add the new te rmina l s  of sof tware  fea tu res  

while maintaining the n e c e s s a r y  throughput and r e sponse  t imes .  

If one examines  some of the above points in detail ,  the following c h a r a c t e r i s t i c s  

should evolve: 

1. Source data form and characteristics. 

If a wide variety of terminal devices are used, code sets, data transmis- 

sion speeds, device control, and error handling requirements will require: 

a. Extensive control software in any computer to avoid system crashes 

with attendant down times. 

b. Memory space to meet required device response times and proces- 

sing transmission speed buffering. 

e. Various grades of conm~m~ications cham~els to meet the various 

data t r ansmis s ion  speed requ i rement s .  
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d. Secondary storage space to provide the necessary space for queuing 

or protecting peak character loads. 

Traffic distribution. 

In an on- l ine  commlmications environment  the distr ibution of t raff ic  will 

vary  by the hour or  day. Pa r t i cu la r  t e rmina ls  may genera te  peaks at  dif-  

fe rent  t imes  and a re  genera l ly  affected by daily business  pa t te rns .  The 

end design must  be able to adapt to these conditions by rea l locat ing  space. 

and t ime on-l ine.  

Typical  control  techniques which may be applied are:  

a. Secondary or  a l t e rna te  routing paths 

b. Reallocat ion of chmmel t ime by control l ing te rmina l  t ime on/of f  

on a given channel 

c. Controlling de l ive r ies  by p r io r i t i e s .  

All of these  r equ i r emen t s  a r e  genera l ly  control led by sof tware.  However,  

in some cases ,  a combination of hardware  and sof tware  -- if applied to the 

p roper  p rob lem -- can mid will solve the problem.  

Response t ime requ i rement s .  

The p r e sen t  pace of indust ry  dic ta tes  ready ,  accura te  answers ,  whether  one 

is solving scient if ic  p rob lems  or  inquiring to a data base regard ing  a p a r -  

t icular  c red i t  card .  Response t ime or  turnaround t ime becomes  an impor -  

tant sy s t em c r i t e r i a .  

Ready response  t ime will r equ i re :  

a. High data t r ansmiss ion  ra t e s ,  hence higher  cos t  communicat ions 

channels.  

b. Fas t  internal  p rocess ing  so that the file p roce s s  t ime is significantly 

less  than the t r ansmiss ion  line t ime.  As an example,  if the communi -  

cat ions channel data ra te  is 300 c h a r a c t e r s  pe r  second, a 30 -cha rac t e r  
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i nqu i ry  only  r e q u i r e s  0.1 second  to t r a n s m i t .  I f  an a n s w e r  o r  r e -  

s p o n s e  is  300 c h a r a c t e r s  in l eng th ,  the r e t u r n  t r a n s m i t  t i m e  is  1 

s econd .  If the  f i le  p r o c e s s i n g  t i m e  is  1 s e c o n d ,  the  to ta l  t u r n a r o u n d  

t i m e  i s :  

TiN = 0.1 second  

T F p  = 1.0 second  

TOU T = 1.0 s econd  

2.1 second  

(Display t i m e  a s s u m e d  to b e  

o v e r l a p p e d  wi th  t r a n s m i s s i o n  

t i m e  and equal  to the t r a n s -  

m i s s i o n .  ) 

If  the  da ta  t r a n s m i s s i o n  r a t e  w e r e  doubled to 600 c h a r a c t e r s  p e r  

s econd  (4800 b i t s  p e r  s econd  wi th  8 b i t s  p e r  c h a r a c t e r ) ,  the to ta l  

tu rnarom~d t i m e  would b e  r e d u c e d  to 1.6 s econd .  H o w e v e r ,  no te  

tha t  the  t i m e  c o n s u m e d  is  the  f i le  p r o c e s s i n g  t i m e ,  not  the  c o m -  

m u n i c a t i o n  t i m e .  

H e n c e ,  s i n g l e - s t a t i o n ,  f a s t  r e s p o n s e  t e r m i n a l s  a r e  not  e f f i c i en t  in t e r m s  of  

c o m m u n i c a t i o n s .  The  g e n e r a l  p r a c t i c e  on t h e s e  t ypes  of t e r m i n a l s  i s  to c o n -  

ceo~trate N t e r m i n a l s  on one l ine  to d e r i v e  the n e c e s s a r y  r e s p o n s e  t i m e  whi le  

m a i n t a i n i n g  low l ine  c o s t s .  

I f  one  w e r e  to s e t  up a c r e d i t  check ing  fac i l i ty ,  f i le  p r o c e s s i n g  t i m e s  and 

c o m m u n i c a t i o n s  channel  load ing  need  c a r e f u l  a t t en t ion  to avoid  high l ine  c o s t s .  

L a r g e  f i l e s  wi l l  g e n e r a l l y  r e q u i r e  m o r e  t i m e  to p r o c e s s .  H e n c e ,  the  d e s i g n e r  

m u s t  c o n s i d e r  the f i le  p r o c e s s  t i m e  when ba l anc ing  channel  l o a d s .  

T h r o u g h p u t .  

R e s p o n s e  t i m e  mad th roughpu t  a r e  g e n e r a l l y  d i s c u s s e d  u n d e r  one  head ing  - -  

R e s p o n s e  T i m e .  A low th roughpu t  s y s t e m  wil l  i n c r e a s e  r e s p o n s e  t i m e .  
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If one is conversing with a data base,  file process  t ime and chamml loading 

are essent ia l  considerations.  

If one is concerned with t ransmi t  t ime between point of origin and dest ina-  

tion, queuing delays must  be considered.  The desig]~er has tim choice of 

queuing at  a central  point or causing outstation queuing during pe ik  condi- 

tions. The second choice will allow the use of smal le r  secondary s torage 

units. However, if sufficient input and output channel capability is provided, 

the sys tem queues a re  minimized,  although channel costs may be high. 

To ensttre that the sys tem will not be identified as a message  delay point, 

due to large queuing peak and average volumes, per unit t ime should be es t i -  

mated under normal  as well as abnormal conditions. The typical underes t i -  

mation is the condition where a destination data sink fails.  A large sys tem 

queue builds up and bogs down the whole sys tem.  The destination sink is 

fixed. Data is dumped. The sink fails.  The queue grows. Somebody makes 

a decision to a i rmai l  the data. 

Experience has shown that the sys tem throughput requi rement  is always under-  

est imated.  The basic reason is that as the sys tem provides bet ter  serv ice ,  

applicational loads will r i se  unexpectedly. 

Communications rel iabil i ty.  

The degree of service  desired by any on-line sys tem depends on the par t icu lar  

business demands. As an example, a brokerage f i rm may have short  opera t -  

ing hours ,  but any sys tem failure will ser iously affect the buy and sell volume 

per day. 

An air l ine is concerned with proper  del iveries  of reserva t ions  information,  

operations messages ,  maintenance data and schedules,  on an around the clock 

b~/sis. 
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An automated c red i t  bureau is concerned with ready rep ly  during business  

hours .  

A t i m e - s h a r i n g  faci l i ty  mus t  provide  re l iable  s e rv i ce  on demand. 

The common c a r r i e r s  mus t  provide round the clock se rv i ce  Without causing 

undue delays  while continuously expanding the network.  

The n e c e s s a r y  re l iab i l i ty  f rom an on-l ine data communicat ions  sys tem can 

be der ived  i f  some of the following considera t ions  a re  included in the design 

analysis :  

a. Is the sof tware  capable of handling a wide range  of e r r o r  capabi l i ty?  

(1) Httman e r r o r  - ope r a to r s  make  mis takes .  What action 

should the sys t em take ? 

(22) Machine e r r o r  - digital computers  a r e  not complete ly  digital.  

Core  m e m o r y ,  disc f i les ,  and magnet ic  tape s torage  units 

involve analog to digital signal convers ion.  An e r r o r  ra te  

does exist .  The sof tware  mus t  recognize  this fact  and include 

provis ions  for e r r o r  protect ion.  Also,  provis ions  should be 

included for subsys tem fai lure  detect ion and r e c o v e r y  to avoid 

total fa i lure  due to subsys tem fai lure  o r  power  loss .  

b. Is the ha rdware  designed for a communicat ions  envi ronment?  

In te rmi t ten t  outages can be avoided if the hardware  and /o r  its power 

source  is designed to withstand shor t  power line in te r rupts .  

Communicat ions  in te r face  equipment mus t  be designed to be com-  

pat ible  with common c a r r i e r  p rac t i ces  to avoid t ime consuming 

chmmel outages.  
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d. 

Is the communication con t ro l le r  software desigl~ed to readi ly  accept  

new fea tures  ? 

Any addition of p r o g r a m m e d  fea tures  genera l ly  r equ i r e s  careful  

integrat ion and listing. 

The sof tware  should be able to readi ly  accept  a new r equ i r emen t  in 

such a manner  that the total sys tem is not disabled during the in te-  

gra t ion  interval .  

Is the sys tem re l iabi l i ty  compromised  as the sys tem grows ? 

The predic t ion  of growth for mos t  on- l ine  sys tems  has been se r ious ly  

underes t imated .  Data p rocess ing  needs always inc rease  and unfor -  

tunately the need to commtmicate also inc reases .  

As pointed out e a r l i e r ,  it is somet imes  des i rab le  to t r e a t  the needs 

independently so that each may grow without hamper ing the o the r ' s  

growth. 

Whatever  choice is made,  se r ious  thought should be d i rec ted  towards 

what effect  any expansion r equ i r emen t  will have on overa l l  re l iabi l i ty .  

As an example,  if N acces se s  to secondary  s torage  a r e  r equ i red  to 

mee t  message  protec t ion  needs for  a g ivendata  or  message  r a t e  it  is 

quite obvious that the remaining acce s se s  requ i red  for data p r o c e s -  

sing will not be avai lable  when the data ra te  inc reases .  The converse  

a rguement  is also t rue.  

Expansion r equ i r emen t s .  

The expansion of an on- l ine  data communicat ion sys tem genera l ly  occurs  in 

two a reas :  

a .  Addition of new te rmina l  types and cor responding  communicat ions  

ehammls. 
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b. Addition of special software such as forms control. 

Both cannot be clearly separated f~mctionally as forms handling will also 

affect the chmmel control procedures (such as calling all receive-only 

stations, confirming they are there, and then sending the message). 

Any feature additions will affect throughput as more computer instructions 

per message will be required. Also, space must be allocated for the soft- 

ware. If more accesses are required to secondary space, the effect on 

throughput will be higher. 

Initial planning must include provisions for features. Programming and 

hardware cost trade-offs must be made. 

Although the consideration list is small, one will find that the answer deri- 

vation process must be accomplished in an orderly, well-specified manner 

to avoid poor data service. 

With this list of considerations in mind, one can see what a system design 

must focus its attention towards if, in fact, the system to be designed is go- 

ing to solve the problems facing the front-end: stand-alone message switch- 

ing and remote batch entry users of today's growing marketplace. 

WIIAT THE MDh{ COMMUNICATIONS MI000 COMPUTER S~AqTCHING SYSTEM IS 

AND WHAT IT WAS DESIGNED AND BUILT TO DO 

The MI000 System is a complete, self-contained, pre-programmed data commnnica- 

tion system. No other systems, equipments or programs are required in order to 

perform the various communication tasks. Messages are received, edited, routed, 

translated to other codes as required, delivered or intercepted and stored for later 

retrieval or processing entirely within the confines of the M1000 System. 
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Messages are  switched within fl~e sys tem in a s tore-and- forward  method for the 

purpose of s tand-alone message  switching. Message or job entr ies  are  collected, 

switched, sorted and queued within multi- job queue a reas ,  within the M1000 System, 

in a s to re -and- forward  method for the purpose of front-ending,  or p re -p rocess ing  

for data record  updating and inqui ry / response  applications related to a batch proc-  

essing system.  It sholtld be real ized that,  within the M1000 System, not one appli- 

cation is done withh~ the sys tem,  but ra ther  a multiple of applications can be hml- 

dled wi th in thesame hardware  and software sys tem.  The three major  applications 

that the M1000 System is designed to accommodate are  l is ted as follows: 

1. 

2 .  

. 

Stand-alone message switching for the purpose of u s e r - t o - u s e r  commtmications 

message  switching. 

Information exchanges/EDP front-ending for the purpose of collecting, switch- 

ing, sorth~g and queuing inqui ry / response  applications and data record  update 

information related to l a rge - sca le  data batch process  sys tems.  

Remote, batch entry applications. 

An M1000 System is comprised of one or more  data communications centers  called 

Exchanges. Each Exchange provides communication service for the lines and devices 

which it t e rmhmtes .  When a system consists  of more than one Exchange, the Ex- 

changes are intercommcted by high-speed trunks providing full duplex inter-exchange 

communication at  t ransmiss ion  ra tes  of 9,600 bi ts / second in each direction.  

A n  Exchange is a complex of one or more  identical Exchange Units. In a Mult i -Ex-  

change Unit Exchange, each Exchange Unit terminates  a portion of the l ines ,  shares  

the total traffic load and provides redmldancy for protection against  equipment fai l-  

ures .  Communication between Exchange Units is provided by a disc trm~king proc-  

ess which optimizes intra-exchange communication while maintaining complete t r a f -  

fic protection. 

- 9 -  
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An Exchange Unit consis ts  of a special  purpose  communicat ions p r o c e s s o r ,  core  

and fast  access  disc  memory ,  l ine te rmina t ion  equipment and auxi l iary  m e m o r y .  

The Exchauge Unit is modular  with r e spec t  to these  components  (except the p r o c -  

e s so r  which is a f ixed component of each Exchange Unit), and the kinds and amom~ts 

employed a r e  dependent on the application. 

Two di f ferent  sys t em organizat ions  can be der ived using the M1000 System compo-  

nents ,  a cen t ra l ized  organizat ion or  a dis t r ibuted organizat ion.  The se lec t ion of a 

pa r t i cu la r  sys tem organizat ion depends p r ima r i l y  upon (1) the geographical  d i s t r i -  

bution of the commm~ications network and re la ted  l ine cos ts ,  (2) bulk data t r a n s m i s -  

sion r e q u i r e m e n t s ,  and (33) in te r -communica t ions  r e q u i r e m e n t s  between such high-  

speed t e rmina l s  as  data p rocess ing  cen te rs .  

The cent ra l ized  data communicat ions sys tem consis ts  of a single Exchange t e r m i n -  

ating all of the l ines and t e rmina l  devices in the communicat ion network.  Capabili ty 

is provided for data communicat ion between all te rminal  devices  in the network.  

Additionally, the Exchange nmy t e rmina te  severa l  p rocess ing  computers  providing 

front-ending for the EDP computer  sys tems.  

A dis t r ibuted sys tem consis ts  of two or more  geographical ly  separa ted  Exchanges,  

each of which t e rmina te s  a port ion of the lines and devices  in the total network.  Each 

Exchange in the dis t r ibuted sys tem has the same genera l  communicat ions  capabili ty 

as previous ly  descr ibed  for the cent ra l ized  sys tem.  

Additionally,  h igh-speed,  as well as low-speed devices  can now be t e rmina ted  in two 

or  m o r e  locations and can inter-commm~icate  over  voice grade trunks at the high data 

ra te .  

When high-speed devices  a r e  te rminated  at two Exch~u~ges, bulk data t r an s f e r  can 

take place s imul taneously  with the t r an s f e r  of messages  to and f rom the low-speed  
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lines.  Low-speed line traffic usually has f i r s t  pr ior i ty  on the inter-exchange 

t runks ,  and the bulk data t ransfer  ra te  is reduced,  as required,  by the low- 

speed traffic volume. In some cases ,  the inter-exchange trunks will be lightly 

loaded with low-speed message  t raff ic ,  and, therefore ,  most  of their  capacity 

is available for bulk data. In other cases ,  the trunk is rese rved  for higher 

p r io r i ty  traff ic  during peak hours and the lower pr ior i ty  traffic is accommodated 

during slack hours.  

Each Exchange in an MiO00 System will normal ly  control the l ines connected to it. 

It will issue polls and calls as required,  receive  and evaluate responses and moni-  

tor the lines for e r r o r  conditions. Proper  handling and routing of all messages  is 

accomplished by the MiO00 System using specific sys tem pa rame te r s  entered via 

the console. The MIO00 can also terminate  s ingle-stat ion,  uncontrolled inputs. 

Messages received from any line can be routed (switched) to any station(s) in the 

network if properly addressed. If any station or stations direct messages to just 

one fixed destination, the incoming messages from each such station can be direc- 

ted via implied routing; i. e., the input station implies the message destination and 

the messages need not be addressed. Switched messages with improperly formatted 

addresses will be intercepted by the MiO00 System and delivered to the intercept 

station designated for the input station generating the message. The texts of all 

messages received are delivered to the designated (or implied) outstation(s) with- 

out change except for code translation where required. 

A record of all traffic through each Exchange Unit is maintained in the Exchange 

Unit's internal storage to the limit of its available capacity. Messages so stored 

may be automatical ly re t r ieved from storage by request  f rom any of the outstations 

to which they were  originally directed,  or from the Exchange Control Console. If 

des i red ,  this re t r ieva l  capability is expanded by the use  of extended re t r ieval  on disc 

packs mid journal records  oll magnetic tapes.  
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In some sys tem applications a de-cent ra l ized sw[.tching sys tem (central M1000 

tying one or more  remote  M1000 Systems into one total,  integrated M1000 System) 

has been requi red .  The means by which the subsystems can be tied together,  if 

des i red ,  is a MDM Communications 9600-bit-per-seeond modem which uti l izes a 

Tar i f f  FCC #260 Type 3005 (Schedule 4, Type C4 Faci l i ty  or  its equivalent). 

Inter-exchange t raf f ic  over the 9600-bit-per-second trtmk is highly protected by 

e r r o r  coding and by p rog ram/ha rdware  interlocks and controls associated with the 

trunk. The data r a t e  on the trunk is automatical ly adjusted,  as required,  to take 

advantage of the higf~est ra te  the trulfl~ telephone line will support at any given time. 

Re t ransmiss ion  reques ts  a re  issued automatical ly for blocks of data received in 

e r ro r .  Although normal ly  operating with o~,e par t icular  Exchange Unit at each of 

its t e rmina l s ,  the trm~k will automatical ly switch to another Exchange Unit ~f avai l -  

able) at  ei ther  or  both ends should its normal  terminal  Exchange Unit(s) fail. 

An M1000 System may interface  with a foreign commtmication sys tem or  data proc-  

essing computer .  In these cases  all t r ans fe r s  of information are  initiated by the 

foreign communicat ion sys tem or data processing computer.  

When interfacing with a foreign communication sys tem,  the M1000 System will appear 

as an outstation in the foreign communication sys tem network, responding as appro-  

pr iate  to polls and calls in accordance with the requi rements  of the foreig~ sys tem 

outstation logic. 

When interfacing with a data processing computer, the MIO00 System will normally 

appear as a device on the I/0 channel in the data processing computer system. 

MDM Communications has developed a Local Terminal  Interface Package (LTIP) 

which connects the IBM System 360 computer with the M1000. The LTIP-360 includes 

capabili t ies to connect up to eight S/360 I/O selector  cham~el device ports  to eight 
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M1000 Exchmlgge Units each operat ing independently with overlapping of var ious 

channel communicat ions .  The in te r face  package consis ts  of (see Figure  1): 

1. TIP P r o g r a m .  

The p rog r am res id ing  wifllin the M1000 Exchange requ i red  to stTpport the 

data p roces s ing  computer  in terface .  The TIP  p r o g r a m  passes  or accepts  

data and control  information to and f rom the D .P .  computer  sys tem.  

2. 360 In terconnect  (360 IC). 

The 360 IC is a switching and holding device to logically commct an a d d r e s s -  

able 360 clmnnel device por t  to a uniquely identified Exchange Unit. Co~mec- 

tion is made on a f i r s t  come,  f i r s t  s e rve  basis .  

3. M1000 In ter face  Control Unit (MICU). 

The MICU acts  as the t r ans l a to r  between the data p rocess ing  computer  and 

the M1000. The MICU p e r f o r m s  signal analysis  and provides  device status 

to the D. P. computer .  

4. M1000 In ter face  P r o g r a m  (MIP). 

MIP cons is t s  of a set of mac ros  res iding in the D .P .  computer  to control  I/O 

operat ions  with the M1000 System. The MIP passes  or  accepts  data and con-  

t rol  informat ion to and f rom the M1000. 

Messages  ac r o s s  the computer  in te r face  a re  Mocked to a maximum of 4096 eight-bi t  

bytes.  The M1000 assumes  the respons ib i l i ty  of deblocking messages  wri t ten by the 

D .P .  computer ;  the u s e r ' s  D. P. p rog ram must  p e r f o r m  the deblocking function on a 

r ead  operat ion.  All data t r a n s f e r s  a re  at a minimum of 60,000 bytes per  second to a 

maximmn of 120,000 bytes per  second and a re  pa r i ty  checked by byte.  

All operat ions  ac ro s s  the computer  in ter face  a r e  initiated by the data p rocess ing  com-  

puter .  On D. P.  wr i te  opera t ions ,  the M1000 debloeks the messages  and passes  them 

to the appropr ia te  queues and p roce s se s .  For  each D .P .  read ,  the M1000 passes  a 

single message  or  Mock of messages  to the D . P .  computer .  
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The ha rdware  and sof tware  of the M1000 System was designed to provide  continuity 

of s e rv i ce  in the p r e s e n c e  of equipment  and communicat ion line fa i lu res .  Techn i -  

ques for coping with fa i lures  in each of the majo r  por t ions  of the sys tem a r e  d i s cus -  

sed separa te ly .  

The connect ions provided  for backup of one Exchange Unit by an a l te rna te  a re  shown 

in F igure  2. Com~ections to the l ines and devices for which an Exchange Unit has 

p r i m a r y  respons ib i l i ty  a r e  shown as ver t i ca l  l ines while the secondary  connections 

a r e  diagonal l ines .  

Each communica t ion  p r o c e s s o r  is connected to one bank of line modules for  which 

it has p r ime  respons ib i l i ty  and to another  bank for which it has secondary  r e s p o n s i -  

bili ty.  A ~vo-phase  clock provides  the means for sharing acces s  to a single bank of 

modules by the a l t e rna te  and p r i m e  p r o c e s s o r .  

Each communicat ion p r o c e s s o r  may have assoc ia ted  with it a t r a n s m i t t e r / r e c e i v e r  

for h~ter-exchange t raff ic  on a voice bandwidth trunk. A t r a n s m i t t e r / r e c e i v e r  switch, 

under control  of  the moni tor  unit, connects  the outgoing trtml~ line e i ther  to the t r a n s -  

m i t t e r / r e c e i v e r  in the Exchange Unit having p r ime  respons ib i l i ty  for the trtmk, or  to 

the t r a n s m i t t e r / r e c e i v e r  in the adjacent  Exchange Unit having secondary  respons ib i l i ty  

for  the trunk.  

Through the disc a cce s s  con t ro l l e r ,  each Exchange Unit in the Exchange has access  

to each disc file in the Exchange. This p rovides  for intra--exebange t raff ic  trunking 

and for  redundant  record ing  of t raff ic  for  backup. 

Through the disc pack access  units,  each Exchange Unit in the Exchange has access  

to each disc pack dr ive  in the Exchange just  as with each disc file. 

Figure  3 i l lus t ra tes  the logical  organizat ion of a Mult i -Exchange Unit Exchange. An 

undersl~mdh~g of  this organizat ion mad of how Exchange Unit ful~ctions a r e  redundantly 
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dis t r ibuted through an Exchange is basic to an tmderstanding of file se rv ice  contin-  

uity and t raff ic  pro tec t ion  fea tures  of the M1000. Subsequent paragraphs  will de -  

sc r ibe  this logical  organizat ion and will r e la te  it to tim physical  organizat ion of the 

Exchange. It is of pa r t i cu la r  impor tance  that the d i f ferences  between the logical 

and physical  orgtmizations be c lea r ly  understood.  

The set  of p r o c e s s e s  normal ly  assoc ia ted  with an Exchange Unit in conjunction with 

thei r  assoc ia ted  tables  and queues,  compr i se  a control  function. As shown in Figure  

3, each control  flmction has an assoc ia ted  logical disc sys tem and an associa ted  line 

group. Thus,  for  example,  Control Function N is associa ted  with Line Group N and 

with Disc System N. As indicated in the f igure,  only Control Ftmction N can both 

t r ansmi t  (or write)  to and r ece ive  (or read) f rom Line Group N or  Disc System N. 

However,  Control Function N+i can r ece ive  f rom the non-contro l led  lhms of Line 

Group N and any control  function can read f rom any disc via the disc trunk. 

F igure  4 shows file re la t ionship  between the logical and physical  organizat ion of an 

Exchange Unit. Each physical  Exchange Unit (the i tems a r r ayed  ver t ica l ly  under the 

heading "Exchange Unit" on the figure) consis ts  of three  major  e lements  as shown: 

a l ine group,  a communicat ion p r o c e s s o r ,  and a physical  disc unit. The logical  disc 

sys tem assoc ia ted  with a control  function consis ts  of two e lements ,  one in each of 

two adjacent  disc nnits. As shown in Figure  4, the disc sys tem for Control Function 

N consis ts  of a port ion of Disc N and a port ion of  Disc N+i. These  two por t ions  a re  

used to s to re  identical  information providing each control  ftmction with a redundant  

copy of the informat ion it r equ i r e s  to s e rv i ce  its line group. Since the two sets  of 

informat ion a re  identical ,  e i ther  Disc N or  Disc N+i can fail without in terrupt ing the 

serv ic ing  of Line Group N. In a like mmmer ,  any disc in the Exchange can fail with-  

out in terrupt ing the s e rv i ce  of any line group. 

As fi~rther i l lus t ra ted  in the f igure,  a pa r t i cu l a r  control  function may be act ivated in 

e i ther  of two physica l  Exchange Units or  p r o c e s s o r s .  Thus,  for  example,  CFN may 



-394- 

O N - L I N E  COMMUNICATIONS AND TI IE  C O M P U T E R  

be  a c t i v e . i n  e i t h e r  P r o c e s s o r  N o r  in P r o c e s s o r  N+i .  N o r m a l l y ,  i t  wil l  b e  a c t i v e  

on ly  in P r o c e s s o r  N as  ind ica ted  by the sol id  e n c l o s u r e  in tha t  p r o c e s s o r  in the  

f i g u r e .  I t o w e v e r ,  in the even t  P r o c e s s o r  N is  out of  s e r v i c e  f o r  any r e a s o n ,  CFN 

wi l l  b e  a c t i v a t e d  in P r o c e s s o r  N+i  a s  ind ica ted  by the dot ted  e n c l o s u r e  in the f i gu re .  

(For  c e r t a i n  p u r p o s e s ,  to b e  d i s c u s s e d  in a l a t e r  p a r a g r a p h s ,  CFN m a y  be  l ocked  

out  o f  e i t h e r  o r  bo th  p r o c e s s o r s  under  m a n u a l  con t ro l .  ) 

E a c h  c o n t r o l  func t ion  inc ludes  a s e t  of  t ab l e s  mad queues  which p r o v i d e  all  the i n f o r -  

m a t i o n  r e q u i r e d  b y  tha t  con t ro l  funct ion to con t ro l  and s t o r e  the  t r a f f i c  of  i t s  a s s o c i -  

a t ed  l ine  g roup .  A con t ro l  funct ion is  a w a r e  of  only  one se t  of t a b l e s  and queues  bu t  

d u p l i c a t e  s e t s  a r e  m a i n t a i n e d  unde r  h a r d w a r e  con t ro l .  T h e s e  dup l i ca t e  s e t s  a r e  m a i n -  

t a ined  in e a c h  of  the  two e l e m e n t s  of  the con t ro l  f m m t i o n ' s  d i sc  s y s t e m  p r e v i o u s l y  d e -  

scrf l~ed,  the p r i m e  and copy  a r e a s .  Con t ro l  Funct ion  N, fo r  e x a m p l e ,  s e r v i c e s  i t s  

l i n e s  f r o m  a s i ng l e  l og i ca l  s e t  of  t ab l e s  and queues .  The  p h y s i c a l  se t ( s )  a c t u a l l y  e m -  

p l o y e d  a r e  e s t a b l i s h e d  unde r  h a r d w a r e  con t ro l .  N o r m a l l y ,  anyth ing  l o g i c a l l y  w r i t t e n  

by  C F N  wi l l  be  p h y s i c a l l y  w r i t t e n ,  by  h a r d w a r e ,  to bo th  the p r i m e  and copy  a r e a s  of  

C F N  and anyth ing  l og i ca l l y  r e a d  by  CFN wil l  by p h y s i c a l l y  supp l i ed  f r o m  the f i r s t  of  

C F N ' s  a r e a s  a v a i l a b l e .  If p h y s i c a l  Disc  N should  fa i l ,  the copy a r e a  in Disc  Unit  N+i  

on ly  wi l l  be  used .  If p h y s i c a l  Disc  N+i  should fa i l ,  the  p r i m e  a r e a  in Disc  Unit N only  

wi l l  be  used .  C F N  o p e r a t e s  i den t i ca l ly  in a l l  c a s e s ,  u n a w a r e  of w h e t h e r  one  d i s c  o r  

bo th  d i s c s  a r e  be ing  used.  

Exchange  Unit f a i l u r e s  can  o c c u r  in t h r e e  generM, ways :  l ine  g r o u p  e l e m e n t  f a i l u r e ,  

p r o c e s s o r  f a i l u r e  o r  d i sc  f a i l u r e .  F a i l u r e  of  all e l e m e n t  in a l ine  g roup  c a u s e s  i n t e r -  

r u p t i o n  of  s e r v i c e  to the l ine  a s s o c i a t e d  wi th  tha t  e l e m e n t  only .  S e r v i c e  to a l l  o t h e r  

l i ne s  ~n the s y s t e m  con t inues  m~in tc r rup ted .  F a i l u r e  of a p r o c e s s o r  o r  of a d i sc  in 

an  Exchange  cont}aining two o r  m o r e  Exchange  Units  p r o d u c e s  no i n t e r r u p t i o n  of  s e r -  

v i c e  due to. the  r a m m e r  in which  Exchange  Unit func t ions  a r e  redm~dant ly  d i s t r i b u t e d  

a s  p r e v i o u s l y  d e s c r i b e d .  The  new log i ca l  o r g a n i z a t i o n s  to which  th is  E x c h a n g e  a u t o -  

m a t i e a l l y  r c c o n f i g u r e s  i t s e l f  in the even t  of t h e s e  f a i l u r e s  a r e  d e s c r i b e d  be low.  
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F i g u r e  5 shows the  log ica l  orgm~izat ion  of an Exchemge when a p r o c e s s o r  has  fa i led  

( P r o c e s s o r  N). A t  the t i m e  of  f a i l u r e ,  Con t ro l  Funct ion  N, then ac t ive  in P r o c e s -  

so r  N, went  out o f  s e r v i c e  wi th  the p r o c e s s o r ,  t t o w e v e r ,  CFN is  s u b s e q u e n t ! y  a c t i -  

va ted  in P r o c e s s o r  N+i  and con t inues  s e r v i c i n g  i ts  l ine  g roup  us ing  i ts  own d i sc  

s y s t e m  as  i nd ica t ed  in F i g u r e  5. As  ind ica ted  in the f i gu re ,  Cont ro l  Func t ions  N-1  

and N+i  a r e  s t i l l  o p e r a t i n g  n o r m a l l y  a f t e r  the  f a i lu re .  Con t ro l  Fm~ction N, h o w e v e r ,  

whi le  servi.ch~g i t s  own l ine  g r o u p  is  tak ing  no ac t ion  on the n o n - c o n t r o l l e d  l i ne s  of  

C F N - 1 .  Thus ,  in th is  s i tua t ion ,  a l though al l  l ines  a r e  s t i l l  be ing  s e r v i c e d ,  t h e r e  i s  

no l onge r  any  baekul? for  L ine  Group  N-1  until  P r o c e s s o r  N is  r e t u r n e d  to s e r v i c e .  

H o w e v e r ,  t h e r e  is  no s e r v i c e  i n t e r r u p t i o n  wi thout  at  l e a s t  one addi t iona l  p r o c e s s o r  

f a i l u r e .  If P r o c e s s o r  N-1  now f a i l s ,  C F N - 1  fa i l s  wi th  it  mid caroler be  a c t i v a t e d  in 

P r o c e s s o r  N, a l r e a d y  fa i led .  T h u s ,  L ine  Group  N-1  is no longe r  s e r v i c e d  a l though 

s e r v i c e  con t inues  on Line  G r o u p s  N and N+I .  I f  P r o c e s s o r  N+i  should  fa i l  i n s t ead  

of P r o c e s s o r  N - i ,  Cont ro l  F tmct ion  N fa i l s  wi th  it  mid cannot  be  a c t i v a t e d  in P r o c -  

e s s o r  N, a l r e a d y  fa i led.  T h u s ,  Line  Group  N i s  no long, o r  s e r v i c e d .  H o w e v e r ,  s e r -  

v i ce  of  L ine  Group  N+i  con t inues  (as does  s e r v i c e  of  L ine  Group  N-1  in th is  c a s e )  a s  

C F N + i  is  a c t i v a t e d  and r e s t a r t s  in P r o c e s s o r  N+2. 

F i g u r e  6 shows  the  l og i ca l  o r g a n i z a t i o n  of an Exchmlge  when a d i sc  h a s  fa i led  (Disc 

N). A t  the  t i m e  o f  f a i l u r e ,  the  d i sc  a c c e s s  con t ro l  h a r d w a r e  d i s c o n t i n u e s  use  of  

Disc  N. Disc  N-1  only is  now used  fo r  C F N - 1  and Disc  N+i only is  now used  for  CFN 

as  ind ica ted  in the  f igu re .  The  con t ro l  f tmc t ions ,  as  p r e v i o u s l y  no ted ,  a r e  u n a w a r e  

of th is  change  in o p e r a t i o n  and take  no ac t ion .  As  with p r o c e s s o r  f a i l u r e ,  s y s t e m  o p -  

e r a t i o n  con t inues  wi thout  s e r v i c e  i n t e r r u p t i o n  until  a t  l e a s t  one addi t iona l  d i sc  f a i l u r e .  

As  noted  a b o v e ,  s y s t e m  f a i l u r e  ( absence  of  s e r v i c e  to one o r  m o r e  l ine  g roups )  cm~- 

not  o c c u r  wi thou t  m u l t i p l e  p r o c e s s o r  o r  d i sc  f a i l u r e s .  I m p l i c i t  in th is  d i s c u s s i o n  w a s  

the fac t  tha t  the mu l t i p l e  f a i l u r e s  m u s t  be  of  ad j acen t  p r o c e s s o r s  o r  ad j acen t  d i s c s .  In 

a m a n y - E x c h a n g e  Unit Exchange ,  e v e r y  o t h e r  p r o c e s s o r  and e v e r y  o t h e r  d i sc  can  fa i l  
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without s e rv i ce  in te r rupt ion  to any line group. The following d iscuss ion  will f u r -  

the r  substm~tiate this by descr ib ing the effects  of var ious  combinations of p r o c e s -  

sor  and disc fa i lu res .  

1. P r o c e s s o r  N and Disc N Both Fail.  

As shown in Figure  7, CFN is act ivated in P r o c e s s o r  N+i and continues 

serv ic ing  Line Group N using that half  of its logical  disc in physical  Disc 

Unit N+i. Line Groups N-1 and N+i continue to be se rv iced  as be fo re ,  

except  there  is no backup for  Line Group N--1 and no copy for the CFN-1 

p r ime  a r ea  of" Disc N-1. 

2. P r o c e s s o r  N and Disc N-1 Both Fail .  

Figure  8 i l lus t ra tes  this situation. All l ine groups continue to be se rv iced  

and e i ther  a p r i m e  or a copy a r e a  or  both is available for all l ine groups.  

3. P r o c e s s o r  N-1 and Disc N Both Fail .  

F igure  9 i l lus t ra tes  this situation. Again, all l ine groups a re  se rv iced  

mid all disc information is avai lable.  

As prev ious ly  noted,  s e rv i ce  inte~-ruptions will r esu l t  f rom the fa i lure  of two adja-  

cent  p r o c e s s o r s  o r  two adjacent  discs.  Each line module in the sys tem is equipped 

to automat ica l ly  send "emergency  stop" sigaals  down outgoing l ines whenever  fa i l -  

u re  of two adjacent  units is detected by the monitor  units.  Outstation t ransmi t t ing  

equipments ,  equipped with emergency  stop recog]fition dev ices ,  a r e  inhibited f rom 

blindly sending fur ther  t raff ic  during this ca tas t rophic  fa i lure  condition. When eil t ler  

Exchange Unit r e c o v e r s  f rom the failed condition, emerge~cy  stop is r emoved  and 

s e r v i c e  continuity is r e s t o r ed .  

h~put line or station failures are automatically detected and reported by the Exchange 

Unit at the Exchange Operator position. The Excha~ge Unit will continue to attempt 
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to s e rv i ce  the failed line or station (the failed condition is only repor ted  once) thus 

res to r ing  se rv i ce  continuity at  such t ime as the outage is remedied .  

The pa r t i cu la r  manner  in which a fa i lure  manifests  i t se l f  is dependent upon the p a r -  

t icular  kind of line mid r emote  station equipment. Although provis ions  a re  made for  

te rmhmting  non-control led  lines (freewheeling), control led lines should be usecdwher- 

ever  p rac t i ca l  since fault conditions on the line or  within the r emote  station equipment 

a re  more  readi ly  determined.  

Mi000 SYSTEM IIAR.DWARE 

The MIO00 Data Communication System consists of integrated sets of hardware ele- 

ments designed to permit simplified implementation of data communications systems 

through standardization of electrical and mechanical interfaces. A wide range of 

communication systems can be constructed, maintained and expanded without causing 

redesign of the basic hardware set. 

For  a pa r t i cu l a r  application, equipment and s tored  p rog ram modules a re  assembled  

to form an Exchange Unit that p e r f o r m s  the basic  data communicat ions fm~ction. A 

basic Exchange Unit may be expanded by addition of m e m o r y  units and line t e r m i n a -  

tion hardware .  To provide additional capaci ty  and continuity of se rv ice  through load 

sharing,  additional Exchm~ge Units a re  added to form an Exchange which provides  the 

data communicat ion se rv i ce s  at  one site serving a geographical  a rea .  Exchanges,  

located in the different: geographical  a reas  that they se rv i ce ,  may be interconnected 

by in ter -exchange  high-speed trunks for  message  se rv i ce  at 9600 bits per  second 

over  voice grade  telephone c i rcui t s .  The following paragraphs  descr ibe  the equipment 

organizat ion of an Exchange and Exchange Unit. 
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1. 

2. 

Exchange  O r g a n i z a t i o n .  

An M1000 Exchange  c o n s i s t s  of  one or  m o r e  Exchange  Units  l o c a t e d  at  the 

s a m e  g e o g r a p h i c  s i t e .  F i g u r e s  2 and 10 i l l u s t r a t e  the i n t e r c o n n e c t i o n s  a t  

the E x c h a n g e  l e v e l .  

B a s i c  c o m m u n i c a t i o n  b e t w e e n  Exchange  Uni ts  wi th in  an  Exchange  is  by  

m e a n s  of the f a s t  a c c e s s  d i sc  s y s t e m .  The  p r o c e s s  is  a c c o m p l i s h e d  by  

a l lowing any  c o m m u n i c a t i o n s  p r o c e s s o r  wi thin  an Exchange  to r e a d  f r o m  

any f a s t  d i sc  s t o r a g e  unit  wi th in  an Exchange .  C o m m u n i c a t i o n  f r o m  E x -  

change  Unit A to Exchange  Unit B, fo r  e x a m p l e ,  is  e f f ec t ed  by hav ing  E x -  

change  Unit A w r i t e  c e r t a i n  da ta  on i t s  f a s t  d i sc  s t o r a g e  unit  and then  h a v -  

ing Exchange  Unit B r e a d  tha t  da ta  f r o m  the d i sc  of Exchange  Unit  A. 

S e r v i c e  of  the  l o w - s p e e d  da ta  handl ing d e v i c e s  a t t a ched  to a s y s t e m  is  by  

m e a n s  of the l ine  m o d u l e s  wi th  a p p r o p r i a t e  s igna l  l eve l  c o n v e r t e r s .  T h e s e  

l ine  m o d u l e s  a r e  s camled  for  da ta  by  the  l ine  c o n t r o l l e r .  In o r d e r  to a l -  

low l ine  s e r v i c e  to cont inue  when an Exchange  Unit i s  down, a g roup  of 

l ine m o d u l e s  a r e  scamped by  bo th  the  l ine  c o n t r o l l e r  of  the E x c h a n g e  Unit 

in which  they  a r e  l oca t ed  and,  on c o m m a n d ,  by the l ine  c o n t r o l l e r  in the  

a d j a c e n t  Exchange  Unit. S i m i l a r  swi tch ing  is  a l so  p r o v i d e d  for  the  t r a n s -  

m i t t e r - r e c e i v e r  and the L T I P  360 uni ts .  Th i s  t echn ique  of a l lowing s w i t c h -  

o v e r  of  v a r i o u s  d e v i c e s  f r o m  one Exchange  Unit to i t s  ne ighbo r  a l lows  

s y s t e m  traits to be  b a c k e d  up whi le  a t  the  s a m e  t i m e  p r o v i d e s  fo r  e a s e  of  

expans ion .  

Exchange  Unit. 

Thc  E x c h a n g e  Unit  is  tile b a s i c  s e l f - c o n t a i n e d  subsystem from which  M1000 

da ta  c o m m u n i c a t i o n s  systems a r e  conf igured .  Each  Exchange  Unit  can  be  
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expanded, as is shown in Figure  11. A special  purpose commm]ications 

p r o c e s s o r  controls  all message  switching and process ing  for the Exchange. 

Input and output hmctions a r e  accomplished by means of the con t ro l l e r s  

shown. The line cont ro l le r  scans up to 128 line modules within the Ex-  

change in addition to the monitor  unit, keyboard en t ry / r eadou t  and moni -  

tor  console.  Although not shown in Figure  11, the line con t ro l le r  addi-  

t ionally scans  up to 128 line modules in an adjacent  Exchange Unit for  

backup. 

All of the equipments of the Exchange Unit a re  modular  and a r e  descr ibed  

in the following paragraphs  with the exception of the console.  

a. Communications Processor. 

The commtmications processor is an integrated circuit, fully parallel 

central processing unit which supplies the Exchange Unit with basic 

stored-program control and computational capabilities. It contains 

the facilities for addressing up to 65,536 twenty-four-bit words of core 

storage for fetching and storing instructions and data. It provides con- 

trol for sequencing and executing instructions. It has capabilities for 

arithmetic and logical processing of data, and it initiates and controls 

eommm~ication between input-output devices and memory. 

Integrated circuitry is used throughout the communications processor 

for reliability and low power consumption. A word length of 24 bits is 

used in the frilly word parallel organization that provides fast arithme- 

tic mad logic operations. The ten hardware registers including three 

16-bit index-base registers in conjunction with a special set of com- 

munications oriented instructions provide the processor with the spe- 

cial processing capability required for data communications. 
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D i r ec t  m e m o r y  a c c e s s  is  p rov ided  for  up to twelve  inpu t -ou tpu t  

dev ice  c o n t r o l l e r s ,  each  ope ra t ing  a t  word  t r a n s f e r  r a t e s  up to 

200 KC s i m u l t a n e o u s l y  with p r o c e s s i n g .  A f o u r - l e v e l  p r i o r i t y  

i n t e r r u p t  s y s t e m  is  p rov ided  as  p a r t  of the  c o m m u n i c a t i o n s  

p r o c e s s o r .  Seve ra l  dev i ce s  can cause  i n t e r r u p t s  a t  the s a m e  

p r i o r i t y  l eve l .  When a dev ice  suppl ies  an i n t e r r u p t  r e q u e s t ,  the  

p r o c e s s o r  c o m p l e t e s  execu t ion  of the p r e s e n t  i n s t ruc t i on  and then 

s e r v i c e s  the i n t e r r u p t  by  exchanging the con ten t s  of  the p r o g r a m  

coun t e r  r e g i s t e r  with a m e m o r y  cel l  a s soc i a t ed  with the  p r i o r i t y  

l eve l  a t  which the i n t e r r u p t  o c c u r s .  This  c a u s e s  the p r o g r a m  to 

b r a n c h  to an i n t e r r u p t  sub rou t ine ,  which t e s t s  the dev i ce s  a t t a c h -  

ed to tha t  p r i o r i t y  l eve l  to a s c e r t a i n  which dev ice  suppl ied  the in -  

t e r r u p t  r e q u e s t .  The  p r o g r a m  then execu tes  the p r o p e r  subrou-- 

t ine a s s o c i a t e d  with that  dev ice .  

The c o r e  s t o r a g e  units  u t i l i zed  a r e  convent ional  magne t i c  c o r e  

m e m o r i e s  conta ining 4096 t w e n t y - f o u r - b i t  w o r d s  of  s t o r a g e .  

Sys tem a d d r e s s a b i l i t y  is  suf f ic ien t  to a d d r e s s  up to 16 c o r e  s t o r -  

age uni ts  fo r  a m a x i m u m  capac i ty  of  65,5.36 words .  The  c o r e  

s t o r a g e  units  a r e  highly r e l i a b l e ,  c o n s e r v a t i v e l y  des igned ,  two-  

m i c r o s e c o n d  uni t s ,  o p e r a t e d  at  2.4 m i c r o s e c o n d s  in o r d e r  to f u r -  

t he r  enhance  ope ra t i ng  m a r g i n s .  

F a s t  A c c e s s  Disc  Sys tem (FDS). 

Each  Exchange  Unit is  equipped with a fas t  a c c e s s  d i sc  f i le  for  non -  

vo la t i l e  s t o r a g e  of p r o g r a m s  and m e s s a g e s .  The  d i sc  c o n t r o l l e r  

can con t ro l  up to e i g h t d i s c  milts fo r  each  Exchange  Unit. 
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Commmfication between Exchange Units in an Exchange for  t runk-  

tng of message  t raff ic  and for t raff ic  protect ion backup is provided 

through the disc access  sys tem.  This sys tem,  implemented by the 

disc access  con t ro l l e r ,  allows any Exchange Unit to t r an s f e r  data to 

and f rom m~y disc file in. the Exchm~ge. 

The operation of the disc access controller centers arouud a se- 

quence of processor calls of discs, followed by disc calls of proc-- 

essors. The operation is as follows: 

(i) A Communications Processor (CP) places a call for a 

certain data area on a specific disc file. 

(2) An addressed file accepts the call by storing the identification 

of the requesting processor and the requested data area. If 

the disc storage unit is busy, the requesting processor is so 

notified, and it must try again. 

(33) As the access period for the requested data area approaches, 

the disc file places a call to the requesthlg processor. 

(4) The processor then writes to or reads from that data area 

on the disc file. 

(5) The processor reads tLc; data through the disc controller. 

In addition to the communication link provided by the disc access con- 

troller which allows any processor to access any disc, a direct read- 

write communication is provided between a processor mid its own 

disc storage unit. Also, in order to provide backup capability, an- 

other direct read-write communication is provided betweeu a proc- 

essor and the adjacent disc storage unit. 
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E x p a n s i o n  of  an E x c h a n g e  by  addi t ion  of Exchmlge  Units  is  an o r -  

d e r l y  mid e f f i c ien t  p r o c e s s .  Since Exchange  Unit to E x c h a n g e  Unit  

c o m m u n i c a t i o n  is  a c c o m p l i s h e d  th rough  the d i sc  a c c e s s  c o n t r o l l e r ,  

e x p a n s i o n  by addi t ion  of Exchange  Units i nvo lves  the  a t t a c h m e n t  of  

the new Exchange  Unit to the  o p e n - e n d e d  d i sc  a c c e s s  c o n t r o l l e r  

t runk .  

The  d i s c  f i l es  a r e  of  conven t iona l  f i x e d - h e a d  des ign .  F o r  m o s t  

app] . icat io~s ,  a f i le  wi th  twe lve  mi l l i on  b i t s  of  s t o r a g e  and 17.3 

m i c r o s e c o n d s  a v e r a g e  a c c e s s  t i m e  is  used .  All  heads  " f loa t "  

above  the d i sc  p l a t t e r s  once  the  d i sc  is  s t a r t e d  to e n s u r e  m a x i -  

m u m  r e l i a b i l i t y .  

The  d i s c  m]it  is  o r g a n i z e d  into 512 da ta  t r a c k s  and two t im ing  t r a c k s .  

E a c h  t r a c k  con ta ins  64 s e c t o r s .  E a c h  s e c t o r  is  d iv ided  into a 429-  

b i t  da ta  and p a r i t y  a r e a  and a 47 -b i t  gua rd  a r e a .  W o r d s  m a y  b e  

s t o r e d  on d i sc  s e q u e n t i a l l y  on one t r a c k  in s t r a i g h t  b i t  s e r i a l  f a s h -  

ion,  on two t r a c k s  as  ~vo b i t  " c h a r a c t e r s "  in b i t  p a r a l l e l / c h a r a c t e r  

s e r i a l  f a sh ion  o r  on four  t r a c k s  a s  four  b i t  " c h a r a c t e r s "  in b i t  p a r a l -  

l e l / c h a r a c t e r  s e r i a l  f ash ion .  In each  c a s e ,  e v e r y  twe lve  sequen t i a l  

da ta  b i t s  on a t r a c k  a r e  fo l lowed by  an a s s o c i a t e d  p a r i t y  bi t  and 

e v e r y  32 such s e t s  of  12 da ta  b i t s  and 1 p a r i t y  b i t  a r e  fol lowed by 

an a s s o c i a t e d  13-b i t  v e r t i c M  p a r i t y  g roup .  The  s e l e c t i o n  of  1, 2 

or  4 b i t  " c h a r a c t e r s "  fo r  f a s t  d i sc  s t o r a g e  is m a d e  on a s y s t e m /  

app l i ca t i on  b a s i s  and p r o v i d e s  fo r  v a r y i n g  da ta  t r a n s f e r  r a t e s  to 

and f r o m  d i sc .  

Di sc  P a c k  S to r age  S y s t e m  (DPS). 

The  M1000 Di sc  P a c k  S to r age  (DPS) fac i l i ty  p r o v i d e s  e c o n o m i c a l  

e: ~,ensi.on of the storage space available for queuing of traffic 
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awaiting del ivery  and for s torage  of de l ivered  t raff ic  to provide  

fast  access  for subsequent r e t r i eva l s .  Additionally, DPS may 

be used for initial loading of p rog rams  into the Exchange Unit 's 

fast  a cce s s ,  fixed head disc s torage sys tem.  

The equipment i tems used for DPS a re  a Disc Pack Cont ro l le r ,  

Disc Pack Access  Unit, Disc Pack Drive Unit and the Disc Pack. 

As shown in Figure 10, one Disc Pack Contro l le r  and one Disc 

Pack Access  Unit a re  associa ted with each Exchange Unit. Up 

to eight Disc Pack Drive Units can be accommodated  on each ac -  

cess  unit. A disc bus a r r angement  is provided such that any con-  

t ro l l e r  can access  any dr ive  through an access  trait. 

The Disc Pack used on the dr ive  is a removable  unit consist ing of 

six 14-inch discs ,  mounted 1/2- inch apar t  on a centra l  hub. Data 

is r e co rded  on the inside ten disc sur faces  by ten r e a d / w r i t e  heads 

mounted on a movable  comb-l ike  access  mechanism.  In operat ion,  

the access  mechanism is moved hor izontal ly  to ealy one of 203 pos i -  

tions thus providing 203 data t racks  on each disc sur face  or  a total 

of 2030 t racks .  When the dr ive  is not in operat ion,  the acces s  

mechm~ism is fully r e t r ac t ed  to allow rep lacemen t  of the disc pack. 

Maglmtic Tape System. 

The M1000 Digital Maglletic Tape System provides  the sys tem with 

high-speed digital magnetic tape input-output capabili ty.  The mag-  

netic tape sys tem consis ts  of digital magl~etic tape units at tached to 

the M1000 System through the magnetic tape cont ro l le r .  Af ter  ini-  

tial setup of the magnetic tape cont ro l le r  by a p r o c e s s o r  input-output 

instruct ion,  input-output by means of magnetic  tape occurs  s imul -  

taneously with other  p rocess ing  activity.  
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M1000 maglletie tape traits are  normally  supplied in 37-1/2 inches-  

per -second versions operating at 800-bits-per-inch packing density,  

completely compatible with IBM 9-chmmel System 360 tape sys tems .  

Up to eight magnetic tape units may be attached to each Exchange 

Unit through the magnetic tape controller .  

Tape control ler  operation is initiated by the communications p roc -  

essor .  Execution by it of a proper ly  coded input-output instruction,  

signals the tape control ler  to execute a par t icular  command. The 

tape control ler  then executes the command under its own control,  

f reeing the p rocessor  for other work. Actual input-output occurs  

through the memory  access control ler  (portion of the communication 

processor)  d i rect ly  to core storage on a cycle-stealh~g bas is ,  under 

control of the tape controller .  When the tape control ler  de termines  

that the input-output process  is complete for a given setup com- 

mand, it notifies the processor  by means of an interrupt .  

Low Speed input-Output System. 

The low-speed input-output system provides communication with 

lines having character rates up to 400 characters per second. The 

system is primarily composed of line modtdes (one for each full du- 

plex line) that perform serial to para]lel conversion on data characters 

and a line controller that scans the line modules and provides data 

transfer between them and core memory. 

The line control ler  can scan and control up to 256 line modules (1.28 

located in tile same Exchange Unit with the line control ler  and 128 

f rom tile adjacent Exchange Unit). The line scan speed per  line mod-  

ule is raider program control which allows complete flexibility in 



-405- 

ON-LINE COMMUNICATIONS AN].) THE COMPUTER 

3. 

te rminat ing lines of d i f ferent  speeds f rom 0 to 400 character~; per  

second. The scan p rog ram for each application is configured to 

optimize the line sampling ra te  for each group of l ines operat ing 

at d i f f e ren t  speeds to minimize  the number  of m e m o r y  accesses .  

The basic sampling clock for  the lJJ~e cont ro l le r  is supplied by the 

scan init iate clock. Since line con t ro l l e r s  scan line modules in 

other  Exchange Units, the scan in igate  clocks each backup their  

neighbor.  Thus,  should fa i lure  of one of the clocks occur ,  the 

adjacent  clock supplies the sample timing. 

The line modules sample se r ia l  data f rom the line at the line r a t e ,  

a s semble  cha rac t e r s  mad t r a~s fe r  them, cha r ac t e r  at a t ime,  to 

m e m o r y  through the line cont ro l le r .  Charac te r s  f rom m e m o r y  a r e  

t r a n s f e r r e d  to the line module through the line con t ro l le r  where  

they a r e  t r a n s f e r r e d  to the l ine module through the line con t ro l l e r  

where  they a r e  se r ia l ly  placed on the line at the line ra te .  Addi- 

t ionally,  the line modules p e r f o r m  supe rv i so ry  code detect ion and 

generat ion for such line supervis ion as end of message ,  s t a r t  of 

message ,  open line, connect answerback,  etc. 

The line module to l ine in te r face  is normal ly  logic level RS-232 c o m -  

patible.  For  teletype lines solid s tate  keye r s  a re  provided for e i ther  

20 or  60 ma. neut ra l  cu r r en t  loop keyil~g. Optional keye r s  for o ther  

line in te r face  c h a r a c t e r i s t i c s  a re  also available.  

Trans  m i t t e r / R c c e i v e r .  

The MDM 9000-b i t -pe r - second  modem, o r  T r a n s m i t t e r / R e c e i v e r  ( rxR)  is 

a MDM Communications development  which allows adaptive communicat ions 

over  voice grade telephone c i rcui ts .  
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Once init iated by p r o g r a m  control ,  the t r ansmi t t e r  a cce s se s  m e m -  

ory  and encodes the digital information in a manner  suitable for  

t r ansmis s ion  over  telephone chmmels. The genera ted  analog signal 

exhibits  a ve ry  nar row sig~aa/ spec t ra  which may contain digital in-  

fo rmat ion  for 1200, 2400, 4800, 7200 or  9600 bits per  second. The 

, pa r t i cu l a r  ra te  t ransmi t ted  over  any pa r t i cu la r  per iod is p r i m a r i l y  

cont ro l led  by the communicat ions p r o c e s s o r  and its r e s iden t  TXR 

cont ro l  p r og ram .  The r a t e  control  p a r a m e t e r s  were  der ived at  the 

dis tant  M1000 and t ransmi t ted  to the local  M1000 in r e a l - t ime .  

The r e c e i v e r  decodes the incoming analog signal and d i rec t ly  loads 

m e m o r y  on a cyc le - s t ea l ing  basis .  

The r e c e i v e r  p e r f o r m s  bit and f r ame  synchronizat ion detect ions aaad 

the n e c e s s a r y  se r i a l  to para l le l  convers ion  for word t r an s f e r r i ng .  

Its detect ion or  sampling ra te  is control led by the local  M1000 Com- 

intoxications P r o c e s s o r  (CP). The TXR is complete ly  micromh~ia-  

tu r i zed  and r equ i r e s  no opera to r  intervent ion.  Its opera t ion is com-  

ple te ly  control led by the r e spec t ive  M1000 CPTs. 

Trm~ Switch. 

Tile t runk switch is a sinztple r e l ay  switch which a/lows one of the two TXA's 

to be connected to a given telephone c i rcui t .  Its action is control led by the 

Exchange moni tor  hardware .  

Lh~e Termina t ion  Equipment. 

The l ine te rminat ion  equipment bas ica l ly  consis ts  of cabinets ,  level  con-  

v e r t e r s ,  power supplies and jack fields which allow compatible  te rminat ion  

of the telephone c i rcui t s  to the M1000 line modules.  
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6. Moni tor  Unit.  

The monitor unit is a portion of a special line module (the console line 

module). It implements switchover in the event of Exchange Unit failure. 

The monitor unit performs three basic ftmctions: 

a. It monitors its own Exchaalge Unit for a special output every char- 

acter interval. 

b. It communicates with the monitor units on both the Exchange Unit 

that it is providing backup to and the Exchange Unit that is backing 

i t  up. 

c. In the  even t  of  Exchange  Unit f a i l u r e ,  both Exchange  Uni ts  a r e  i n -  

f o r m e d  v ia  t he i r  m o n i t o r  uni ts  and s w i t o h o v e r  t a k e s  p l a c e  a s  p r e -  

v ious ly  d e s c r i b e d .  

F o r  m a x i m u m  r e l i a b i l i t y ,  the m o n i t o r  t ra i t  is  an u l t r a - c o n s e r v a t i v e ,  w o r s t  

c a s e  d e s i g n  wi th  a m i n i m u m  of  c a r e f u l l y  d e r a t e d  c o m p o n e n t s .  Exchange  

Unit s t a t u s  and a l a r m s  a r e  p r o v i d e d  f r o m  this  trait to the conso le .  

M1000 SYSTEM SOFTWARE 

The programmhig portion of the MDM Communications Mi000 System is organized 

hl modular packages. In general, these modules are standard programs indepen- 

dent of specific applications. Special modules may be customized for special re- 

quirements. Through tile use of appropriate controls and interlocks within and be- 

t~veen modules, tile programmhlg system provides for such features as prevention 

of message loss or duplication, prevention of contention between messages for ser- 

vice or storage, expeditious handling of priority messages, message intercepts, 

alarms, mad the like. 
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The p rog ram modules  act  in conjunction with each o ther ,  with var ious  ha rdware  

modules and, on occas ion ,  with hmnan ope ra to r s  to fo rm a set  of c losed p r o c e s s e s .  

1. P r o g r a m m i n g  System Storage.  

An impor tan t  aspect  of the sys tem is the use of tape,  core  and disc s t o r -  

age and the manner  in which these  fo rms  of s to rage  a re  uti l ized re la t ive  

to the p rog ramming  sys tem.  

Basical ly ,  magnet ic  tape or  disc pack s torage is 

g ram s to rage  and for initial sys tem set-up.  

line p r o g r a m  s torage  a re  significant: 

a .  

b. 

used for "of f - l ine"  p r o -  

Two p r i m a r y  c l a s se s  of off-  

InitiM Exchange Unit Load Storage. 

A col lect ion of all the p rog ram elements  a u se r  may employ,  but 

without the definition of specific sys tem configuration p a r a m e t e r s .  

It i s  used to p r e p a r e  configured Exchange Unit load s torage .  

Configured Exchange Unit Load Storage. 

The u s e r ' s  on- lhm programming  sys tem.  It is used to load an 

Exehm~ge Unit as n e c e s s a r y  for  on-l ine operat ion.  

Fas t  a c c e s s  disc and core  are  used for on-l ine s torage.  Additionally,  the 

disc re ta ins  the ent i re  p rogramming  sys tem during operat ion so that normal  

r e c o v e r y  may be accomplished without r e c o u r s e  to off- l ine p r o g r a m  storage.  

During opera t ion  cer ta in  p rog rams  a re  permanent ly  re ta ined  in core  s to rage  

(core res ident)  due to timing requ i rement s .  Other p r o g r a m s  a re  moved to 

core  s to rage  for execution only as requ i red  (overlay). Certain a r ea s  in core  

s torage  a r e  set aside for over lay  use.  
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2. Relationships With Total System Organization. 

As previously noted, all p rograms are related to various closed processes .  

In some cases ,  the program i tself  handles all of the fm~ctions required to 

form the process  and "program" and "process"  become synonymous. In 

general ,  l:owever, a process  is comprised of ftmetions performed by one 

or more  p rograms ,  hardware modules and human operators .  A specific 

example of the distinction between the organization of p rograms  and the 

functional closed process  organization of the total sys tem may be found in 

inter-exchmlge trunking. Each trunk program is a par t  of the programming 

sys tem in its respect ive Exchange Unit while the trunk process  involves the 

cooperative efforts  of two of these p rograms  and certain hardware  elements  

in order  to proper ly  control t raff ic  between the two associated Exchanges. 

Information is t r ans fe r red  between processes  by means of queues. One 

process  will form an output queue of hfformation which becomes an input 

queue for the next process  which is to assume control of this information. 

Except for external  queues of messages  at  outstations,  queues a re  manipu- 

lated by the programming sys tem and, in general ,  considered a par t  of its 

organization in the following descript ions.  As major  interfaces between 

programs or p rocesses ,  they constitute the major  links connecting these 

elements into an organized sys tem.  

P rograms  are  desig]md to be totally independent of the many possible v a r i -  

ations in types and numbers  of lines and devices that may be encountered by 

the sys tem.  All such variat ions are  specified by means of tables. Table 

entr ies  define specific sys tem pa rame te r s  and a re  made and revised by the 

user  in accordance wiih his specific requi rements .  
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The set  of p r o g r a m s  and tables which a re  concerned with the control  and 

servic ing of the group of l ines and devices which a re  p r i m a r i l y  ass igned 

to a pa r t i cua l r  Exchange Unit consti tute a control  function. The set  of 

p rog rams  and tables which a re  concerned with the s e rv i ce  of the r e s i -  

dent console  const i tute a res iden t  function. 

System Operation.  

These  paragraphs  will be concerned with the scheduling and control  of the 

p rogramming  sys tem during operat ion.  

For operational purposes, each of the processes of the control or resident 

functions is divided into a set of program loops. Each program loop is 

composed of a set of program modules. A program module is a basic block 

of logic. A program module is established on the basis of its size, its in- 

dependence and similar considerations. A program loop is the basic system 

logical element which is scheduled for execution. Once initiated, it is cycled 

through to completion. It halts temporarily at the end of each program mod- 

ule and defines the next module to be called up from the fast disc system for 

execution. When the loop is completed, it is removed from the schedule un- 

til it is once again initiated. A loop may be initiated on the basis of clock 

time or via an initiation of "GO" signal from another loop. 

A process, as previously defined, is the complete set of logic (implemented, 

in general, in programs, hardware and human oi)erators) required to move 

a message from one queue to another. 

A process may contain one or more program loops. A program loop may con- 

tain one or more program modules. TIP (Terminal Interface Package) pro- 

grams are examples of program loops. They are  parts of both the input and 
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the output p rocesses  which also include, for example, the pr ior i ty  one 

interrupt  loop. Most TIP programs are  overlay type. The pr ior i ty  one 

interrupt loop is core resident .  The switch process ,  which is synonymous 

with the switch loop, is an example of a one-loop process .  As a fur ther  

example of operation,  the switch loop is initiated ("Loop Go") by a signal 

indicating that a message  to be switched is in queue. This "GO" signal, 

in turn,  was issued by another loop (the common enqueuer loop) which 

queues all incoming traff ic .  

Figure 12 i l lus t ra tes  a p rogram loop. The following paragraphs descr ibe 

the manner in which operation sequences through the loop. 

A "Loop Go" signal is activated for a particular loop by mmther loop or on 

a timed basis. This signal places the loop on the operations control schedule. 

Operations Control will pass control to this loop on a priority basis as long 

as it is on this schedule. Program Module 1 will be called up from disc to 

an overlay area in core for execution at the first  such step. 

As each module completes its ftmctions, it  i ssues  a "Program Complete" 

signal as indicated on the figure, re leases  its overlay area  in core and indi- 

cates the next p rogram module to be executed in this loop when it is next 

scheduled by Operations Control. 

As indicated for Program Module 2, in Figure 12, a module may relinquish 

control before it is completed. This can occur if it is interrupted by a higher 

priority loop or if it must wait for an input, output or service operation it has 

requested. In this case, the module remains in its overlay area in core await- 

ing return of control so that it lnay continue to completion. 

When the last module completes, the "Loop Complete" signal is issued. This 

releases the overlay area occupied by the last module and removes the loop 
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f rom the opera t ions  control  schedule.  Operations Control will not again 

schedule this loop for execution until i ts  "Loop Go" signal is again issued.  

The preced ing  descr ip t ion  applies p r i m a r i l y  to loops compr i sed  of over lay  

type modules .  Some loops,  as previous ly  noted, a r e  core  r e s iden t  and 

never  re l inquish  the i r  s torage  a reas  in core .  However ,  the above d e s c r i p -  

tion applies in all r e spec t s  other  than rel inquishing of core  s torage  a reas .  

Core  s to rage  is so organized that modules of thvo d i f ferent  p r o g r a m  loops 

may be r e s iden t  s imultaneously.  That  is,  t he re  a r e  two over lay  a reas .  

T h e r e f o r e ,  a loop p r o g r a m  niodule may not only pass  control  to some core  

res iden t  p r o g r a m  before  complet ion,  but to a p rog ram modtde of another  

loop in the o ther  over lay  a rea .  

As one can see ,  a mult i tude of a r ea s  mus t  be cons idered  if one is going to design 

and build a compute r i zed  switching sys tem to p e r f o r m  the functions of s tand-alone 

message  switching, EDP front-ending and r e m o t e  batch entry applicat ions,  ye t  

have the abili ty to allow open-ended growth -- in both hardware  and sof tware  -- and 

t e rmina te  a wide range  of pas t ,  p r e s e n t  and future use r  te rminal  devices  with no 

ma jo r  change to the bas ic  ha rdware  and sof tware  sys tems .  
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