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1.0 INTRODUCTION 

Computer-based document preparation systems 
provide many aids to the production of quality 
documents. A text editor allows arbitrary text to 
be entered and modified. A text formatter then 
imposes defined rules on the form of the text. A 
spelling checker ensures that each word is a 
correctly spelled word. None of these aids, 
however, affect the meaning of the document; the 
document may be well-formatted and correctly 
spelled but still incomprehensible. 

The general problem of checking correct syntax 
and semantics of English is still very much a 
research problem. However, one form of assistance 
in producing a readable document can be very easily 
provided now: ~ readability index. A readability 
index is a measure of the ease (or difficulty) of 
reading and understanding a piece of text. These 
generally give the grade level (1 to 12) of the 
material or an index, from 0 (hard) to i00 (easy). 
Several readability formulas to compute readability 
indexes have been defined and are in fairly wide 
use. We give some of these formulas in Table I. 

Readability formulas were originally developed 
mainly by educators and reading specialists. One 
of the first, the Flesch formula, was published tn 
1948 and is still in wide use. The primary 
application was in defining the appropriate reading 
level for elementary and secondary school text 
books. 

More generally, readability indexes can be 
used to assist a writer by pointing out possible 
grammatical and stylistic problems and by helping 
to maintain a consistent audience level throughout 
a document. Particularly now that more and more 
newspapers, books and reports are created with the 
aid of computer-based document systems, the use of 
readability indexes should become qnite cf~,n,non. 
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Readability indexes were originally computed 
by hand. As early as 1963, however, attempts were 
being made to computerize their computation. 
Several formulas have been developed with machine 
computation in mind, while improved computer 
algorithms have helped with others. As we show in 
Section 4, the computation of these formulas is 
relatively easy. Readability indexes can be 
computed by stand-alone programs, or they could be 
added to existing text processing programs, such as 
an editor, formatter, or spelling checker. 

Most recently, the value of readability 
formulas as one part of a system for helping 
writers has been recognized. The PWB UNIX Writers 
Workbench [Cherry 1981] provides mSny types of 
document analysis, including calculation of 4 
readability indexes (Kincaid, Automated Readability 
Index, Coleman-Liau, and Coke-Rothkopf). The STAR 
system developed by General Motors calculates the 
Flesch formula. The Computer Readability Editing 
System developed for the U.S. Navy computes the 
Kincaid formula, which it indicates is a Department 
of Defense standard [Kincaid 1981]. Barry [1980] 
describes a system written in Fortran to compute 
the Flesch, Dale-Chall, Farr-Jenkins-Paterson, and 
Fog formulas. Programs written in BASIC to compute 
readability indexes for personal computer systems 
have been published [Irving and Arnold 1979]. 

2.0 UNDERLYING PRINCIPLES 

Defining and selecting a readability formula 
requires some attention to the underlying question: 
What constitutes a readable document? 
Specifically, what features of text play an 
important role in determining readability? A 
survey of the features used in various readability 
formulas reveals the following list of features 
which have been suggested and used: 

i. length 
2. number 
3. number 
4. number 
5. number 
6. number 
7. number 
8. number 
9. number 

i0. number 

of words (in characters) 
of words of 6 or more letters 
of syllables 
of words which are monosyllables 
of words of 3 or more syllables 
of affixes (prefixes or suffixes) 
of words per sentence 
of sentences 
of pronouns 
of prepositions 
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Klare [1968, 1974] and others [McLaughlin 
1966] have shown that the two most common variables 
in a readability formula are: (i) a measure of 
word difficulty, and (2) a measure of sentence 
difficulty. Clearly a sentence with a number of 
unusual and uncommon words will be more difficult 
to understand than a sentence with simpler, more 
common words. Similarly a sentence with contorted 
and complex syntactic stnldnre Is more diffic,~It 
to read than a sentence with a simple structure. 
The problem is mainly how to measnre, :~] , ,;~I,1.~ 
these two variables. 

2.1 Measures Of Word Difficulty 

The most direct measure of the difficulty of a 
word is its frequency in ,~ormal use. Words whlch 
are frequently used are easy to read and 
understand; words which are ~iTlc :J~ll llou are more 
difficult to read and hence understand. 

Analysis of English language text has shown 
that a small number of words occur very frequently 
while many words are quite uncommon. In the Brown 
Corpus [Kucera and Francis 1967] for example, a 
body of 1,014,232 words yielded only 50,406 ~,~;~,~,~ 
words. Of these the 168 most frequently occurring 
words accounted ~oc half the occurrence~ .r the 
total number of words, while about half the unique 
words were used only once. This skewness in 
frequency of use means that the best measure of the 
commonness of a word is probably the logarithm of 
its frequency of use. 

However, since the computation of this measure 
requires a dictionary of words plus their 
commonness, this measure is generally not used 
directly. Rather, indirect m~as.r~-~. ~uch as 
features (I) to (6) above, are used in an attempt 
to approximate word difficulty. 

Most of these measures are based on the fact 
that common words tend to be short, while uncommon 
words tend to be longer: Zipf's law [Zipf 1935]. 
Thus, measures such as (i), the number of 
characters per word, oc (3), the number of 
syllables per word, are indirect mea~ire~ ~,r ih,~ 
frequency of a word in the language. 

2.2 Measures Of Sentence Difficulty 

The difficulty of a sentence would seem to 
depend mainly upon its syntactic structure. 
However, again, this is not readily computable or 
quantifiable. Thus, more easily computed measures, 
such as (7), sentence length, are more commonly 
used, based upon the stati~tI~lly ~alid assumption 
that long sentences are more complex thaTL ~hort 
sentences. 

2.3 Combining The Features 

Once the features to be measured are selected, 
they imlst be c~mlbined to produce a composite 
readability value. The existing formulas are 
generally derived in the following manner: 

I. An independent assessment of the reading 
difficulty of a collection of te~i:s is made, 
either by a panel of judges, a standard set of 
,~Iter[al (Such ~ the HeC~ll-~rabbs [1925] 
Standard Test Lessons in Reading) or cloze 
tests. A cloze test replaces every fifth word 
from a passage with a blank space and then 

determines the difficulty of the passage by the 
percent of deleted words which can be correctly 
guessed by a reader. (More difficult passages 
mean that fewer words can be stressed.) 

2. The values of the chosen features (number of 
words, number of sentences, and so on) are 
computed for each of the texts in the 

collection. 

3. (Linear) regression analysis is applied to 
produce the coefficients of a linear equation 
combining the features and computing the 
Independently derived readability score. 

Thus the coefficleur~ | , l  r..~ability formulas are 
empirically determined. 

3.0 EXAMPLE READABILITY FORMULAS 

Many readability formulas have been developed. 
A survey paper by Klare in 1963 listed over 30 
different formulas for deten,iLuing readability; an 
update in 1974 listed over 30 more new or ,ipdated 
For~,~tlas. Many of these vary only slightly from 
others and all are highly correlated. 

One of the earliest (1948) and most popular 
formulas is the Flesch formula [Flesch 1948]. 
Designed for general adult reading matter, it is 
based upon the McCall-Crabbs Lessons. The formula 
yields a readability index in tile r~,,g~ O (hard) to 
100 (easy). 

R = 206.835 - 84.6 * S/W - 1.015 * W/T 

where, 

S = total number of syllables 
W = total number of words 
T = total number of sentences 

This formula is based upon the average number of 
syllables per word (S/W), a measure of word 
dlff[culty, and the average number ~,~ words per 
sente,lce (W/T), a measure of se,~tence difficulty. 

At about the same time as the publication of 
the Flesch formula, the Dale-Chall formula [Dale 
and Chall, 1948] was published. It is one of the 
more accurate general purpose formulas. There are 
two major differences between the Dale-Chall 
formula and the Flesch formula. 
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1. The Dale-Chall formula does not compute a 
number from 0 (hard) to 100 (eany), but 

computes the grade level (I through 12) o~ a 

pupil who can answer c. rr'.a~:tly at least half of 

the test questions asked about a text passage. 

In 1950, the McCall-Crabbs Les;~ons were 
revised, and Powers, Sumner, and Kearl [1958] 

re,:,~l,~11~led the Dal~-Chall formula for the new 

McCall-Crabbs Lessons. This produced the following 

formula. 

2. The measure of word difficulty is computed 
directly from the Dale Long List [Dale and 

Chall, 1948]. The Dale Long List is a list of 

3000 general words known to 80 percent of 
fourth grade children (in 1948, of courqe). 

Words on the Dale Long List are c o n s i d e r e d  
easy; words not on the Dale Long Li~i ~r~ 
considered hard, 

G = 14.8172 - 11.55 * D/W + .0596 * ~T 

Again in 1961, the McCall-Crabbs Lessons were 
rev[sed, and again the Dale-Chall formula was 

recalculated [Holqulst Iq68], This time the 

for~tla was, 

G = 14.862 - 11.42 * D/W + .05[2 * W/T 

The original formula, published in 1948, was 

based upon the 1925 McCall-Crabbs Lessons. 

G = 19.4265 - 15.79 * D/W + .0496 * W/T 

where, 

D = total number of words o,l the Dale Long List 

W = total number of words 

r = total number O~ sen|i~l(i~q 

Table I lists II readability formulas. These 

formulas were selected from a survey of the 

literature on readability formulas. Table I 

includes most of the more commonly used readability 

formulas. Of particular note are the Automated 

Readability Index and Coleman-Liau formula. These 

two readability formulas were de~Igned specifically 

to be easy to comp~Lt~. 

/ 
R = 206.835 - 84.6 * S/W - 1.015 * W/T Flesch 

R = -31.517 + 159.9 * M/W - 1.015 * W/T Farr-Jenkins-Paterson 

R = 235.87 - 84.44 * V/W - 1.015 * W/T Coke-Rothkopf 

R = -37.95 + 116.0 * M/W + 148.0 * T/W Coleman 

G = 14.862 11.42 * D/W + .0512 * W/T Dal~-Chall 

G = 3.068 + 9.84 * P/W + .0877 * W/T Fog 

G = -21.43 + 4.71 * L/W + 0.50 * W/T Automated Readability Index 

G = -15.8 + 5.88 * L/W - 29.59 * W/T Coleman-Liau 

G = -15.59 + 11.8 * S/W + 0.39 * W/T Kincaid 

W = total number of words 

T = total number of sentences 

L = total number of letters 

V = total number of vowels 

D = total number uf words oa the Dale Long List 

S = total number of syllahl~ 

M = total number of one-syllable words 

P = total number of words with 3 syllables or more 

Table I -- Common Readability Formulas and Their Variables J 
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4.0 IMPLEMENTATION 

Constructing a program to compute a 
readability index is fairly straightforward. First 
one (or more) of the readability ~orm tlas a r , ~  

selected for comluttat[,m. The text of the input 
file is read, accumulating the necessary cou~its, 
Finally the readability formula is used I o  ~',,,,ll*,Lte 
and print an index for the specific [uput File, 

The statistics ne~,h,d fo r  cumputing m o s t  

formulas are easily accumulated in one pass through 
the document. The number of letters, vowels, words 
(sequences of letters separated by blanks or 
punctuation), and sentences (sequences of words 
separated by period, exclamation point or question 
mark) are easy to compute. The number of words on 
the Dale Long List can be computed directly by 
reading in a copy of the list and ~ar~'hi,lg Ii: For 
each word, or it can be approximated such as 
suggested by Irving and Arnold [1979]. 

The most difficult statistics are probably 
those dealing with the number of syllables per 
word. These can be exactly determ[ned by a 
dictionary look-up, or th~y can l)e appr,)~i..~ar,.,l h/ 
the approach of Fang [[968] or Coke and Rothk~,pF 
[ 1 9 7 0 [ .  

One other point in implementation concerns the 
amount of text over which the index is computed. 
While we certainly want an index for the entire 
input file, we probably also wahl r,~;ulab[lity 
measures for smaller pieces of the file. Thus, we 
may want to compute a separate index for each 
section, each page, or eacq~ paragraph. This alloas 
an author to quickly scan a document looking for 
sections which are more (or less) difficult than 
appropriate for the intended audience. These 
portions may be rewritten to bring them more into 
line with the author's intentions. 

5.0 CONCLUSIONS 

A very simple program can be written to 
compute a readability index for a document. 
Readability formulas have been developed by reading 
specialists to allow easy determination of the 
reading level of a document. With the new ability 
of computers to store large dictionaries of words, 
and their properties on-line, we eKpe, i %h6~ v~n 
better readability index,in ,..,,~ be produced and can 
help to improve the quality of documents produced 
with the aid of a computer system. 

As an example, applying the formulas listed 
above to this paper results in the following 
readability indexes: 

Readability: 0 (hard) to I00 (easy) 
............................... 

81.7 Coke-Rothkopf 
55.2 Farr-Jenkins-Paterson 
53.0 Flesch 
47.3 Coleman 

Grade Level: 1 (easy) to 12 (hard) 
................................... 

6.5 Fog 
8.0 Coleman-Liau 
9.] Auto,hated Readability Index 

10.6 Dale-Chall 
II.0 Kincaid 
13.6 SMOG 
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