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Trad i t iona l  penci l -and-paper analyses of 
enzyme k ine t i c  experiments assume so much 
s i m p l i f i c a t i o n  that  the resu l ts  have l im i ted  
b io loa ica l  s ian i f i cance .  Althouqh perform- 
inn i n i t i a l  ve l oc i t y  experiments wi th 
nen l iQ ib lv  low enzyme concentrat ions in the 
presence of s ina le  i nh ib i t o r s  f a c i l i t a t e s  
i n t e r p r e t a t i o n ,  there are a number of e n z ~  
fo r  which th is  method f a i l s  completely.  
Sof~lare has been developed fo r  the economi- 
cal s imulat ion of enzyme hehavior under 
r e a l i s t i c  condi t ions.  Enzyme a c t i v i t y  is 
computed as a func t ion  of e i t he r  time or 
concentrat ion by so lu t ion  of e i t he r  d i f -  
f e r e n t i a l  or a lgebra ic  equations vlith any 
desired ra t i o  of enzyme/substrate cbncentra- 
t ions.  Simulat ion of experiments wi th hexo- 
kinase from mouse asci tes ce l l s  has permitted 
reso lu t ion  of some apparent ly cont rad ic to ry  
resu l ts  and ind icated guidel ines fo r  assuring 
r e l i a b i l i t y  of data. Appl icat ions of lab. 
analyzers to improve i n t e rp re ta t i on  of ex- 
periments and perhaps actually perform them 
are discussed. 

KEY ',JORDS AHD PIII~ASES: enzy~]le k i n e t i c s ,  
chel;~ical react ion k i ne t i c s ,  data f i t t i n q ,  
rate la,;'s~ s t a t i s t i c a l  weini~ting programs~ 
matr ix inversion~ d i f f e r e n t i a l  equat ions, 
sir : lulat ion: ~lathei.,atical models, enzymes 
(hexokinase~ trioseDhosphateisomerase, ~lly- 
ceraldehyde phosphate dehydroqenase). 
CR CATEGOP, IES: 3.13~3.12,3.22,4.12,4.22, 
5.16,5.17~5.5 

IHTRODUCTIO~I 

Enzymes !lave been studied k i n e t i c a l l y  
fo r  a long time. The f i r s t  theor ies of  
enzyme react ions were developed during the 
ear ly  part  of  the t~.Jentieth century,  ;.Jell 
before the anpearance of e lec t ron i c  comnute~ 
Except fo r  one extremely simple case ( I ) ,  
the inhomoneneous non- l inear  d i f f e r e n t i a l  
equations of enzyme k ine t ics  cannot be solved 
a n a l y t i c a l l y .  As a r e s u l t ,  various s in ln l i ~ -  
inq assumptions are made in order to i n t e r -  
pret  experimental resu l t s .  Linear t rans-  
formations are appl ied to the normally hy- 
perbol ic  concentrat ion vs. ve loc i t y  curves, 
and constants cha rac te r i s t i c  of the enzyme 
under inves t i f la t ion  are der ived.  Although 
these methods are easy to apply,  the resu l ts  
may have l im i ted  val id i i~v.  The commonly 
used graphical method based on taking re- 
c iprocals  is inheren t ly  inaccurate.  Under 
physio logica l  cond i t ions ,  the resu l ts  
obtained wi th the idea l ized condi t ions may 
be i nva l i d .  

This paper is concerned ;vith the app l i -  
cat ion of computers to the analysis and sim- 
u la t ion  of  enzyme k ine t i cs .  I t  includes 
both a review of tlle cur rent  s t a t e - o f - t h e -  
a r t ,  descr ]o t ions of the current  contrlbutions 
of the authors to th is  a r t ,  and some pos- 
s i b i l i t i e s  fo r  the near fu tu re .  

The k ine t i cs  of enzyme react ions are 
usual ly  studled by means of i n i t i a l  
v e l o c i t i e s  under c lass ica l  steady s tate con- 
d i t i o n s ,  where the follov~inq condi t ions are 
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assumed to apply: 
Lnzyme concentrations are r~uch s~]aller 

tllan substrate concentratlons 
ll~ere Is no product present l n i t i a l l y ~  

and what IS measured is I t s  rate of for[;- 
atlo|i 

The effects of i n lnbl tors and oti~er 
i r ] o d l f l e r s  are c o n s l d e r e d  only one at a 
t l  i,ie 

lhe concentration of any enzy~]e- 
containln~ forr,;s is a constant or cl~annes 
only slOvlly with tiz!e (steady-state 
as s umptl on ). 

lillS last  assumption changes the 
problem of simulatinn enzyme systeF~s from 
the solut ion of nonlinear d i f f e ren t i a l  
equations to the much simpler solut ion of 
l inear  homoqeneous equations. These may 
be solved by standard methods such as mat~x 
inversion or the graphical method due to 
King and Altman (2). Cleland (3) has 
developed a system for  c lass i fy inq enzymes 
involved with more than one substrate,  and 
has derived a large number of rate laws 
for  such s i tua t ions .  Since these manual 
der ivat ions become unwieldlv , a number of 
workers have developed computer programs 
for  der iv ing rate laws. Unfortunately the 
mechanism of any enzyme reaction involv ing 
more than one substrate is not known with 
cer ta in ty .  

In pract ice,  a series of i n i t i a l  
ve loc i t ies  is  observed, and the resul ts 
graphed as double reciprocal (Lineweaver- 
Burk) p lo ts .  The maximum ve loc i ty  and 
Michaelis constant, which are character is t ic  
of the enzyme studied are then evaluated 
from the horizontal and ver t i ca l  intercepts 
of these p lo ts .  Here we f ind a simple, 
widely used method which is inherent ly in-  
accurate since i t  gives tile greatest weight 
to points having the smallest magnitude (4) .  

The ef fect  of i nh ib i to rs  or act ivators 
is studied by s imi la r  means. One of the 
clearest descript ions of th is  method is 
due to Cleland (3,5).  I t  is i l l u s t r a t e d  in 
Fig. I .  Various enzyme mechanisms are 
dist inguished on the basis of how these 
modif iers af fect  the double reciprocal plot~ 
Although charac ter is t i c  changes can be 
ascribed to spec i f ic  reactions for  simple 
mechanisms, these need not apply when the 
reactions are more complex. There are a 
number of systems for c lass i fy ing these in-  
h ib i t i ons ,  with no general agreement regard- 
ing de f in i t i on  of terms. The use of the 
term "a l l os te r i c "  is pa r t i cu la r l y  confusing. 
As a resu l t  controversies ar ise from poor 
communication as well as genuine disagree- 
ment. 

Thus far  attempts to improve the ac- 
curacy of double reciprocal plots have in-  
volved the appl icat ion of s t a t i s t i c a l  weigh~ 
ing factors (6,7,8) .  However, such methods 

appear to be more applicable to cases where 
perhaps I00 experiments rather than the 
customary 3 to 6 are performed. 

Although these methods probably yield 
useful information in a majority of cases, 
there are a number of important exceptions. 
Those which are at least partly due to the 
presence of high enzyme concentrations wil l  
be considered in detail. The glycolytic 
enzyme glyceraldehyde phosphate dehydrogenase 
i l lustrates almost all the ways in which an 
enzyme can deviate from this simplified 
scheme. I t  catalyzes the reaction: 

3-Glyceraldehyde Phosphate +NAD + 
inorganic phosphate J:& 1,3-di- 
phosphoglyceric acid + NADH 

Al l  f i ve  of i t s  substrates and products 
are e i ther  act ivators or i nh ib i t o r s .  Under 
physiological condi t ions,  three of these are 
present in concentrations 2 orders of mag- 
nitude smaller than the enzyme concentration, 
The enzyme is present wi th in the cel l  in high 
concentration; in yeast ce l ls  i t  const i tutes 
a s ign i f i can t  part of a l l  the ce l l u la r  pro- 
te in .  The enzyme i t s e l f  associates and dis-  
sociates into various oligomers, and shows 
other complex a l l o s t e r i c  propert ies.  

Triose phosphate isomerase, which 
catalyzes the interconversion of the t r iose 
phosphates glyceraldehyde-3-phosphate and 
dihydroxyacetone phosphate, is another in- 
teresting example of anomalous behavior (9, 
lO). In a variety of tissues, i t  is almost 
always out of equilibrium, sometimes even 
moving material in the wrong direction, al- 
though activi ty profiles of glycolytic 
enzymes usually show i t  to be the most active 
enzyme ( l l ) .  To some extent this may be due 
to differences between assay and physiologi- 
cal conditions. The enzyme is assayed at 
much higher substrate and product concentra- 
tions than actually exist in the cell. 

One of the classical assumptions clearly 
does not apply when an enzyme is present in 
concentrations equal to or greater than i ts 
reactants. The existing theory to cover this 
situation has been developed for simple cases 
where only the reaction of the enzyme with 
a substrate or modifier was considered. One 
of the f i r s t  theoretical studies was by 
Strauss and Goldstein (12) who were concerned 
with the enzymatic effects of drugs in vivo 
as well as in vitro. They derived an equatiDn 
for the rate of a one-substrate enzyme 
reaction in terms of total substrate concen- 
tration as well as the more usual parameters. 
They then considered in detail the case where 
the substrate was an inhibitor (intermediate 
complex did not dissociate to form products) 
and derived properties for the inhibitor 
when i t was mostly in the free form (clas- 
sical case), mostly combined, or present in 
both forms. They found that in the presence 
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of high enzyme concentrations the effects of 
a l l  i nh i b i t o r s  were s im i l a r ,  and that no 
constants charac te r i s t i c  for  a spec i f ic  in -  
h i b i t o r  could be derived. Although they 
did ve r i f y  the i r  theory with one enzyme 
system, the der ivat ion was so s im~i f ied that 
react ion between normal substrate and enzyme 
was neglected. 

Cha (13) has studied the ef fect  of 
high enzyme concentration on the convention- 
a l l y  derived k ine t i c  constants, and f inds 
in to le rab ly  high errors (900%) when the 
c lassical  (Michaelis-Menten) scheme is 
used for high enzyme concentrations. He 
compares the equation of Strauss and 
Goldstein and a number of other approxima- 
t ions ,  and gives condit ions where each ap- 
proximation is l i k e l y  to be most accurate. 
The extension of these methods to more 
complex reactions is discussed in a l a te r  
sect ion. 

Although the c lass ica l  methods of 
studying enzymes have produced valuable 
ins ights  in to  how enzymes operate, i t  is  
desirable to extend th is  methodology. Com- 
puters can be used in a var ie ty  of ways to 
make enzyme experiments more meaningful, 
especia l ly  i f  computations are s u f f i c i e n t l y  
rapid to enable experimenters to consider 
computed resul ts  when planning subsequent 
experiments. 

APPLICATIONS OF COMPUTERS TO PROBLEMS IN 
ENZYME KINETICS 

The computer methodology which now 
exis ts  f a l l s  in to  two classes: data f i t t i n g  
and s imulat ion.  While s t a t i s t i c a l  methods 
can be used to determine some features of 
enzyme mechanisms, simulat ion is needed to 
tes t  for  overal l  consistency~ especia l ly  
when a var ie ty  of experiments have been per- 
formed with a complicated enzjnne. 

Cleland (14,15) has developed a number 
of programs which apply weighting factors to 
points of a double reciprocal p lo t  according 
to the method of Wilkinson (6) and Johanson 
and Lumry (7). Hanson, Ling, and Havir (16) 
have programmed the second-order method due 
to Bl iss and James (8) for  computer use. I t  
is probably preferable to match experimental 
data d i r ec t l y .  Arihood and Trowbridge (17) 
report  di f ferences of 50% in model parameters 
when using d i f f e ren t  l i near iza t ions  of the 
same equation to f i t  a s ingle set of data. 
Grzybowski has wr i t ten  a number of programs 
for  performing computations needed during 
enzyme k inet ics  studies (personal communi- 
cat ion) .  

We have been concerned with simulat ing 
the k ine t i c  behavior of biochemical systems 
and developed a generalized problem-oriented 
language for  doing th is  by solv ing d i f fe ren-  
t i a l  equations (9~I0}. Various pathways as 

well as ind iv idual  enzymes have been studied. 
The generalized simulat ion program has been 
used to develop models of phosphofructokinase 
(18) and pyruvate kinase (19). However, the 
"s t i f f ness "  of the resu l t ing  equations makes 
th is  procedure very i n e f f i c i e n t .  We are 
cur rent ly  attempting to adapt a more rapid 
method of solving d i f f e r e n t i a l  equations, 
o r i g i n a l l y  due to Gear (20a). 

We have also developed a var ie ty  of 
programs using rate laws or matr ix - invers ion 
techniques for  studying ind iv idua l  enzymes. 
For f a i r l y  simple enzymes, the methods of 
Cleland (3) permit development of models by 
pencil-and-paper methods (20). Appl icat ion 
of computer opt imizat ion permits the 
development of more accurate models with any 
desired k ine t i c  constants for  given react ion 
mechanisms (21). 

Green and Garf inkel (22) have wr i t ten  an 
in teract ive-graphics  program that uses a 
run-time generator and matr ix inversion to 
simulate steady state experiments. Input is 
in the form of chemical react ions,  rate con- 
s tants,  and concentrations. Output is 
p r imar i l y  via scope display as double re- 
c iprocal p lo ts ,  with experimental points also 
displayed to f a c i l i t a t e  matching. 

The enz~nne phosphoglyceromutase was 
studied with th is  program (23) and found to 
have a l l o s t e r i c  propert ies not evident to 
the exper imental is ts.  This program could be 
used to help design experiments since resu l ts  
are obtained very rap id ly .  

The Chemist program of the Rand Corpor- 
at ion (24) which also u t i l i z e s  matr ix inver-  
sion should be appl icable here. I t s  goal- 
seeking rout ines might f a c i l i t a t e  matching of 
data. However, th is  program requires as in-  
put free energies of a l l  components; these 
are presently not known for  enz3nne intermedi- 
ates. I t  may be possible to estimate these 
from the k ine t i c  parameters, but more in-  
vest igat ion w i l l  be needed. 

Computer programs for der iv ing rate laws 
have been prepared, since for  random-order 
mechanisms, even the s impl i f ied  method of 
King and Altman (2) becomes unwieldly.  Such 
programs have been prepared by Rhoads and 
Pring (25), I Iurst ,  (26), S i l v e r s t r i  and 
Zahner (27), and Fisher and Schulz (28). The 
program of Rhoads and Pring has been incorpor- 
ated in to  our generalized simulat ion language 
where the use of rate laws of enzymes in a 
steady state speeds up computations. However, 
none of these programs are appl icable to the 
phys io log ica l l y  important s i tua t ion  where 
large amounts of enzyme are present; here 
ordinary methods for  solv ing d i f f e r e n t i a l  
equations may become i n e f f i c i e n t  as low sub- 
s t ra te concentrations give r i se  to " s t i f f -  
ness". 

Rhoads has wr i t ten  programs based 
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/A. Competitive 
Inhibition 

B. Uncompetitive 
Inhibition 

I/V 

. /A  

t 
I I /V 

/ 
/ 
/ 

t 

I/S I/S 

I/V 

I 

C. Noncompetitive D. Mixed Inhibition 
Inhibition 

I/S I/S 

F I G U R E  I - -  Ef fect  of I n h i b i t o r  on A c t i v i t y  of an Enzvme. 

I nh ib i t o r s  can change e i ther  the sloDe or the in te rcen t .  Arnuments 
regarding the nature of an enzyme mechanism are often based on how 
modi f iers a f fec t  these l i nes .  

TABLE I 

The mechanisms studied are in ti le nomenclature of Cleland (3): 

I .  Uni-uni ,  E + S ~  EST-~E + P 

2. Ping pongbi bi E + AXT-~iA~----.EX + A 
EX + P~--~EPX~__.PX + E 

3. Ordered bi bi 

. 

E + A ~ E A  
EA + ~ EAB~EPO~__Q + EP 
EP~E + P 

Random bi b i ,  s im i l a r  to ordered bi h i ,  except that  e i ther  
A or B may add f i r s t ,  and e i the r  P or O may leave f i r s t .  
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primari ly on rate laws for simulating 
enzymes systems (ROMP) which w i l l  simulate 
enzymes present in high concentrations. 
One program follows the time course of a 
system while the other computes the i n i t i a l  
veloci ty for a specif ic reactant with con- 
centrations of two reactants being used as 
variables. In the case of time-course 
program, the i n i t i a l  concentrations are the 
independent variable. Rates are computed, 
an appropriate time interval is selected, 
and new concentrations are computed. Then 
this process is repeated for each subsequent 
i te ra t ion.  For the concentration program, 
new concentrations must be specified for 
every i te ra t ion.  

The user can simulate chemical or 
enzymatic systems using several methods: 
two types of rate laws, d i f fe rent ia l  
equations, or special ly programmed sub- 
routines. The choice of rate law depends 
on whether or not binding of enzymes and 
reactants is s ign i f icant .  At high enzyme 
concentrations, free reactant concentration 
is corrected for the amount of bound 
reactants; this is equated with the con- 
centration of the enzyme form to which the 
reactant moiety is bound (e.g.,  in the 
mechanism E + S ~  E S ~ E  + P the con- 
centration of bound S is the concentration 
of (ES)). I t  is d i f f i c u l t  in some cases to 
make a clear unambiguous assignment of 
enzyme forms to various reactants. Output 
for the concentration program consists of 
scope, p lo t ter  or l ine pr inter  graphs or 
the actual data expressed in any of 8 modes, 
such as v vs S plots,  I / v  vs I/S plots,  
log (v/V-v) vs. log S (Hi l l  p lots) ,  v/S vs 
S, I /v  vs I ,  and a user-supplied re lat ion-  
ship. 

The program allows the user to change 
almost any parameter short of changing the 
chemical reactions themselves, either 
between runs or during a run. The program, 
which is wri t ten mostly in FORTRAN IV, 
assumes 36 b i t  words, 7 b i t  ASCII, and 
several specif ic subroutines wri t ten for 
the PDP-6. 

SPECIFIC APPLICATIO[~S 

Ascites Hexokinase 

A detailed simulation of hexokinase 
from mouse ascites tumor cel ls has been 
carried out with the rIATRX program of Green 
and Garfinkel (22). This enzyme catalyzes 
the reaction. 

Glucose + ATP--~Glucose-6- 
phosphate + ADP 

There is at least some evidence that i t s  
rate law is too complex for hand calcula- 
t ions. Ilexokinase is the f i r s t ,  and one of 
the most important, enzymatic steps in the 

g lycoly t ic  pathway, where glucose is de- 
graded to lactate and two molecules of the 
high-energy compound ATP are formed. There 
is a considerable body of data regarding the 
behavior of glycolysis in ascites cells 
(29,30). llexokinase can bind to mitochond- 
r ia ,  with the bound form being more reactive 
and less sensit ive to inh ib i t ion  by glucose- 
6-phosphate. The existence of the enzyme 
in the bound or part iculate form may explain 
why the enzyme is sometimes active in the 
presence of normally inh ib i tory concentra- 
tions of glucose-6-phosphate. 

From a biochemical point of view, the 
study of hexokinase presents several problems. 
In mammalian tissues i t  is i r revers ib le  so 
that neither the reverse reaction nor radio- 
active exchange at equilibrium can be 
observed. I t  is present in d i f ferent  forms 
(isozymes) which are separable by physical 
means, have d i f ferent  kinet ic properties, 
and are probably distr ibuted d i f fe rent ly  in 
d i f ferent  organs. Experiments where a 
mixture of isozymes are used may give r ise 
to anomalous resul ts.  Hexokinase prepara- 
tions undergo aging and are known to change 
properties during storage. 

The importance of hexokinase has made 
i t  the subject of many studies. There is 
therefore a large mass of data from a 
var iety of sources for mammalian hexokinase, 
which must be explained. Unfortunately 
much of i t  appears to be inconsistent, even 
when taken from a single publication. In 
part this is due to the i ns tab i l i t y  of 
the enzyme. Experimental conditions which 
need to be careful ly controlled are pH, 
ionic strength, and magnesium ion concen- 
t ra t ion.  Experimenters have reported that 
thei r  i n i t i a l  veloci ty data indicate a 
number of d i f ferent  reaction mechcnisms. 

The data chosen for simulation were 
reported by Kossow and Rose (31,32). A 
random mechanism with a rate l imi t ing 
step is indicated. I t  has thus far been 
possible to simulate al l  of the experimental 
resul ts,  but not always with the same model. 
Similar discrepancies have been reported 
for other enzymes (33). F i t t ing data for 
the stronger inhib i tors where small con- 
centrations y ie ld high fluxes tends to mag- 
nify the apparent discrepancies. Since 
glucose stabi l izes the enzyme, i t  has gen- 
eral ly  been easier to simulate experiments 
where glucose was present in excess (ATP 
was the varied substrate). Loss of enzyme 
ac t i v i t y  is probably involved here since 
unique models can be used for the soluble 
enzyme i f  i t s  ac t i v i t y  is increased by 
about 15%. Further support for the supposed 
loss of soluble enzyme ac t i v i t y  is lent by 
the app l icab i l i t y  of these same inh ib i t ion 
reactions to the mitochondrially bound 
enzymes. In fact there is greater incon- 
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sistency in the unihibited reactions of the 
bound enzyme than in the inhib i t ion reactions 
for both the bound and the soluble forms. 
The latest  models indicate that inh ib i t ion 
by ANG6P depends on both binding to mito- 
chondria and the ATP concentration. This 
may help to explain why hexokinase in 
glycolyzing ascites cells is active in the 
presence of normally inh ib i tory glucose-6- 
phosphate concentrations. 

I t  has been generally possible to 
match the experimental data quite closely, 
but the qual i ta t ive match of inh ib i t ion 
types has not been sat isfactory.  The data 
for ADP require a d i f ferent  rate l imi t ing 
step in the uninhibited mechanism than 
those for AMP and AI~G6P. Perhaps some of 
the inhibi tors actually a l ter  the rate- 
l imi t ing step, since changes of less than 
an order of magnitude can produce the 
desired inh ib i t ion patterns. Thus far com- 
puter d i f f i cu l t i es  have prevented the test-  
ing of this hypotheses. 

I f  one considers al l  of the data that 
have been published on hexokinase, i t  would 
appear to have a random mechanism. The 
ordered mechanisms proposed can usually 
be shown to be due to the fact that one of 
the substrates was present in excess; how- 
ever these excesses may correspond to phys- 
iological conditions for certain organs. 

Computations with ROMP 

The ROMP programs have been used to 
determine the magnitude of the errors 
associated with tile classical assumptions 
used in tile derivation of rate laws. The 
four mechanisms which were studied are given 
in Table I. Parameter values representative 
of those encountered during experimental 
conditions were used. 

Reaction rates were determined by three 
methods. In method I ,  i n i t i a l  veloci t ies 
were computed using rate laws which did not 
correct for the reactant concentrations that 
were bound to the enzyme. Method 2 is 
similar to method I ,  except that corrections 
were made for such binding. In method 3, 
the maximum rates of production of each 
product were determined by solving d i f f e r -  
ential equations for the early time course 
of the reaction. The purpose of method 3 
is to simulate the enzyme system as i t  
actually might be encountered experimentally. 
In fact ,  one of the major purposes of this 
work is to determine the sort of errors 
that might be expected i f  the experimentalist 
analyzed his data using enzymatic rate laws. 

All three methods used gave the same 
results only when substrate concentrations 
were much higher than enzyme concentrations. 

When the enzyme concentration was re- 
la t i ve ly  high, rate law method 1 gave con- 

s is tent ly  hiqh values, sometimes over I000 
times greater than those obtained by rate 
law method 2, the errors beinq largest 
when the highest fractions of substrate were 
bound to the enzyme. The rates computed by 
these two methods approached each other 
only at saturating substrate ccncentrations. 
Where d i rec t ly  comparable, these results 
agree with those of Cha (13). 

Rate law method 2, which corrects for 
bound reactant, yielded veloci t ies which 
were, in al l  cases studied, within a factor 
of 2.6 of these obtained by method 3 for 
the i r revers ib le system. In most cases, 
the difference was less than a factor of 
1.3. In almost al l  cases, the rate from 
method 2 was greater than that from method 
3. This difference is probably a function 
of how far the system is from a steady state 
condition. 

Very d i f ferent  rates were obtained when 
the d i f fe rent ia l  equations (Method 3) were 
made to represent a reversible enzyme systm~ 
In many cases, especially at re la t ive ly  
high enzyme concentrations, the rate of the 
reversible system was much less than that 
of the i r revers ib le system. These d i f fe r -  
ences are probably related to the re lat ive 
rate at which products accumulate and hence 
inh ib i t  or reverse the forward reaction. 
These studies quantitate the errors that 
occur in rate law computations when the as- 
sumptions used in their  derivation are 
violated. In i r revers ib le systems, the 
errors due to fa i lure to correct for 
bound reactants are much the larger. 

POSSIBLE FUTURE DEVELOPHENTS 

In addition to continuing the projects 
discussed previously, further work in this 
area should include investigation into the 
best methods for f i t t i n q  data and achieving 
better qual i ty control. Standards for what 
constitutes suf f ic ient  data need to be est- 
ablished and made available to biochemists. 
Analysis of data by means of s ta t i s t i cs  
and simulation should be useful in showing 
in what concentration ranges further in- 
vestigation is needed. 

More attention should be given to 
qual i ty control in experiments. Enzyme 
ac t iv i t ies  are not always assayed frequently 
enough to y ie ld in ternal ly  consistent data 
when unstable enzymes are studied. The 
simulation of recently performed experiments 
should encourage attention to such details 
of experimental proceedures that tend to be 
neglected without computer assistance. 

Tile use of the double-reciprocal plots 
to analyze i n i t i a l  velocity data is such a 
popular procedure that i t  may be necessary 
to accept some of i ts  weaknesses. Most 
recent reviews of enzyme meci~anism determ- 
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inations are based on analyzing the proper- 
t ies of these plots. Their accuracy could 
be improved by developing better procedures 
for analyzing errors than the univar iant 
analyses now used in the available program, s. 
The usual assumptions that concentrations 
are free from error,  and al l  the error is 
due to ve loc i ty  measurements, is an 
obvious overs impl i f icat ion.  

I t  may be desirable to prepare 
diagnostic programs based on the logic by 
which enzyme mechanisms could be determined. 
Such programs could indicate which are the 
c r i t i ca l  experiments for dist inguishing 
among what appear to be equally probable 
mechanisms. 

Perhaps such programs should be 
operated as a service to experimenters. 
Many enzymologists are not s k i l l f u l  computer 
programmers and in par t icu lar  w i l l  not use 
programs which do not run on the i r  compute~, 
regardless of the reason. These develop- 
ments are being undertaken because, in i t s  
present form, the available methodology is 
d i f f i c u l t  to use, and therefore is not al- 
ways applied. 

A more radical application would be 
the use of computers to actual ly perform 
the experiments, by having a mini-computer 
(perhaps with communication to a larger 
computer) control l ing one of the generaliz- 
ed c l in ica l  chemistry testing devices 
which are now becoming commercially avai l -  
able. These devices can perform i n i t i a l  
ve loc i ty  determinations and are fast  enough 
to eliminate problems due to loss of enzyme 
act iv i ty .  Human errors should also be 
eliminated by use of these devices. 

The converse interaction is also de- 
sirable: to apply the available knowledge 
regarding enzyme kinetics to the more ac- 
curate determination of enzyme act iv i t ies,  
which is often required for clinical purpose~ 
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GLOSSARY 

ADP 
AMP 
ANG6P 
ATP 

bi bi 

E 
ES 

Michaelis constant 

NAD 
NADH 

P 
ping-pong 

Random mechanism 

Rapid equilibrium random mechanism 

S 
v 
V 
uni-uni 

-adenosinediphosphate (a coenzyme) 
-adenosinemonophosphate (a coenzyme) 
-anhydroglucitol-6-phosphate 
-adenosinetriphosphate (a "high-energy" 
coenzyme) 

-The class of enzyme reactions with two 
substrates and two products 

-enzyme 
-Enzyme-substrate complex, an intermediate 

in an enzyme reaction 
-The substrate concentration at which 

2v = V (see below) 
-nicotine adenine dinucleotide (a coenzyme) 
-reduced form of nicotine adenine di -  

nucleotide 
-product 
-A class of enzyme reaction where a part ial  
reaction may occur and be reversed 
(bounce back and forth) many times before 
the next one starts 

-Enzyme mechanism where any one of more 
than one required substrate can add to the 
enzyme f i r s t .  

-A special case of random mechanism where 
the mathematics is greatly s impl i f ied. 
For a two substrate, two product reaction, 
a l l  steps but the l imi t ing one (intercon- 
version of ternary complexes) are in 
equilibrium and al l  are s ign i f i cant ly  more 
rapid than this step. 

-substrate 
-reaction veloci ty 
-maximal reaction veloci ty 
-The class of enzyme reactions with one sub- 
strate and one product 

647 


