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Thls paper discusses the computer memory system design implications of different CCD devices, such as 
Circulating Shift Register, Serial Parallel Serial, and Llne Addressable Organlzatlond. 

The performance of the memory using these devices is evaluated in a stand alone mode using a single 
server queuing model, and as a buffer between the disk and main memory in a computer system by using 
a two server cyclic queuing model. The performance of the stand alone mode for CCD memory system is 
defined as the time elapsed between the request for a record and the completion of that request. The 
performance comparison of stand alone mode shows that Serial Parallel Serial Organization has the worst 
performance as one should expect. It is shown that the Circulating Shift Register with burst mode for 
refreshing has better performance than the Line Addressable Organization. Circulating Shift Register 
Organization with cache has the best performance of all but would require a conslderable amount of extra 
cost. 

In evaluating the CCD chlp organizations as a buffer between the dlsk and the main memory, it is shown 
that all the three organizations (Serial Parallel Serial, Circulating Shift Register, and Llne Addres- 
sable) have a place in a memory system design depending on the user requirements. It is also shown that 
a three level (Bipolar, MOS and CCD) memory system using the different CCD chip organizations has a con- 
siderable advantage In performance over a two level (Bipolar, MOS) organization for the same total cost. 

i. INTRODUCTION 

Charge Coupled Devices (CCD's) were developed 
to increase the density and, consequently, de- 
crease the cost/blt of MOS memory systems. In 
achieving this goal, it was necessary to make 
these devices serial in nature. A natural con- 
sequence was to assume that the memory systems 
built using these devices would be useful for 
replacing serially accessed stores such as disks 
or drums. Even though CCD's are useful for such 
application, they have a much higher potentlal. 
The electronic nature of CCD's make them more 
versatile than the mechanically controlled drums 
and disks. Modularity at a much smaller size 
wlth efficient synchronization between the dlf- 
ferent modules is possible with CCD. This pos- 
sible modularity should be exploited to build 
memory systems with flexible architecture, 
making a single design suitable for various ex- 
isting and proposed compute r systems and soft- 
ware. 

CCD's useful for computer memory system imple- 
mentation have been designed and devices fab- 
ricated. These are the Circulating Shift Reg- 
ister (ii). Serlal Parallel Serial (SPS) (2), 
andLine Addressable Organization (LARAM) (2). 
The essentials of these organizations are shown 
in Figure i. 

Thls paper evaluates these three organizations 
from a computer system designers point of view. 
The performance of memories bullt uslng these 
organlzatlons is evaluated In two different 
modes of operation: (a) A stand alone mode 
in which the memories are operated as a disk 
or a drum type memory and (b) In a computer 
system as a gap filling technology between 
the disk and the main memory. The two modes 
are evaluated using a single server and a two 
server cycllc queulng model respectively. 
For quantitative evaluation some represent- 
ative parameters as shown in Figure 1 are 
used. 

2. SINGLE SERVER QUEUING MODEL 

Optimization of stand alone memory systems such 
as dlsk and drums have been reported by various 
researchers in the literature: Abate (i) and 
Fuller (6) have analyzed drum type memory sys- 
tems, while Bhandarkar (3) has evaluated mag- 
netic bubble memroles. A memory system using 
CCD's is essentially a service facility wlth 
a queue and hence, can be modeled as a single 
server queuing system. Figure 2 shows the dlf- 
ferent events and the Intervals encountered 
in satisfying a request made to a CCD memory 
system. 
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A request arriving at the server is serviced 
in time A, where A is a random variable wlth 
arbitrary distribution function F A (t). After 
serving a request, the server inspects the 
queue to see if there are any outstanding 
requests. If the queue Is not empty, then 
a new service period begins and if it Is 
empty, then the server is latent until a new 
service request Is made. 

Before analyzing the memory systems using the 
different chip organizations, it will be nec- 
essary to make some assumptions about the re- 
quests made to the service facility and the 
slze of the data requested. Requests will be 
assumed to have a Poisson arrival process 
wlth a rate A (5). For most computing sys- 
tems such an assumption is valid. This as- 
somptlon states that any two given t~me in- 

tervals of equal lengths experience an ar- 
rival with equal probability, and the number 
of arrivals in disjoint time intervals are 
independent. The assumption implies that the 
probability of K arrivals in an arbitrary 
interval of time t is: 

(~t)Ke -~t 
PROB. {K ARRIVALS IN TIME t} = K! 

and the interarrival times have the expon- 
ential density function: 

PROB. {INTERARRIVAL TIME = t} = Re -Rt 

Memory will be assumed to be divided into 
pages and the size of the record requested 
will be assumed to be an integral multiple 
of the page size. Fuller (6) reports a 
study of the record lengths conducted by 
him on the drum storage units on an IBM 
360/91. He has shown that the record 
lengths can be approximated by an expon- 
ential distribution. Thus, in a discrete 
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FIGURE 2: INTERVALS AND EVENTS ASSOCIATED WITH SERVING A 

REQUEST BY A CCD MEMORY SYSTEM, 

case, the record length can be expressed as a 
random integer variable R, which has a geometric 
d i s t r i b u t i o n .  The p r o b a b i l i t y  m a s s  f u n c t i o n  o f  
R is: 

PROB. {R = i} = (l-a) ai 
a(l-an) 

for i = i, 2 .... n and a < 1 

If n is large and an<<l, then the function can 
be approximated as: 

PROB. {R = I} = (i - a) a i 
a 

i = i, 2 .... n 

and the first and the second moment of R are 
given by: 

R= 1 
( 1  - a) 

R2 (1 + a) 
= ( i  _ ~ a  2 

Wlth the above-mentloned fundamental assumpt- 
ions and first-in-flrst-out (FIFO) scheduling 
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The service time for the circulating shift 
register organization is the sum of the time 
taken to align the bit addressed as the first 
bit under the read/write sensor and the time 
taken to transfer the whole shift register. 
Let N s be the number of bits in a shift reg- 
ister, L the latency time to align the first 
bit under the read/write head, R the record 
size in number of pages and the page size 
equal to the shift register length. Then: 

A = L + NsR 

= (Ns-I) + ~s~. 
2 

2 
VAR(A)= N s { a + o.o883) 

~2 = VAR (A) + ( ~ ) 2 .  

G.O- 

In Figure 3 these equations are used to draw 
the graph of traffic intensity (p=Arr~val 
Rate/Service Rate) versus normalized W. The 
graph shows that normalized W improves as the 
average record size increases because the lar- 
ger the average record size, the more the nma- 
bet of bits over which the aligning time is dis- 
tributed. 

The SPS organization shown in Figure i requires 
two frequencies, fs and fp, such that fs = Nsfp. 
Again we assume that the page slze is N s. We 
also assume Chat there are p such circuits on a 
chip so that a parallelism of p is possible. 

Then, 

= N s {0 .SNp + i 
p (l-a-----~ } 

VAR (A) rN2 2 2 

A graph of p versus the normalized W for p=l 
and various values of average record sizes is 

*In the later sections A and VAR (A) will be 
determined and this equation will be used to 
determine ~2. 
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drawn in Figure 4. The calculation for p=4 
indicates that the normalized W does not change 
much from p=l thus showing that the latency 
time L is the dominant term for the SPS organ- 

ization. 

The graph in Figure 4 shows that SPS organ- 
ization i s  a p p r o x i m a t e l y  50 t imes  s lower  than  
the  c i r c u l a t i n g  s h i f t  r e g i s t e r  t ype  o r g a n i z a t i o n  

~ollcy for the queue, the average waiting time 
W using the  Pollaczek-Khlntchlne formula is 
given by: (Ref. (7)). 

~2 ~} 

§= {~ ( l -  xX) + 

The unit for the waiting time will be determined 
in number of periods of the access frequency and 
will be normalized to account for variable record 
length, where record length i s  measured in number 
of pages and the page size is equal to the shift 
register length Ns. The normalized waiting time 
is 81yen by W/NsR. Physically the normalized 
waiting time denotes waiting time per bit of in- 
formation. Figure 1 shows the values for dif- 
ferent parameters to be used in our analysis. 

3. ANALYSIS OF THE DIFFERENT ORGANIZATIONS 
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for p-0.5. It is practical to make the serial 
shift frequency (fs) for the SPS organization 
5 to i0 times that of the Circulating Shift 
Register organization. Later, to compare 
the organizations, the highest value of 10 
which gives the best possible performance 
for SPS is used. Then the waiting time for the 
SPS organization will have to be divided by ten 
thus improving its performance. 

LARAM (2) has advantages over the Circulating 
Shift Register because: (a) A single refresh 
amplifier is shared between number of different 
shift registers, (i.e., a block of shift reg- 
isters); (b) The power dissipation is less 
because all the shift registers are not moving 
simultaneously; (c) Whenever an access is made, 
there is no time wasted in aligning the shift 
register. 

The disadvantages of this organization are: 
(a) Whenever a shift register is being re- 
freshed the block to which the shift register 
belongs cannot be accessed, and, (b) The shift 
registers have to be refreshed cyclically one 
at a time. Theflrst requirement results in 
making a block of shift registers refresh busy 
any time a single shift register in the block is 
refreshed while the second requirement needs 
a large storage interval. Notice that if a 
block is refresh busy then it cannot be accessed 
for data. Assum/ng that the shift registers in 
a block are cyclically refreshed at equal in- 
tervals, the "effective refresh time" for a 
LARAMtype device is given by the refresh time/ 
b i t  d iv ided  by the number of shift registers 
that share a common refresh ampllfier. 

To determine W, see Figures  5 and 6 showing 
the l a t ency  time and t r a n s f e r  time versus  the 
time of  r eques t .  I f  f r  i s  the f requency a t  
which the s h i f t  r e g i s t e r s  a re  r e f r e s h e d ,  then 
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fr=afa, where 'a' is the constant of proportion- 
ality. Let m be the number of periods between 
refreshing. Then, 

Ns2 + NsR (i + Ns ) 
= 2a2m a-m 

3Ns).N~ R Ns N~ _ _  (4- [ ~ (1- VAR (A) = ~ ~ )  

A graph of p versus normalized W for the LARAM 
organization with 32 shift registers is shown 
in Figure 7. The graph shows that this organ- 
ization has less normalized W than the Circul- 
ating Shift Register organization. Notice that 
in using this organization, the advantage ach- 
ieved due to the absence of a requirement for 
aligning the registers is lost by the inability 
to access data while refreshing any of the shift 
registers. 
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4. TECHNIQUES TO IMPROVE PERFORMANCE 

The performance of the different organizations 
can be improved by various means. Here we will 
consider two different ways which are: (a) Cir- 
culating shift register with burst mode of op- 
eration and, (b) Circulating shift register with 
a cache. The circulating shift register with 
burst mode of operation has been discussed ear- 
ller in (i0). Such a mode of operation is very 
similar to LARAM, except every shift register 
has an individual refresh amplifier. Therefore, 
during the burst refresh all the shift registers 
are refreshed simultaneously. Hence for this 
case: 

.,2 
~s + Ns ~ 

= 2a2m 

VAR (A)= ~_~ma3(4N 3. 3NSma ) + N 2 { ~ }  
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Using a refresh frequency ten times faster than 
the access frequency, a graph of P versus nor- 
malized W is drawn in Figure 9. It is easily 
seen that this mode of operation is advantag- 
eous over both normal circulating shift reg- 
ister and LARAMdesigns. 

The performance of a CCD memory can be improved 
by using cache type systems. AMOS memory may 
be used as a cache to a CCD memory. Such an or- 
ganization then can be characterized by a hit 
ratio H, and the latency and access times are a 
function of this ratio. Assuming a word length 
of B (where Ns is an integer multiple of B) and 
access time Tf for the MOS memory, 

Ns 
= H R I f  ~ + ( l - H )  i 

VAR(Y) = (l-H) 2 VAR (A) 

Where A and Y are the average service times for 
Circulating Shift Register organizations without 
cache and with cache_respectively. A graph of 
p versus normalized W for various values of hit 
ratios is drawn in Figure 8. This design clearly 
has a better performance than all the other or- 
ganizations. The requirement of a substantial 
amount of cache memory will make this design 
more costly than other designs. 

Another technique would be to modularize the 
CCD memory system at a small module size and 
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either interleave the different modules or op- 
erate them in parallel to achieve higher perfor- 
mance. Such a system has not been evaluated 
here. 

5. COMPARISON OF DIFFERENT ORGANIZATIONS 

To compare the dlfferent organizations, we plot 
p versus normalized W for all the organizations 
in Figure 9. The access frequency for all organ- 
izations except the SPS is assumed to be the same. 
The SPS organization is operated at a i0 times 
faster frequency than the other organizations. 

The graph in Figure 9 shows that the SPS is the 
worst organization of all from the standpoint 
of performance. The latency time in the parallel 
path of the SPS organization is quite high and 
dominates the performance. As stated earlier, 
parallelism does not help to improve this sit- 
uation. One solution is to have record lengths 
very large so that the latency time is distrib- 
uted over a large number of bits. Notice that 
one of the main advantages claimed for the SPS 
organization is its low power dissipation. The 
higher access frequency increases the power dis- 
sipation for the SPS organization. Notice that 
LARAMmaybe used for lowering the power dis- 
sipation. 
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FIGURE 9: COMPARISON OF DIFFERENT ORGANIZATIONS 

The Circulating Shift Register organization 
has a performance advantage of at least four 
times that of the SPS organization and is use- 
ful because of its short shift register length. 
This organization is also more flexible for 
building a serial memory system that can emulate 
a number of different existing designs. 

The LARAM organization is better than the Cir- 
culating Shift Register organization both in 
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terms of power dissipation and normalized av- 
erage waiting time. The disadvantage here is 
the requirement for large storage time as com- 
pared to other organizations. 

The Circulating Shift Register with burst mode 
of operation is faster than the SPS or the LARAM. 
Power dissipation for the Circulating Shift Reg- 
ister with burst mode of operation can be im- 
proved over the Circulating Shift Register with 
continuous refresh by judiciously choosing the 
right type of refreshing. However, the cost/ 
bit for this design would be slightly higher. 

Finally, the Circulating Shift Register organ- 
ization with a cache that achieves a hit ratio 
as small as 0.5 has the best performance of all. 
The Circulating Shift Register with cache will 
perhaps have the highest cost of all the designs. 

6. IMPLICATIONS OF CCD IN A MEMORY SYSTEM 
DESIGN 

Performance expectations of paged memories has 
always been constrained due to thrashing. Den- 
ning (4) describes thrashing as "excessive over- 
head and severe performance degradation or col- 
lapse caused by too much paging." One solution 
suggested to overcome thrashing has been to use 
a slow speed bulk core storage such as used by 
Laur (6). 

The effects of thrashing can be reduced by using 
Charge Coupled Devices (CCD's) whose performance 
lies somewhere between that of the random access 
memories ssch as, MOS RAM's and serially accessed 
memories such as, disks and drums. Therefore, CCD 
is a good candidate as a level between these two 
technologies in a memory hierarchy design for a 
computer system. Such a design should make the 
memory hierarchy look more homogeneous. Figure i0 
shows an n level hierarchy. 

f 
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FIGURE ~0: A MEMORY HIERARCHY WITH A TASK SWITCHING BOUNDARY 

The performance of a hierarchy can be deter- 
mined by knowing the hit ratio characteristics 
of the program environment in which the memory 
system will be used. Figure ii shows a typical 
hit ratio characteristic as collected for some 
sample programs in a large computer system. The 
performance will be determined by assuming a 
multiprogrAmming mode of operation. 

Multiprogramming, a pseudo parallel operation, 
is multiplexing of CPU over a number of dif- 
ferent tasks to increase the CPU utilization. 

FIGURE 11: TYPICAL HIT RATIOS FOR A SET OF REPRESENTATIVE PROGRAMS 
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Therefore, given a processor, and a memory 
hierarchy using different technologies TI, 
T 2 .... Tn, a boundary exists such that an access 
across the boundary necessitates a task switch 
due to the excessive amount of time required 
for retrieving the data. One of the main 
reasons for the boundary to exist between any 
two technologies is the disparity between the 
task switching time required and the access 
time of the technology. 

In the memory hierarchy the technologies that 
are used on the processor side of the task 
switching boundary will form a part of the 
primary memory while the others, the secondary 
memory. The degree of multlprogrammlng is the 
average number of active tasks that reside in 
the primary memory and is usually a function of 
the primary memory size and working set size of 
the program. 

7. A TWO SERVER QUEUING NETWORK MODEL 

In a multiprogramming environment a task cycles 
through four states: The first state is the 
task being serviced by the processor, the second 
waiting for the secondary memory or I/O service 
in a queue, third is the task being serviced by 
the secondary memory or I/0, and fourth is the 
task waiting in a queue for processor service. 
This, then, can be modeled by a cyclic queuing 
model using two queues and two service facilities 
(Figure 12). The criterion used for evaluating 
the memory hierarchy here will be the ratio of 
the actual number of instructions executed by 
the processor to the maximum number of instru- 
ctions executed provided all the memory was 
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PRIMARY MEMORY 

SERVER 

SECONDARY MEMORY 
AND I/O 

FIGURE 12: TWO SERVER QUEUING MODEL 

35 



substituted by the level having the fastest 
speed. All servers are assumed to have an ex- 
ponental service time distribution, and a FIFO 
scheduling philosophy is assumed for all queues 
in the system. For a detailed analysis see Rege 

(12). 

A typical processor activity is characterized 
as an instruction fetch, instruction decode, 
data fetch and data operation (Figure 13). 
Using this simplified processor behavior, the 
average time interval between the issuance of 
successive memory accesses can be determined. 

MEMORY 
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INSTRUCTION INSTRUCTION INSTRUCTION 

L l l 
INSTRUCTION OPERATION INSTRUCTION 

DECODE DECODE 

FIGURE 13: MODEL FOR PROCESSOR AND MEMORY OPERATION 

If ~ is assumed to be the average service rate 
of the processor and primary memory and h the 
hit ratio, then the mean execution interval 
i/~ can be expressed as (3), 

h {t (Mp) + t (Pc)} 1/,~ = (l-h) 

Where t(Mp) = aggregate access time for the 
primary memory, 

t(Pc) = average processing time be- 
tween successive memory accesses. 

Assuming ~ as the service rate for the 
second server the probability of CPU 
being busy (CPD utilization) is given by: 

U = probability of CPU being busy 

= i - probability (D jobs queued 
for second server) 

= 1 - p D (Ref. (7)) 
D+I 

i -p 

Where D = the degree of multiprogrammlng and 

Once the CPU utilization is found, then 
the figure of merit (f) can be derived as: 

No. of inst. executed with 
f = a ~iven hierarchy 

No. of inst. executed with 
all memory substituted by 
fastest technology 

= t (Pc) + t (fastest memory) 

t (Pc) + t (Mp) 

Where t (fastest memory) = access time of 
the fastest memory. 

8. A MEMORY HIERARCHY DESIGN 

The final outcome of a memory system design is 
its cost and performance. Invariably, the re- 
quirements are to minimize the cost while maxi- 
m/zlng the performance. The cost and performance 

of the memory system are a function of the tech- 
nologies TI, T2 ..... T n and their sizes S I, $2.. 

• ..Sn used at any level. 

Reduction in the cost of the memory system nec- 
essitates a small amount of memory at the levels 
nearer the processor~ whereas increase in per- 
formance necessitates a large amount of memory 
at the levels nearer the processor. Therefore, 
a problem encountered in the design of the memory 
hierarchies is that of finding a mix of memories 
for different levels in the hierarchy that would 
glve an optimum performance for a given cost. 

Assume that a certain cost constraint exists 
for the design of the primary memory. Also 
assume that a two level hierarchy of techno- 
logies T1 and T 2 with sizes SI and $2, respec- 
tively, satisfies the cost constraint and places 
the hierarchy at point A on the hit ratio char- 
acteristics. A three level hierarchy using 
technologies TI, T2, and T 3 having the same cost 
as above is one that has memory sizes of SI~ S~, 
and $3, respectively, such that S3=X. ($2-$2), 
and X>I is the cost/blt ratio between the tech- 
nology T 2 and T3. Let these sizes place the 
memory hierarchy design at Point B on the hit 
ratio curve (Figure ii). This, t~en, is a 
constant cost conversion. Since S3>$2 the pri- 
many memory hit ratio is improved. 

The analysis here will consider two cases: (a) 
A two level memory hierarchy of Bipolar and MOS, 
and (b) A three level memory hierarchy of Bipolar, 
MOS and CCD. For CCD's we will assume that three 
types of devices having fast, medium and slow 
speed are used. In a real world these may be 
Line Addressable, Circulating Shift Register, or 
Series Parallel Series organization. Since the 
cost varies as the performance, we will assume 
3, 4 and 5, as the cost ratio between the MOS 
RAM and the different CCD memories, respect- 
ively. Even though these cost ratios may not 
be exact in a given situation, they are within 
the ranges as forecasted by Martin (9). In any 
particular situation, the method developed here 
should be used by substituting the actual values. 

With the parameters as shown in Table i, graphs 
of the MOS memory slze/program versus the Figure 
of Marlt for a two level (Bipolar, MOS) hierarchy 
and a three level (Bipolar, MOS, CCD) hierarchy 
for various CCD chip organizations are drawn in 
Figure 14. It is easily seen that for the para- 
meters chosen the different CCD organizations 
are best suited for the different regions of the 
requirements for MOS memory slze/program. For 
example, SPS organization gives the best per- 
formance between 8K to 20K of MOS memory/pro- 
gram, whereas the Circulating Shift Register 
type device has the highest advantage between 
20K to 40K of MOS memory/program. This shows 
that all the three CCD chip organizations have 
a place in a memory system design, depending 
on the amount that a designer wishes to spend 
on the memory system. 

36 



NAIl: SYMBOL 

PROCESSOR T(P c) 

BIPOLAR 
MEMORY T 1 

MOS 
MEMORY T 2 

CCD 
MEMORY T 3 

DISK AND I/O 

DEGREE OF MULTI- 
PROGRAMMING D 

CHARACTERISTICS 

500 NSEC. 

i 0 0  NSEC. 

500 NSEC, 

REMARKS 

THE PROCESSOR 
CHARACTERISTICS 
ARE FOR AVERAGE 
TIME BETWEEN IS- 
SUANCE OF MEMORY 
REQUESTS, 

COST RATIO (MOS( 
CCD) FAST 40 USEC, 3 

MED. 192 US~C. 4 
SLOW 400 USEC, 5 

10 MSEC. 

8 

TABLE 1: DIFFERENT PARAMETERS USED FOR THE EVALUATION 
OF THE PERFORMANCE OF THE HIERARCHY 

9. CONCLUSIONS 

Computer Memory System design implications of 
different CCD chip organizations have been ev- 
aluated using single server and two server qu- 
euing network models. The performance is eval- 
uated in a stand alone mode, and as a memory 
technology with an access time between a MOS 
memory and disk. Some suggestions have been 
made to improve the performance of a memory 
system designed using CCD's. 

The performance comparison of CCD organization 
in a stand alone mode shows that SPS has the 
worst performance, as one should expect. The 
interesting result shown is that the Circulating 
Shift Register with a burst mode for refreshing 
has a better performance than the LARAM organ- 
ization. Circulating Shift Register organization 
with cache has the best performance of all, but 
will require a considerable amount of extra cost. 
If a cache were to be used wlth the LARAM and 
the SPS organization, then similar performance 
improvements can be expected. 

It is shown that the CCD as a gap filling tech- 
nology has tremendous advantages. It is also 
shown that for the cost and performance para- 
meters chosen, all three o~ganizations, i.e., 
SPS, Circulating Shift Register, and LARAM 
have a place in a Computer Memory System design. 
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FIGURE 14: GRAPH OF FIGURE OF MERIT (PERFORMANCE) VERSUS 
MOS MEMORY SIZE PER pROGRAM (COST) 

5K 8K 10R 20K 50R '1~OR 

Mos MEMORy SIZE/PROGRAM (COST) 

~ C I R C U L A T I N 6  SHIFT REGISTER 

(CDNTIRUOUS REFRESH) 
(192~ SEC.) 

--SPS 

(RO0~ SEC,) 

T] ~ IOONSEC, 

T 2 ~ 50ONSEC, 

= = IO0/SEC. 

T (PC) = 500NSEC. 
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P ~  

BIPOLAR ]K CONSTANT 
MO$ AND CCD VARIABLE 
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