Summary. In the present survey an outline is given of certain recent as well as earlier developments in the use of electronic high-speed computers in algebraic number theory.

## Introduction

The basic task of providing non-trivial numerical examples in algebraic number theory frequently requires the aid of an electronic computer. Such examples serve various purposes such as to illustrate known theorems or, in many cases, to make up or support conjectures which may finally lead to new theorems. However, it is often far from easy to devise algorithms which are capable of being converted into effective computer programs. Efforts to invent such algorithms frequently yield as by-products new theoretical findings which are also per se of interest (see e.g. [23], [81]).

This survey is aimed at sketching by means of selected topics what has been done toward these directions. The treatment of the subject matter is not strictly confined to investigations involving the computer but rather includes also some researches devoted to general computational problems.

The ten sections of this report are only loosely connected. The bibliography is, of course, by no means complete but further references may often be found in the papers quoted. Some of the papers included in the bibliography are unpublished manuscripts.

I wish to take this occasion to express my gratitude to those authors who made their manuscripts available to me.

## 1. Finite fields

For many number-theoretic applications it is of significance that finite fields can be constructively handled. Computing in a finite prime field GF(p) means simply carrying out the four rational operations in integers modulo p. If, by induction, the Galois field $G F(q)$ with $q=p^{m}$ elements is constructively known its overfield GF( $\mathrm{q}^{\mathrm{n}}$ ) can be constructed by producing an irreducible polynomial of degree $n$ over $G F(q)$ such that a root b yields a basis $1, b, \ldots, b^{n-1}$ over $G F(q)$ or, more generally, by exhibiting a basis $a_{1}, a_{2}$, $\ldots, a_{n}$ of $\operatorname{GF}\left(q^{n}\right)$ over $\operatorname{GF}(q)$ together with a multiplication table (cf. [1], [2], [14], [53], [65], [78] for the former, and [20], [24], [78] for the latter). In Section 3 we shall show in greater generality how to find $b$ if a basis $a_{1}$, $a_{2}, \ldots, a_{n}$ is given.

Regarding the multiplicative structure of $G F\left(p^{n}\right)$, a primitive root, i.e. a generator of the multiplicative group of $G F\left(p^{n}\right)$, is to be determined [2] This task is solved
by Gauss' method [78].

## 2. Factorization of polynomials

Procedures for factoring polynomials over a finite prime field GF(p) are useful in many regards such as, for instance, the construction of finite extensions of GP(p) (cf. Section 1), the factorization of polynomials over the ring of all rational integers, $Z$, (see[81]), or the decomposition of prime numbers $p$ in finite algebraic number fields ([16], [40], [56], [69]).

To reduce, whenever it is possible, the task of factoring a monic separable polynomial $f(x)$ of degree $n$ over $G F(p)$ to that of factoring a polynomial of lower degree one makes use of the fact that an irreducible factor of degree $m$ of $f(x)$ over $G F(p)$ must divide the polynomial $x^{m}-x$ over $G F(p)$. Accordingly, Kempfert [39] suggested to compute the greatest common divisors over GF(p)

$$
\left(f(x), x^{p^{i}}-x\right) \text { for } i=1, \ldots,\left[\frac{n}{2}\right]
$$

However, this process need not yield a proper factor of $f(x)$ let alone the complete factorization of $f(x)$ over $G F(p)$. To obtain the complete factorization, an algorithm of Berlekamp[4] may be applied which essentially amounts to the calculation of the null-space of a certain matrix. This algorithm, consisting of several g.c.d.-processes, is very efficient for small primes p (or, more generally, small powers of p). The null-space approach was replaced with a different explicit construction by Mc Eliece[47]. For large primes $p$, however, the algorithm has to be modified in order to retain efficiency. Modified versions, which then also permit to factor polynomials over GF(q) with large p-powers $q=p$, are due to Berlekamp [5], [6] and Zassenhaus[81].

In general more difficult is the problem of factoring a monic separable polynomial $f(x)$ of degree $n$ over $Z$. If $C$ is the maximal absolute value attained by the coefficients of $f(x)$, the coefficients of a factor $g(x)=$ $x^{m}+b_{1} x^{m-1}+\cdots+b_{m}$ satisfy the inequalities $\left|b_{j}\right| \leqslant\binom{ m}{j}(c+1)^{j} \quad(j=1, \ldots, m)$. If these bounds are not too large for $m \leqslant\left[\frac{n}{2}\right]$ the factorization of $f(x)$ over $Z$ can be accomplished by picking a prime $p$ which is greater than the maximal bound and by factoring then $f(x)$ over $G F(p)$. If need be, this process is to be repeated for some more suitably chosen p (cf. [45]).

Zassenhaus [81] turned Hensel's Lerma into an effective routine for factoring polynomials $f(x)$ over $Z$. Instead of a large prime, any prime $p$ not dividing the discriminant $d(f)$ is chosen and a decomposition of $f(x)$ into two monic factors modulo $\mathrm{p}^{1} \underline{\mathrm{Z}}[\mathrm{x}]$ is pro-
duced. Clearly, $f(x)$ is irrequcible over Z if it has no proper decomposition modulo $\mathrm{pZ}[\mathrm{x}]$. Otherwise the decomposition modulo pZ[x] is lifted to a modulus which involves a higher power of $p$, proceeding inductively from

$$
f(x) \equiv f_{1}(x) f_{2}(x) \bmod p^{r} Z[x]
$$

to

$$
f(x) \equiv f_{1}^{\prime}(x) f_{2}^{\prime}(x) \bmod p^{2 r} \underline{z}[x]
$$

Since this way the p-power contained in the modulus will rapidly approach the magnitude of the above-mentioned bounds it will be possible for a suitable p-power, say the $s$-th power of $p$, to decide whether or not the decomposition of $f(x)$ modulo $p^{s} \underline{Z}[x]$ gives rise to a decomposition of $f(\bar{x})$ over $Z$. This process is to be repeated for all possible decompositions of $f(x)$ into two monic factors modulo $p Z[x]$. To obtain the complete factorization of $f(x)$ over $Z$ the procedure has to be carried on recursively for each of the two factors of $f(x)$ over $Z$ which resulted from the first step. The weakness of this routine becomes apparent when $f(x)$ has way more factors modulo $\mathrm{pZ}[\mathrm{x}]$ for the prime p chosen than it has over $\underline{Z}$ itself. As for the details of this algorithm, we refer to the papers [81] (in which different bounds for the coefficients of factors are used) and [83].

A thorough discussion of effectiveness questions regarding the factorization of polynomials and other procedures related to field theory was carried through by Fröhlich and Shepherdson ([27], [28]).

## 3. Field extensions

(a) Primitive elements. For finite fieldsk, the question of constructing finite extensions $K$ of $k$ was already dealt with in Section 1.

Let now $k$ be an arbitrary constructively accessible field and $\mathrm{K} / \mathrm{k}$ a finite separable extension of degree $n$. It is known that there exists a primitive element $b \in K$ such that $K=k(b)$. Given a basis $a_{1}, \ldots, a_{n}$ of $\mathrm{K} / \mathrm{k}$, a primitive element b for $\mathrm{K} / \mathrm{k}$ can be found by a trial-and-error method, forming randomly linear combinations $\sum_{i=1}^{n} e_{i} a_{i}$ with $e_{i}=0$ or 1 until a primitive element turns up. Sonn and Zassenhaus [60] who proposed this method showed that it is bound to work. In fact, the probability to catch this way a primitive element $b$ for $K / k$ is at worst $1-\frac{n-1}{2^{n / 2}}$, a number which approaches 1 as $n$ tends to infinity.
(b) Tschirnhausen transformations. The p-adic method used for factoring polynomials over Z (Section 2) was also successfully employed by Zassenhaus and Liang [80] to answer the following questions Hasse [33] brought up. Let $f(x), f^{\prime}(x)$ be two polynomials over Z having the real roots $b$, b respectively. Suppose that $f(x)$ and $f^{\prime}(x)$ are irreducible of degree $n$ over the rational number field $Q$. How to decide whether or not $b$ and $b$ 'generate the same field extension over $Q$, and, if the answer is affirmative, how to find a

Tschirnhausen transformation expressing b and $b^{\prime}$ in terms of one another? The solution of this problem allows at the same time to exhibit a generating element of the cyclic Galois group $G(K / k)$ of the extension $K=k(b)$ generated by $b$ over a certain quadratic field $k$ over $Q$. This answers another question posed by Hasse[33]. Both questions play a part in the construction of the class field $K$ to the quadratic number field $k=Q(\sqrt{-47})$ (see Section 9).
(c) Real root calculus. If $k$ is an ordered field (e.g., $k=Q$ ) in which the four rational operations and, for every field element, the sign determination can be constructively performed the question arises of how to do the same in an ordered extension $K$ of $k$ obtained by adjoining to $k$ the real roots (in a real closed algebraic extension of $k$ ) of a separable polynomial $f(x)$ over $k$. To this end the real roots of $f(x)$ are to be numbered by increasing magnitude such that every root is uniquely determined by its index. The question can then be reduced to the case of a simple extension since $K / k$ may be broken up into a chain of simple extensions by successively adjoining to $k$ the real roots of $f(x)$. An affirmative answer to the question, based in part on a constructive proof of Sturm's Theorem, was given by Hollkott[35]in his doctoral thesis. Subsequently Zassenhaus [82] and Kempfert [38] adapted Hollkott's methods for a computer program called "real root calculus" in which the rational operations and the sign determination are performed in certain real algebraic number fields.

## 4. Galois groups

The problem to be discussed here is how to construct the Galois group of the splitting field of a given equation over the rational number field $Q$ and, conversely, how to realize certain given groups as Galois groups of equations over $Q$.

As to the latter question, Trinks[72] verified by the aid of a computer program that $G_{168}=\operatorname{PSL}(3, G T(2))$, the simple group of order 168, is materialized as the Galois group of the splitting field of the equation $x^{7}-7 x+3=0$ over $Q$. Rowlinson and Schwerdtfeger[54]proceed along similar lines in a paper in which they discuss the problem of finding polynomials whose Galois groups satisfy certain prescribed conditions.

Regarding the first question, an attempt to determine the Galois group of a given monic separable polynomial $f(x)$ was made by Zassenhaus [77] under the supposition that it is possible to decide whether or not the polynomial $f(x)$ has a root in $Q$ and, in case the answer is affirmative, to exhibit one. However, the method cannot be used on a computer since it is inefficient.

A more practicable approach to the problem relies on an idea of van der Waerden. Here, the cycle decomposition patterns of elements of the Galois group (as permutation croup) are sampled by looking at the polynomial $f(x)$ modulo $p Z[x]$ for several suitably chosen primes p. This way some information on the type of the Galois group of $f(x)$ as a
subgroup of the symmetric group on $n$ letters $\underline{S}_{n}$ can be derived, where $n$ is the degree of $f(x)$. The method, if further extended by virtue of Cebotarev's Density Theorem, allows a complete determination of the Galois groups of polynomials $f(x)$ over $Q$ of degrees up to $n=8$. D. Smeltzer, a student of Zassenhaus, is working on a corresponding computer program. The van der Waerden method was already successfully applied by Cockayne [15] to isolate some elements of the Galois groups of various polynomials over $\underline{Z}$.

## 5. Continued fractions

Continued fractions offer a wide field for computer-assisted computations. Quadratic irrationalities possess the simplest continued fraction expansions since for them the partial quotients become periodic. They play an important role in unit determination and class number computation for real quadratic number fields (Sections 7, 8).

It is also not too difficult to compute the simple continued fraction expansion of an irrational algebraic number that is the only real root of an equation with rational integral coefficients[48]. Zassenhaus[79] devised a method of dealing with real algebraic irrationalities which are the roots of equations over $Z$ having more than one real root. The main difficulty to be overcome here is that of keeping apart the distinct real roots of the equation in question. Recently, D. Cantor, P. Galyean and this ( 184$]$ ) authof showed how one can cope with this difficulty. The Zassenhaus algorithm has been programmed by Smith [59].

A peculiar phenomenon was discovered by Brillhart and his student Morrison. In the simple continued fraction expansion of the real root of certain cubic equations as, for example, $x^{3}-8 x-10=0$, among mostly small partial quotients there occur also very large ones. Stark[62] showed that this phenomenon can be explained by means of the theory of modular functions. It has, roughly speaking, something to do with the fact that $x^{3}-8 x-10=0$ has the discriminant -4.163 and that the quadratic field $Q(\sqrt{-163})$ possesses the class number one (see Section 8), an observation that was made by D.H. Lehmer.

Extensive investigations were carried through by Bernstein regarding the question of when the Jacobi-Perron algorithm for the generalized continued fraction expansion involving a basis $a_{1}, \ldots, a_{n}$ of an algebraic
number field $K / Q$ of degree $n$ becomes periodic. In case periodicity occurs the algorithm yields a unit of K . Elsner and Hasse [25] used a computer to detect new periodicity cases.

Continued fraction developments other than simple ones of real quadratic irrationals have been computed by F. Frank [26].

## 6. Piodules and orders

[^0]determining the sum $J=M+N$ and intersection $I=M \cap N$ of the two given $Z$-modules was found independently by Cantor [12] and by Zassenhaus [74]. M and N can be represented by an rxm matrix $A$ and an ren matrix $B$ over Q respectively. If we then transform the $2 r \times(m+n)$ matrix
\[

\left($$
\begin{array}{ll}
A & B \\
A & 0
\end{array}
$$\right) into lower diagonal form\left(\begin{array}{ll}
X \& 0 <br>

* \& Y
\end{array}\right)
\]

by employing elementary column operations, the sum $J$ and intersection $I$ are represented by the matrices $X$ and $Y$ respectively. This algorithm can be used for solving systems of linear Diophantine equations over $\underline{2}$ or for determining ideals in $Z[x]$ generated by a finite number of polynomials $f_{1}(x), \ldots, f_{s}(x)$.
(b) Embedding of an order into a maximal order. Given a finite-dimensional commutative algebra $A$ over $Q$ and an order $o$ in $A$ it is our aim to determine the maximā order 0 of $A$ containing $ㅇ$. All orders in $\underline{A}$ are to be expressed in terms of a basis $a_{1}, \ldots, a_{r}$ of $A$ over $Q$. That aim cannot effectively be reached by a search procedure which finds 0 among, all (finitely many) orders between o and $d^{\prime} o$, where $d$ is the inverse of the discriminänt d of o. Zassenhaus [75], [76] suggested to construct instead by induction a chain of orders

$$
\underline{o} \subset \underline{o}_{1} \subset \ldots<\underline{o}_{\mathrm{m}} \subset \underline{o}_{\mathrm{m}+1} \subset \ldots \subset \underline{0}
$$

utilizing the following fact. Suppose that $\underline{-}_{m} \neq 0$. Then there is a prime $p$ whose square divides the discriminant $d_{m}$ of $o_{m}$. Moreover, the $p$-radical $\frac{R}{-}, m$ defined by $\underline{R}_{p, m}=\left\{x \in \underline{o}_{m} /\right.$ x mod pom is nilpotent $\}$ then gives rise to a bigger order $o_{m+1}$ if one takes $\underline{o}_{\mathrm{m}+1}$ to be the quotient module $\underline{R}_{p, m} /{ }^{R} p, m$. As soon as an intermediary order on is found with no prime $p$ such that $p^{2} / d_{n}$ the maximal order $\underline{O}=\underline{o}_{n}$ is reached.

This construction is of particular interest in case $A=K$ is a finite algebraic number field over $Q$ since it facilitates the determination of the ring of algebraic integers O in K .
(c) Fractional ideals in an order. Let o desienate an order in an aIgebraic number field $k$ of finite degree $n$ over $Q$. Gauss discovered (in a different form) that, for an order o in a quadratic number field $k(n=2)$, every fractional ideal of 0 is invertible in the semigroup of all fractional ideals of o. On the other hand, Dedekind was aware of the fact that this result does not remain true if one considers orders o in algebraic number fields $k$ of degree $n>2$ over $Q$. It is therefore natural to ask how the result for $n=2$ can be generalized for $n>2$.

Based on some numerical evidence provided by a computer the three authors of [21],[22] conjectured that in the general case of an order o in an algebraic number field $k$ of degree $n$ over $Q$ the ( $n-1$ )-st power and all higher powers of every fractional ideal of o are invertible in the semigroup of all frac= tional ideals of o. This conjecture was in fact proven in[22]. In connection with it many
other interesting results on ideals in ㅇ were obtained.

## 7. Units in algebraic number fields

The problem to be dealt with here is, in accordance with Dirichlet's Unit Theorem, that of determining for a given algebraic number field $K$ of degree $n$ over $Q$ a system of $r_{1}+r_{2}-1$ fundamental units of $K$, where $r_{1}$ is the number of real and $2 r_{2}$ the number of complex conjugate fields of $K$. Any such system consists of independent units that generate the whole unit group modulo the subgroup of the roots of unity in $K$.

Basically, the following procedure yields a system of fundamental units of $K$ in a finite number of steps. Employing Minkowski's theorem on linear forms one constructs a sequence $c_{1}, c_{2}, \ldots$ of integral elements of K satisfying the conditions

$$
\begin{align*}
& \left|N\left(\dot{c}_{j}\right)\right| \leqslant|\sqrt{d}|, \quad(i=1,2, \ldots)  \tag{1}\\
& L\left(c_{1}\right)<L\left(c_{2}\right)<\ldots, \tag{2}
\end{align*}
$$

where $d$ is the discriminant of $K / Q$ and $N$ the norm relative to $K / Q$, while $L$ designates a certain linear form involving the logarithms of the absolute values of $c_{i}$ and its conjugates. Because of condition (1), the sequence $c_{1}, c_{2}, \ldots$ contains only a finite number of prime factors (thatis, of prime ideals dividing $c_{1}, c_{2}, \ldots$ ). Therefore, there are infinitely many indices $i, j$ such that $c_{i} / c_{j}$ is a unit of $K$. Condition (2) then makes it possible to construct independent units. From them fundamental units in $K$ can be derived.

For a quadratic number field $K=Q(\sqrt{d})$ with discriminant $d$, an integral element $u=\frac{x+y\lceil d}{2}$ is a unit if and only if $N(u)$ $= \pm 1$, that is, if and only if the rational integral components $x$, $y$ of $u$ satisfy the so-called Pell equation $x^{2}-d y^{2}= \pm 4$.

Imaginary quadratic number fields $K=$ $Q(\sqrt{d})$ (i.e. d<0) have no units aside from roots of unity, and the latter are easily determined from Pell's equation. If $d<-4$, then $\pm 1$ are the only roots of unity in $K$.

A real quadratic field $K=Q(\sqrt{d})$ (i.e. d $>0$ ) possesses a unique fundamental unit $e>1$. The unit e can be calculated by solving Pell's equation. To this end one needs, in general, to apply the continued fraction algorithm (Section 5) to $\sqrt{d}$. For a table of fundamental units in certain $K^{\prime}$ s we refer to Ince [36].

In a totally real cubic number field $K$ two fundamental units $e_{1}, e_{2}$ generate the infinite part of the unit group. Billevič[7], [8]followed essentially the general method indicated above to determine two fundamental units of $K$, thereby at the same time improving Voronoi's Algorithm (cf. [73). Another approach to the unit calculation in totally real cubic fields $K$ was proposed by Godwin [30] who employed quadratic expressions rather than linear forms L.

In a cyclic cubic number field $K$ one
fundamental unit and one of its conjugates generate the unit group modulo roots of unity. Cohn and Gorn[17] computed such a fundamental unit for several cyclic cubic $\mathrm{K}^{\prime}$ s.

A table of the fundamental unit $e$ of the cubic fields $K=Q(\sqrt[3]{m})$ generated by the real cube root of the cube-free intergers $m$ in the interval $50 \leqslant m \leqslant 100$ was produced by Selmer [56].

Cohn [19] showed how the information available on fundamental units of real quadratic fields can be utilized to construct systems of fundamental units in composite real quartic and octic number fields.

In an earlier paper [32] Hasse had developed an algorithm for finding systems of fundamental units in cyclic cubic and biquadratic number fields. His methods, exploiting results from the analytic theory of numbers, were generalized by Leopoldt[41], [42] to the case of an arbitrary abelian number field K.

More recently, Billevič [10]extended his above-mentioned algorithm to arbitrary algebraic number fields $K$ of degree $n$ over $Q$.

## 8. Class numbers of algebraic number fields

The classical proof of the theorem on the finiteness of the class number $h$ for a finite algebraic number field $K$ of degree $n$ over $Q$ furnishes at the same time also one possible rational procedure for calculating $h$. It depends upon the existence of a positive (real) constant B , the so-called Minkowski bound, such that every ideal class of $K$ contains an integral ideal a whose norm satisfies the inequality $\mathbb{N}(\underline{a}) \leqslant \bar{B}$. Explicitly, Minkowski obtained for $\bar{B}$ the general expression

$$
\left.B=\left(\frac{4}{\pi}\right)^{r} 2 \frac{n!}{n^{n}} \sqrt{\mid} d \right\rvert\,
$$

where $r_{2}$ is defined as in Section 7 and $d$ denotes the discriminant of K/Q. The task of computing $h$ then amounts to setting up a complete system of inequivalent integral ideals a of K (cf.[9]) for which it is enough to consider only those finitely many a's with the norm condition $N(\underline{a}) \leqslant B$.

As a different powerful tool for computing $h$ we mention the analytic class number formula.

It is obvious that any improvement on the bound B will make the procedure more effective. This can in particular be achieved for quadratic number fields (see[49]). Recently Newman [50] and Ordman[51] established class number tables for quadratic fields $K=Q(\sqrt{d})$, where a ranges over certain negative prime discriminants. Also very useful are the tables Schaffstein[55] and Ince[36]published about 40 years ago.

A statistical study carried through by Leopoldt[43]shows a deviation of the computed number from the expected number of imaginary quadratic number fields $K=Q(\sqrt{d})$ with prime discriminants $\alpha=-p$ (where $p^{-} \equiv-1$ (mod4); $p<498,000$ ) whose class number $h(d)$ is divisible by a given number $m$.

For a long time it had been an open question whether Gauss' conjecture is true that there are only finitely many imaginary
quadratic fields $K=Q(\sqrt{m})$ with class number one. Gauss himself already verified by means of his theory of reduced quadratic forms that the fields $K$ with $m=-1,-2,-3,-7,-11$, $-19,-43,-67,-163$ possess class number one. Following up the contributions of several authors to the question if these fields are the only ones having class number unity, Heegner (see[61]) in 1952 eventually supplied the missing link for a complete affirmative answer to that question.

Class numbers of totally real cubic number fields $K$ were computed by Godwin [31] who applied the same device he had already successfully used for unit calculations [30]. Godwin listed all those cubic fields $K$ of an earlier table[29] which have a discriminant $d<20,000$ and whose class number $h$ is $1,2,3$, or 4 .

Larger class numbers turned up for some pure cubic fields $K=Q(\sqrt[3]{m})$. Specifically, Cassels[13] found via the algebraic approach the class number $h=12$ for the real field $K=Q(\sqrt[3]{43})$, and Cohn [18] obtained by analytic methods class numbers between 18 and 27 for fields $K$ generated by the real root of bigger integers m. Further tables for pure cubic fields are provided by Selmer[56].

Units and class number of an algebraic number field $K$ areclosely related. Cohn [19] combined a class number formula of Wada, involving the index of a certain subgroup in the whole unit group, and his results on units in quartic and octic fields (Section 7) to determine the class number of these fields.

Cyclotomic fields are largely accessible to numerical calculations. Bauer [3] computed the class number of real cyclic subfields K of cyclotomic fields with the restrictions $f<100$ on the conductor of $K$ and $B<50,000$ on the improved Minkowski-Rodgers bound for K. Leopoldt's p-adic class number formula is used in the computations and the class numbers 1,2, and 3 are obtained.

The exponent $j(i)$ of the highest p-power dividing the class number $h_{i+1}$ of the $p^{i+1}$-th cyclotomic field $K_{i+1}$ over $Q$ is, for sufficiently large $i$, given by Iwasawa's formula

$$
j(i)=l_{p} i+m_{p} p^{i}+n_{p}
$$

where $p$ is a prime and $I_{p} \geqslant 0, m_{p} \geqslant 0, n_{p}$ are integers depending only on $p$. Iwasawa and Sims [37] used a computer to determine the constants $l_{p}, m_{p}, n_{p}$ for all primes $p \leqslant 4,001$. The striking result of their computations was the discovery that $m_{p}=0$ for all $p$ 's within the investigated range.
9. Class groups and class fields of algebraic number fields

Once the class number of an alyebraic number field $K$ of finite degree $n$ over $Q$ is known there arises the usually far more complicated task of determining the structure of the ideal class group as well as the Hilbert class field $H$ of $K$ ( $H$ is the largest unramified abelian extension of $K$ ).

On the occasion of his class number cal-
culations for imaginary quadratic number fields $K=Q(\sqrt{d})$ with prime discriminant $d=$ $-\mathrm{p} \equiv 1(\bmod 4)$ Leopoldt[43] (see Section 8) also determined all class groups of K for p within the interval $1<p<304,000$ and a selection of class groups of $K$ for $p$ in $304,000<p \leqslant 551,407$. In the majority of all cases investigated the class groups turned out to be cyclic. The non-cyclic class groups found are of the q-types $(3,3),(3,9)$, groups found are of the q-types $(3,3),(3,9)$,
$(3,27),(3,81),(3,243),(9,9),(9,27),(5,5)$,
$(5,25),(7,7),(7,49),(11,11)$.

Employing purely arithmetic methods of class field theory Hasse[33] numerically constructed the class field $H$ of the quadratic number field $K=Q(\sqrt{-47})$. This field can be characterized as the first imaginary quadratic field whose class number $h$ is divisible by 5 , namely, $h=5 . \mathrm{H} / \mathrm{Q}$ is normal with the dihedral group of order $2 \cdot 5$ as Galois group, and $H / K$ is cyclic of degree 5. The problem arises of finding an irreducible polynomial of degree 5 over Z such that its real root b generates $\mathrm{H} / \mathrm{K}$ and, furthermore, of exhibiting a enerator of the cyclic Galois group of $\mathrm{H} / \mathrm{K}$. The first task is solved via constructing a radical extension over the field of 5 -th roots of unity, $K(5)$, over K. A solution of the second task was achieved by the padic methods developed in the joint paper [80] of Zassenhaus and Liang who, as we mentioned in Section 3 (b), also settled a question regarding Tschirnhausen transformations which Hasse came across in this connection.

On establishing class number and prime decomposition tables in the real cubic fields $K=Q(\sqrt[3]{m})$ for $1<m \leqslant 50$, Selmer [56] also displays generators of the cyclic ideal class groups of these K's.

In his diploma thesis Matzat [46] considers number fields $K$ of degrees 5 and 7 over $Q$ generated by roots of polynomials with inZegral (rational) coefficients 5 . A computer program was designed to determine the class number and defining relations for the class group of such fields $K$ as well as the Galois group of some of the polynomials. It was in this connection that the polynomial of degree 7 mentioned in Section 4 turned up whose Galois group was shown to be $G_{168}$ by Trinks.

Of great significance for class number problems is Hilbert's Theorem 94 (see[69]). It states that, for an unramified cyclic number field $E$ of odd prime degree $p$ over a finite algebraic number field $K$, there exists an ideal in $K$ which is not principal in K but which becomes principal in E. This implies in particular that the class number of $K$ is divisible by $p$.

Hilbert's Theorem 94 gives no indication as to which ideal classes of $K$ become principal in E. Class field theory reveals that all ideal classes of $K$ become principal in the Hilbert class field $H$ of K. O. Taussky has in several papers (see[70], [71] and quotations given there) substantially contributed to a discussion of the deep question as to how the ideal classes of $K$ behave in subfields of the Hilbert class field $H$ of $K$. No general law governing this behavior is known yet. However, in the case of a number field K whose p-class group CG is of the
isomorphy type ( $p, p$ ), where $p$ denotes an odd prime, 0. Taussky ([70], (71]), distinguishing between two types of unramified cyclic extensions $E_{i}$ of $K$ according as the subgroup $\mathrm{CG}_{i}$ of CG , pertaining to $\mathrm{E}_{i}$, becomes principal in $E_{i}$ or not, finds certain conditions under which one or the other type occurs. Also some information on how many ideal classes of $K$ become principal in $E_{i}$ is obtained.

## 10. Diophantine equations

Let

$$
y^{2}=x^{3}+a x+b \quad(a, b \in \underline{Z})
$$

designate an elliptic curve over the rational number field $Q$. By Mordell's Theorem, the group of rational points of this curve over $Q$ is finitely generated, and, according to Siegel's Theorem, the curve has at most finitely. many points with coordinates in Z.

Quite a few computer-assisted computations (of which we cite here only a modest selection) have been carried out to determine all points over $Z$ of certain elliptic curves of the above type and to find generators of the infinite part of their rational point groups over Q. In these computations use is made of the information available on class numbers and units of quadratic, cubic and quartic number fields (Sections 7 and 8).

Quadratic fields are involved in Podsypanin's[52]calculations of generators for $\mathrm{y}^{2}=\mathrm{x}^{3}$ - D with $0<|\mathrm{D}|<90$. Cassels [13] reduces the problem of determining solutions of infinite order of this equation over $Q$ to computations in cubic fields and produces tables for $0<|D| \leqslant 50$, thereby correcting several errors in[52]. Hemer employed similar methods to extend existing tables of several authors, with a few exceptions, to $0<|D| \leqslant 100$ (see [34], [57],[58]). Further completions of those tables were accomplished by Ljunggren [44] who worked in quartic number fields and, recently, by Stephens[64]who referred again to cubic number fields.

In conclusion, we mention here the famous conjectures of Birch and SwinnertonDyer ([11], [66], [67]) relating the number of generators $g$ of the rational point group of an elliptic curve over $Q$ to a certain global L-series of the curve. The conjectures that are supported by a convincing amount of numerical evidence have entailed many further explicit calculations as well as theoretical investigations and generalizations by several authors (e.g., [63], [68]).
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[^0]:    (a) Eum and intersection of modules. Let $M, N$ be two $Z$-modules of rank $r$ generated by a finite number, say $m, n$, respectively, of r-columns over Q. A simple algorithm for

