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ABSTRACT 

This paper describes the design and partial im- 
plementation of a real-time sound generation system 
currently being built at Carnegie-Mellon University. 
The overall design process is followed, and design de- 
cisions are discussed in the light of design goals and 
overall system constraints. The resulting system con- 
sists of a keyboard which is light controlled and an 
array of microprocessors functioning in a pipeline 
fashion. 

I. INTRODUCTION 

This paper describes the progress of a single 
group of researchers in designing, implementing, 
testing and using a large scale digital system, the 
Carnegie-Mellon Computer Music System. While observing 
the progress of such a design, possibilities for moni- 
toring and carefully controlling the design process 
arise. It becomes apparent that the ideas of struc- 
tured hardware (LAW 75, TAN 76), differing design styles 
(THO 76), and design constraints (BAR 76) can be 
applied to a particular design during both design and 
analysis phases. 

This particular system discussed in this paper is 
a real-time digital sound generation system. This 
paper discusses the design and implementation of the 
above system and attempts to answer the following 
questions: 

Is a structured design approach valid for this 
system? (When) does it fail? 

Can one pick a design style for this system ~ 
priori by analyzing the design constraints? Is 
this design style indeed reflected in the im- 
plemented system? 

How does the level of design constraints affect 
the structured design approach? Do low-level 
constraints negate a top-down design approach? 
Do high-level constraints make a bottom-up approach 
impossible? 

How can one express system parameters on all 
levels with a single system description? 

The following sections of this paper describe the 
keyboard and overall system design. The last section 
discusses the above questions, gives the current 
status of the system, and presents some preliminary 
conclusions. 

The historical background for this and other 
synthetic sound research can be found in (DWO 75). A 
system which is functionally similar but architectur- 
ally quite different has been built at Aarhus 

* The research described in this paper is supported 
by the Departments of Music and Electrical Engineering 
at Carnegie-Mellon University and a grant from the 
Carnegie Corporation. 

University, Denmark, by Manthey (MAN 75). 

II. THE KEYBOARD DESIGN 

High-speed interactive digital systems require man- 
machine interfaces that quickly generate data in a 
format that is compatible with both the speed of the 
digital processors employed and with the demands of 
the algorithms upon which the system operates. 

These demands call for a very high-speed system with 
an input device that controls frequency, amplitude, 
envelope, and timbre in an efficient way. Since the 
traditional keyboard is able to represent some of 
these parameters, and since it is familiar to most 
musicians, the researchers decided to redesign the 
keyboard so that it might control all parameters. The 
speed needed within the system is achieved by using 
optical data generation and transmission techniques, 
and by employing Schottky bipolar and ECL logic de- 
vices and microprocessors in the sound generation 
circuitry. These techniques also make possible a low- 
cost system that provides a maximum amount of control 
with a minimal investment. 

The present keyboard has sixty-four keys, each of 
which is assigned a digital address (0 to iii iii). If 
a scan of the keyboard reveals that a particular key 
is depressed, only the address of that key is read by 
the keyboard-monitor computer. The frequency with 
which that address is associated is stored in memory 
and must be preprogrammed. The user has complete 
freedom to map pitches onto the keyboard'in the way 
that best suits his needs. 

At the present time, the artistic appearance of the 
keybQard is not considered important. It is assumed 
that the composer or researcher will know the fre- 
quencies that he wishes to represent. No color codes 
or layout schemes are employed to imply a particular 
frequency sequence. The keys are simply set next to 
one another in a slightly semi-circular fashion, so 
that any finger may lie flat on a key, parallel to 
its edges. The amplitude of a tone associated with a 
key is defined as increasing in a logarithmic fashion 
as the depth to which the key is depressed increases. 
The speed with which the key is depressed does not 
define amplitude. However, simple envelopes can be 
constructed by changing the depth of the key over 
time. Very fast rise or fall times cannot be created 
in this way because of the limitations of the hand. 
However, such envelopes can be created under external 
program control. 

By dividing each key into eight segments, tone 
color or timbre changes are made possible. Each 
segment is defined as some frequency multiple of 
(usually) the lowest segment. (See Figure i.i). 
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keyboard by the user. 

r- 
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Figure i.i 
Keyboard Layout with Possible 

Frequency Relationships 

In other words, if the sys%em has a sine wave stored 
in memory, each segment of this key may reference 
that waveform. The lowest segment might sound at a 

v~undamental frequency (e.g.~ 440 Hz.) and the over- 
tones might be in harmonic ratios (e.g., 880 Hz., 
1760 Hz., etc.). The waveform generated by any key 
is synthesized by combining the waveforms referenced 
by each of that key's segments. Of course, since all 
frequencies represented on the keyboard are program- 
mable, the segments Just as easily can represent 
either undertones or non-harmonic multiples of the 
fundamental. 

The system thus addssimple waveforms to generate 
complex waveforms. However, true flexibility in wave- 
form construction demands that the keyboard ought 
also to be able to control the amplitude and phase of 
each particular overtone. Since the depth of a seg- 
ment represents its amplitude independently of its 
neighbors, it is indeed possible to do this. Phase 
is further defined as the angle of each key segment 
at any given depth. Of course, there are some 
physical limitations that govern which segment com- 
binations can be pressed down by a human finger. 
Segments i, 3, and 5 cannot be depressed without de- 
pressing segments 2 and 4. 

Of course, the key segments need not reference 
only sine waves. Any waveform can be stored in memory 
and these waveforms will likewise be added by the 
keyboard. In this way, both the synthesis of very 
complex waveforms and control of their degree of com- 
plexity become very simple. Human limitations also 
make impossible the use of different amplitude patterns 
on adjacent segments or the constant use of perfectly 
identical amplitude envelopes. As a result, it is 
proposed that an external minicomputer provide data 
generated under software control for any of the follow- 
ing keyboard parameters: envelope, maximum amplitude, 
phase relationships among segments, constant patterns 
of harmonic relations among key segments, i.e., con- 
stant timbre. Data supplied by an external minicom- 
puter would cause the system to ignore the same data 
coming from the keyboard. The user would determine 
how much external control is provided at any time. 
These decisions would depend upon his task. 

Since the system constructs waveforms by adding 
model waveforms that are represented by the key seg- 
ments, a minimum system requirement is that all seg- 
ments on one key be processed within one 25 ~sec. 
sample period (the chosen sample period for this 
system) so that the phase relationships of the com- 
ponent waveforms might be correct as defined on the 

There are eight amplitude words and eight phase 
words that must be read from each key. This allows 
a little more than i ~sec. to do each READ. This 
is perfectly feasible for a bipolar or ECL micro- 
processor, but the interface must generate this 
data quickly. Furthermore, since these amplitude 
and phase signals must vary significantly in size, 
it is difficult to digitize them directly, quickly, 
efficiently, and with a good amount of resolution. 
Changes of amplitude can be represented by analog 
signals, but it wguld be inefficient to employ 
separate transducers to generate control voltages on 
each key segment. 

The system will employ a very high-speed and 
cost efficient method of generating digital words 
representing amplitude and phase for each key seg- 
ment. Each key segment contains two light sources, 
one to control amplitude and one to control phase. 
The ~ key body itself is constructed so that, as the 

key is depressed or tilted, more light is passed to 
an optical fiber (See Figure 1.2). 

a-Direction of Tilt 

Amplitude LE~.=====~===,==,~=~o~ 

! bl ~ I I -, ~ /  Phase LED/ 

To Photodlodes 

Figure 1.2 A Key Segment 
Springs and Internal Mounting 

Hardware Omitted 

Light I~ transmitted down the fiber to a 
banM of sixteen light sensors, eight for amplitude 
control, eight for phase control. The output of 
each sensor is amplified to generate an analog vol- 
tage that can be varied either logarithmically (for 
amplitude control) or linearly (for phase control). 

These voltages are successively eonverted to 
elght-blt digital words by an analog-to-digital con- 
verter. As a result, there are 256 logarithmic 
amplitude steps possible for the construction of 
envelopes. Also, 256 phase offsets are available 
for finding the first word to be sampled from wave- 
form memory. 

The phase word can serve two purposes. It can 
control the offset of the starting points of 
waveforms in relation to one another. In this mode, 
each phase word must be compared against its last 
value and must be incremented or decremented 
according to that last value. Alternately, the 
phase word can be interpreted as a new increment 
each time, in which case slow frequency modulation 
on the keyboard is possible. 
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The use of light control permits high-speed opera- 
tion. Set-up time for all sixteen light sensors is 

intended to be less than 2 ~sec. The analog-to- 
digital conversion time for each sensor is slightly 
more than 1 ~sec. As a result, all signals on one 
key group can be processed in less than 25 ~sec. 

The use of an optical system for digital data 
generation and transmission serves the additional 
purpose of multiplexing the keys to the central pro- 
cessor in a fast and simple manner. Fiber bundles 
that originate as single fibers in the key segments 
and that terminate at the photosensors provide an 
OR function of events that occur on parallel key 
segments. 

Multiplexing operations actually occur on several 
levels within the keyboard interface. As the key- 
board is being scanned, the next key to be scanned 
is activated by a i-of-64 decoder. Information on 
the key is then multiplexed to photosensors via fiber 
optics. The analog voltage generated by the photo- 
sensors is then multiplexed to a single 1 ~sec analog 
to-digital converter. 

III. OVERALL SYSTEM DESIGN 

In discussing the evolution of the sound generation 
system from the beginning recognition of system 
constraints and choice of design goals to the end 
realization of the register-transfer level implemen- 
tation, it becomes apparent that the design choices 
at all stages are influenced by both "hard" con- 
straints (necessary system parameters) and "soft" 
constraints (desirable system parameters). 

The overall design process is shown in the flow- 
chart, Fig. 3.1. Each of these blocks will now 
be discussed in detail. 

Preliminary Investigation 

Preliminary investigations included hardware pro- 
totypes of the keyboard interface system and out- 
put circuitry and software simulations of the 
central processor's functions. The keyboard proto- 
type was constructed, tested and reported (DWO 75). 
A small system was constructed to output digital 
data from a memory to a D/A converter so that a 
preliminary analog tape could he made, and waveforms 
were generated using software on the UNIVAC 1108. 
(DWO 76). The effect these investigations had on 
the overall design was subjective -- they illustrated 
both the feasibility and desirability of such a 
system, and also basic problems in timbre recognition, 
variable timbre being the~most important function of 

the system. 

Design Goals. 

The major aim of the sound system design is to 
provide a user with tools for generating in real 
time, a sound with any deterministic or stochastic 
properties. Particular applications of the instru- 

ment are: 

music composition 

music theory research 

microtonalinterval student training 

psychoacoustic studies 

hearing testing and similar biomedical applications 

Secondary goals derived from these applications are: 

to control waveform structure by controlling, in 
real time, the amplitude and phase of harmonics 
added to a fundamental frequency 

Hardware I 
Prototypes, Preliminary Investigations 
Software 
Simulations 

Statement of 
Design Goals 

Recognition of 
Hard Constraints 

+ - ,  , 

Modularlzation Gross Design Gross Hardware Overall 
Of Design Choices Choices Design 

(Design Style) 

Global ISP 
Description and 1 Simulation Specific 

Design 
Choices 

ISP to R-T Level 
Hardware Mapplng 

to allow user mapping of frequencies onto the 
keyboard interactively 

to allow a large frequency range (40 Hz to 20 KHz) 

to allow user control over envelope in real time 

to allow program control over any parameter for 

precise waveform generation 

to produce a high quality signal 

to minimize system cost 

These goals introduce some hard constraints on the 

system design. 

Hard Constraints 

The constraints introduced by the above design 
goals fall into the following areas: 

Control 

Figure 3.1 Overall Design Process of the Sound Generation System Data I/O 

Data Storage 

Data Manipulation 

Control constraints mainly involve the necessity of 
varying waveshape and keyboard frequency mapping 
under user control. This indicates that the control 
must be programmable or that memories must be 
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loaded with the correct waveform and keyboard fre- 
quency data generated outside the sound generation 
system. Since the overall system operation is special 

purpose and fixed, the control can be established as 
the system is implemented - either ~ith PLA's, flip- 
flops or a read only microstore. 

Input/Output constraints concern the keyboard 
scanning and the output of the digitized waveform 
to the D/A converter. The system must receive from 
the keyboard the following information: 

location of depressed keys 

amplitude and phase represented by depressed keys 

Furthermore, it must be able to receive this infor- 
mation quickly enough so that there is not an 
appreciable time delay between key depression and 
waveform processing. However, this constraint is 
easily met. There are 512 key segments on the keys 
board. Thus if the complete keyboard information is 
input every 12 ms (small delay), information from a 
single key must be input about every 25 ~s. 

The speed with which data can be output determines 
the maximum frequency of the sound which the system 
can produce. According to the sampling theorem, 
waveforms with frequency of 20 KHz can be output if 
the systems can output one sample every 25 ~s. This 
puts design constraints on the D/A converter as well 
as on the digital system. 

Since the waveforms can be general, it would be 
quite difficult to generate them in real time. As a 
result, a memory is needed for waveform storage. 
However, in order to minimize memory and hence, 
system cost, one waveform is used for the entire key- 
board and is sampled at different intervals to 
generate the various frequencies and harmonics repre- 
sented by the keyboard. The dimensions of this 
memory required to produce a high quality waveform 
will be discussed later. 

The data manipulation constraints involve 
accessing the correct waveform value from the stored 
waveform, multiplying the waveform to generate 
appropriate amplitude and envelope characteristics 
and adding simultaneously sounding waveforms together. 
This implies that the systems must have both indirect 
and indexed addressing capabilities to access wave- 
form values, and arithmetic capabilities to perform 
the multiplications and additions. Furthermore, 
because the number of waveforms must be multiplied 
and added together every 25 ~s, the multiplication is 
hardwired. With these constraints in mind, we proceed 
with the overall design discussion. 

Overall Desisn 

The choice of an overall design style, the mapping 
of system operation onto system architecture (modu- 
lation of design) and the choice of global implementa- 
tion features are presented here. 

The sound generation system has the following 
characteristics: 

speed of data throughput is very important 

data throughput and arithmetic calculations are 
the gross functional features of the system 

the system functions are data independent 

These characteristics point to a pipeline architecture 
for the data/memory portion of the system. This choice 
of design style should be confirmed by application of 
specificalgorithms developed by Thomas (THO 76) to the 
ISP description at a later date. 

Proceeding in a structured manner, functions were 
mapped onto blocks in the system, and the blocks 
ordered in a time sequence from left (data input) to 
right (data output). Following the same procedure, 
each data type was mapped onto a memory block. The 
overall functional and memory block diagram is shown 
in Fig. 3.2. 

(H4, H3, and M2 are loaded externa l ly )  

E F: Functional Unit 
M: Eemory Un i t  

FLOW OF DATA 

Fl: Inputs keyboard informaclon and stores It in El 
F2: Gets sample increment  i n f o rma t i on  fo r  eaeb key and scores i t  £n El  
F3: Gets keyboard information from Mi, waveform information from 

M3, and envelope information (optional) from ~14 
F4: Performs =he arithmetic rune=ions on the information and outputs the 

£uformatlon co the D/A hardware 

Figure 3.2 The Overall Functional and Memory Block O~ag~am of 
The Sound Generat ion S y s t ~  

The primary question at this level is how the 
functional modules perform memory accesses without con- 
tention arising, and still optimize the data throughput 
rate. The simplest answer to this question is synchro- 
nous system operation. An overall 25 ~s system clock 
is used, with some functions being performed with 
clock high, and some with clock low. The system 
timing is shown in Fig. 3.3. The arrows indicate the 

• path of a single key depression through the system 

CLOCK - -  
(25~s) I I I t I 

I I 
~X'BOAra~ l I I I I 
SCANNED ~ t I I I 

I 
KZYBOARD I t I 

~,To~ _ L - 1 - I  F--I_ 
* ; i I 

~'~'E~,<G~S. ~D ' I '  ' 
E4 ~ oPel~t~D I I I L  I I 

o. - - J  iXi__t INFO. OUTPUT 
TO DAC , i _ _  

I ~ I i I 
I i i 

WOrSt case data throughput rate (key depression to DAC)=63X25ps(scan) 
+25Us(scan of key) + 25)~s(er i th~et ic  c a l c u l a ¢ i o n s ) -  1.625ms. 

F£sure 3,3 O v e r a l l  System Tlmin S for the Sound Generation System 

1 5 6  



Di$ital System Description 

In order to describe the system compactly in some 
detail, an ISP (BEL 70) description of the system is 
presented, Writing this description unearths im- 
plementation issues on the register-transfer level. 
The comments given with the description highlight 
these issues. This description is given in Fig. 3.4. 

The remaining issue to be faced is the problem 
of waveform quality. 

ISF 

Pl: ~ (Keyboard Addrs~-Keyboard Addrs + I NeXt 
(Amplltude~INl, 
PhaseS-IN2) Next 
(If amplitude - O, then FI) Next 
Wai~ Clock -I 
Old amplltude4-Ml [Keyboard Addrs] Next 
M1 [Keyboard Addrs}q-- Amplitude Next 
Keyboard Addrs4-Keyboard Addrs + I Next 
( I f  old  ampl i tude  = 0 then New key) Next 
FI) 

Process  Next  Key 
Ampl i tude  and Phase 
Come from key 
I f  key not  d e p r e s s e d ,  
the next  key 
Memory has old amplitude 
Put in new amplltude 

Put tu new phase  
Process nex t  key 

N ~  key: - (If queue [left] - 0 Then (queue [left]4--Keyboard Addra-i Next 
F1)) Next 

q u e u e 4 - q u e u e ~  1 Next 
Mew key) 

I f  Not Clock Then 
(F2: = (Addrs~-[qUEUE[Righc]j~Next 

Ampl i tude ' t 'Ml  [Addrs] Next 
( I f  ampl i tude = 0 then erase) Next 
Fhase4--Nl [Addrs + l] Next 
Freq.Q,-MI [Addre + 2| Next 
Current4-Ml (Addes + 3] Next 
Currents-Current + Freq Next 
Mi [Addrs + 3]a-Current Next 
Current~Current + Phase Next 
Out~--Slne [Current] Next 
F41NI~Out Next 
F41N2~--AmD Nez~ F4FL~ I Next 
P2) ) 

: Find empty p l a c e  

! i n  queue f o r  key 

a d d r e s s  

Take a d d r e s s  out  of  queu~ 
Find amplltude. If key 
i s  not  d e p r e s s e d  remove 
from queue 
k~d f requency increment  
to current sample 

I New current sample 
! Disp lay  by phase  
I Gec qample from s ine  t ab '  
I Pass sample  and amplitud,  
I to F4 

Erase: - (Queue[R igh t [4 -  0 Next  ! C lear  t h i s  queue p o s i t i o t  
Queue4-Queue i Next I Rotate left 

P2) 

F4: = ((If clock then [ If clock flag then 
(DAC~StrM Next [ output sum to DAC 
S ~ O  Next I clear flue 

I flag 

F4) 
); 
( I f  F4FI~ and NOt Clock ! I f  f l a g  from F4 

(Out~F41NIIF&IN2 NexC 1 Amplitude*Sample 
Sume-Sum + Out Next I Sum samples 
F4 FLG 0 Next F4 

Fig.  3.4 P a r t i a l  ISF Language D e s c r i p t i o n  of  the  Sound Generat ion  System 

Sisnal Processin$ Considerations 

The system utilizes a sampling technique to 
create the complex waveforms desired, which implies 
that a model waveform exists in memory and that the 
system indexes through the memory choosing samples 
at various increments depending upon the frequency 
desired to be played. Although any waveform will be 
able to serve as the model, one which is easy to 
analyze for distortion is the sine wave and we will 
base our analysis upon it. 

There are certain limitations which must be taken 
into account before constructing the system. A 
primary consideration is the size of the waveform 
memory; how many bits should represent each sample of 
the wave, and how many samples are necessary to 
create a high fidelity sound. These are limited by 
the bit size of the D/A converters and the speed of 
the processor. High fidelity or good resolution can 
be depicted graphically as a smooth curve or as a 
high signal to noise ratio . 

In addition, as more waves get added together, more 

bits are required to express the summation, allowing 
as many harmonics and voices as possible, but not 
overflowing the sum. In this system, the sum will 
get passed to a D/A converter which will be 16 bits 
wide. The human ear perceives loudness changes as 
logarithmic changes of amplitude. A shift left or 
multiply by two is a change of 6 dB. (6 = i0 log (2)). 
Therefore, we can think of each bit position as 6 db, 
and a range of 60 db will require i0 bits worth of 
information. Eight simultaneous waveforms require 3 
additional bits, and each additional bit will double 
the number of voices. 

The analysis so far has given 6 db/bit and the 
number of bits for the total number of voices = n(# 
voices) + 3. With a 16-bit D/A converter it is ob- 
vious there are going to be some tradeoffs necessary 
in choosing the size of the memory to contain the 
sampling waveform. This waveform will represent full 
amplitude. Lower amplitudes will be obtained by di- 
viding samples, instead of by starting with a wave- 
form of low amplitude and multiplying to achieve 
higher volumes. It appears better to start with a 
high resolution for the waveform and maintain that 
resolution through division rather than starting with 
a lower resolution and multiplying. 

In Fig. 3.5 there are waveforms consisting of 
1024 words and different numbers of bits. It is seen 
that when 6 bits are used the steps between waveform 
points are very noticeable, and when i0 bits are used, 
a very good approximation to a smooth curve is ob- 
tained. 

Better than a graphical look at resolution is a 
Fourier analysis of the sampling waveform to determine 
signal to noise ratio. The Fourier analysis revealed 
that power gets distributed periodically through the 
spectrum. More important is the fact that there is a 
linear relationship between the number of bits used 
and the signal to noise ratio. A graph can be seen in 
Fig. 3.6. The signal to noise ratio is approximately 
equal to 6 x (No. of bits). (The lowest amplitude will 
have the lowest ratio). Therefore, choosing a signal 
to noise ratio and amplitude range chooses the number 
of bits that should make up the sample waveform. The 
FFT analysis also revealed that the number of samples 
in a wave did not affect the signal to noise ratio, 
which is expected from the sampling theorem. Therefore, 
the criteria in choosing the length of memory is at 
what lowest frequency one wishes to maintain waves 
that have no repetition of samples. 
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SNR " I0 Log Fundamental 
Noise  

Signal to Noise Ratio i n  db 

# BITS 16 14 12 10 8 7 6 

# WORDS 

1024 9 .8  8 .5  7 .4  6 ,2  4 .9  4 .3  3 .8  

128 9 ,8  7 .4  6 .1  3 ,8  

32 10.1 7.4 6 .0  3 .9  

16 I0.I 7,2 5.9 

the architecture of each functional unit and memory 
a decision to be made later on in the design process, 
and wh¢ch could vary radically from the pipeline 
style chosen for the overall system. The third 
question, which considered the effects of multi- 
level constraints on each design level, was 
answered for the top-down approach. For this system, 
as long as the design constraints were considered 
at each level of the design process, it did not 
matter if the level of the design decisions differed 
from the level of the design constraints. The last 
question, the problem of expressing system functioning 
on all levels with a single description was not 
answered here. The ISP description for this system 
is satisfactory because the system has synchronous 
output and synchronous functional units and a scanned 
input. Lower level considerations such as timing and 
I/O synchronization therefore did not have to be con- 
sidered for this system with ISP. 

SNR 
db 

90 

80 

70 

6 0  

50 

40 

30 

6 7 8 9 i0 iI 12 13 14 15 16 bits/word 

Fig. 3 .6  F o u r i e r  Analysis of  Waveforms 

The processor in this system is an Intel 3000. 
With a cycle time of 150 ns, approximately 16 harmon- 
ics can be processed. Allowing 4 bits of information 
for voice addition, 12 bits remain for resolution. 
Allowing a 48 db range requires another 8 bits, 
leaving 4 bits. If 4 bits is the lowest amplitude to 
be represented, the system has a signal to noise 
ratio~of 24 db. 

IV. PRESENT STATUS, DISCUSSION AND 
PRELIMINARY CONCLUSIONS 

At present, the ISP description of the system is 
being completed and will be used for simulation of 
the overall system operation. Hardware development 
at present is focused on the keyboard, keyboard 
logic and output circuitry. Most of the major inte- 
grated circuitry for the system has been specified 
(including bipolar memories and microprocessors). In 
fact, each functional unit, except for the adder and 
multiplier, is to be realized with a bipolar micro- 
processor, the Intel 3000 series. 

Future efforts, once the system is built, include 
an interactive program running on the PDP-ii and a 
link to the memories of the sound system from the 
PDP-iI. 

In conclusion, the system is expected to be one of 
the fastest real time digital sound generation 
system which has been constructed to solve the gen- 
eral problem of sound synthesis. In addition, the 
system cost is expected to be relatively low due to 
the use of LSI components instead of a minicomputer 
or large scale computer. 
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The questions posed in the introduction will now 
be discussed. First, the structured approach 
appears to produce a design in this case which is 
feasible, but probably uses substantially more hard- 
ware than the brute force approach. In answer to the 
second question, picking a global design style 
priori seemed to involve only the global design, with 
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