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SIMPLE LEARNING BY A DIGITAL COMPUTER

By

The Computation Laboratory
Harvard University

1. Introductiocn

Digital computers can readily be
programmed to exhibit modes of behavior
which are usually associated only with
the nervous systems of living crganisns,
This paper describes a concrete example
of one practical technique by which the
Tlectronic Delay Storage Automatic
Calculator (EDSAC) of the Universlty
Mathematical Laboratory, Cambridge, was
made capable of modifylng its behavior
on the basls of experlence acquired in

the course of operation,
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Techniques of this type may have
some value for those who, llke psy-
chologlsts and neurophysiologists, are
interested in the potentialltles of
existing diglital computers as medels of
the structure and of the functions of
animal nervous systems. The description
will be given in two stages. 1In the
filrst atege (Section 2) the behavior of
the EDSAC under the control of a re-~

sponse learning program will be presented

from the peint of view of an experimsnter

who can control the input of the machine
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and observe 1ts output, but who is denied
access to its Internal mechanism. This
polint of view corresponds te that of an
experimenter who attempts to deduce the
structure snd the internal mode of oper-
atlion of an anlimal organism from
controlled observations of 1ts functlions,
In the second stage (Section 3), ths
factors determining the behavior of the
machine are revealed, and are analyzed
from the privileged point of view of the

desizner of the learnlng program.

2. The Functions of the Response

Learning Machine

When the response learnlng program
is introduced intc the EDSAC, tals
machine is changed from a general purpose
digital computer into a speclal purpose
machine whlch will be called the response
learning machine. An experimenter asked
to describe the behavieor of thils reaponse
learning machine would soon observe that
the machine has a sensory device, the
input mechanlsm, which 1s capable of de-
tecting & stimulus in the form of a
number whose magnltude corresponds bo
intensity. He would note that when such
a stimulus s > 0 i1s applied at time t,
it iInitiates at random one of & set of
posalible responses Ry, 1 =1,2540.55.

The machine signals the occurrence of the
response Ry by printing the number i with
1%s cutput teleprinter. Following the
cceurrence of & response, the experimenter
may express hls approval or dlsapproval.
To analyze the machine's behavior in
detall, the observer might gather sxperl-
mental data In a form such a&s that of
Table 1. 1In this table, 8y is dilsplayed
in column 1, the resulting Ry at time t,

Ry¢s appears in celumn 2, and the in-

tensity, By, of approval oy disapprovel
is given in column 3. The remalning
columns of Table 1 should, for the
monent, be disregarded.

At © = 3, 8, = 2 initiated the re-
sponse Ry, and at € =17, s8¢ = ¢
initiated Rgs An X in columm 2 at time
t Indicates that sy was too weak to in-
itiate any response whatsocever at that
tims, In the interval 1= & = 12, 8, =2
is freguently tooc weak Lo slicit any re-
sponse, and those responses that are made
occur at random, The experimentsr would
find 1t possible to traln the machine to
give one particular responss only, by
expressing his spproval (at > 0) whenever
this response occurs, and his unconcern
{2y = 0) or hils disapproval (at < 0)
otherwise, Conversely, 8 response can
be discouraged by repeated disapproval.
Table 1 shows that the approval signals
a, = 2 given to Ry at t = 27 and t = 29.
and a; =1 glven at t = 30 were suf-
flcient to traln the machine to respond
to every stimulus with Rl, except at
t = 28 when, at an sarly stage of
training, R3 ococurred, An earlier at-
tempt, made at &t = 16, to teach the
machine to make the response Ry falled
for reasons whose explanation will be
given later,

As the training proceeds, errors
become less frequent, and the learned
responses may be initiated by a pro-
gressively weaker stimulus, The attempt
to teach the response learning machine
to give the response Ry begins at t =27
with the stimulus 3; at t = 30 the stimu-
lus 2 was tried and found te be sufficlent
and at t = 33, Rl occurred when the
amallest satimulus, 1, was used. At the

same time, the need for approval di-



minishes. At t

it

2% and t = 29, By = 2,
but ay = 0 at t =31 and at t = 32, and
R, nevertheless 1s st1ill initlated by the
small stlmulus 1 at t = 33. From t = 34
onwardsa, By is discouraged, until it
disappears for the stimulus 1 &t t = 37.
At t = 38 even the stimulus £ will not
initiate 1t, but at t = 39 the stimulus
3 brings it back. One laat sharp dlsap-
proval (=4) finally inhibits it. From

t = 40 onwards, the same procedure isa

repeated with R Note how at t = 42, a

4"
premature attempt to reduce the stimulus
from 3 to 2 produced no response at all.
It has salready been mentlioned that
a response may be learned by the machine
1f sncouraged by the éxperimenter, but
if the experimenter 1s neutral and ex-
presses unconcern (at = 0} for every re-
sponse, 1t 1s nevertheless stilll possible
for some particular response to ocecur
more and mores frequently, Ewventually,
cccurring to the excluslon of all others,
thls responss becomes a habit, The high
frequency of Ry from t = 15 onwards 1s
due to this effect. To train the machine
to give Ry, 1t was first neceasary
actively to discourage RE’ which showed
promlase of becoming & hablt., At t = 21
the stimulus was reduced to 1 to test how
strong & habit Ry had become by that
time. As the stimulus 1 produced no re-
sponse, 8, = 5 was used agaln at ©t = 22,
The reappearance of Ry then indlcated the
necessity for disapproval, It is also
posalble, under similar conditions, for
the response learning machlne to decay
into a letharglec state, making in-
creasingly infrequent responsss. In
Table 2, coluwmns 1, 2, and 3 for
1 =1t =15 are identical with the corre-~

spondling columns of Table 1. However, at
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t = 17 and thercafter, 8¢ (Table 2) was
reduced to 1, and the frequency of re-

sponses dropped sharply.

3. The Response Learning Program

To control the ocourrence of re-
sponses, a threshold state number Sy
Si 2 0, 1= assoclated with each response
Ry» Columns 4 through 8 of Table 1 dis-
play the threshold state numbers at time
t, Syy, for every 1. The set of
threshold state numbers 1is held in the
response learning machine's number store.
When a stimulus 1s introduced at time ¢,
the threshold state number store 1s
scanned untll the first largest Sit' say
Sjt' 1s found. At t = 20 the scamning
procseded until 53’20 was lound. Sjt
found, the machlne forms Sjt + 84y and
testy for the condition Sjt + 8= T T
1s a fixed number, 7 In the present ex-
periments, called the triggering
threshold, A response can occur at time
t only if the relation Sjt + 8y = T is
satisfled., When thls 1s not the case, X
1s printed in column 2, and the machine
prepares Lo recelve the next stimulus,

‘When Sjt + 3, 2= 7, the scanning

Sgalt t
proceeds, to find and count those Sy,
satisfying the relation Spy = Sy, k £ 3.
When no such Skt exists, response Rj
occurs, and thg number j is printed in
colum 2. At t = 20, 53’20 + 854 = 5 + 3
= 8 ¥ 7, hence R5 ocourred. When two or
more responses compste with sach aother,
as was the case at &t = 17, the winning
response ls selected at random. At

t =17, Ry and Rz were in competition,
and R:5 won. The selectlon of a response
by the procedure just outlined relies
essentlally on the use of condltionsal

orders. Such orders enable the machine



to choose among several alternative
courses on the basis of the resulta of
earlier coperations. Naturally, the
prograﬁyﬁﬁst foresee the need for a
cholece, and provide conditlonal orders
to meet this need, but the actual de-
¢lision is made by the machine itself, on
the basis of Iinformation obtalnmed in the
course of operation either from 1ts own
store, or, by means of the ilnput mecha-
nlsm, from the outside world.

After a response Ry has occcurred,
the mechine signals to the experimenter
and asks for approval. The experimenter
then introduces a number &, of appropri-
ate magnitude and sign into the machine.
Given 84y the machline proceeds to form
Si,t+1 from Sit’ for all 1. When R; has

i
accurred at time %,

Si,t41 T Sit+at+l+Nit'N1,t—l'd(sit,t);

the terms of this expression will be de-
seribed in tum,

By increasing, decreasing, or
leaving 344 constant, the addition of the
factor a; correspondingly medifies the
probabllity that Sg g4 > Sy 44> 1 # s
and hence the probablllty that the
scanning process will stop at Si,t+l'
Adding unlty to the threshold state of
the response which has been inltlated at
time t increases the probability that
this response will occur again at time
t'> t. This device accounts for the
hablt-forming effect described earlier.
It 1s this effect which, togethsr with
the chance selection of R5 at t = 17,
accounts for the S-machine's delayed

'1earning of the response Rl. Attempts to
teach thils response were begun at t = 16,
but were unsuccessful until t = 29, after

Rx had been effectively dlscouraged.

Nyp and Ni,t-l are both pseudo~-
random numbers®. In each interval
{t,t+l) a pseudo-random number Ni»

-5 =% N = 5, 1s added to one Sjt se-
lected at random, and Ng_1 is subtracted
from the Spy (k £ 3, or ¥k = ) to which
1t had been added in the interval
(t=1,t). In thia fashion, random fluctu-
ations are superimposed on the average
level of the threshold statea. Because
of these fluctuations, the machine can
make mistakes, that is, 1% can occasion-
ally make & response other than the one
i1t has been taught to make. More
important, provided that no 54 is
excesslvely large, each S4 has a reason-
able probabllity of belng greatsr than
the others at some time. This mskes
possible the teaching of a new response,
or, when no response is favored over the
others, produces an interesting variety
of responses,

The last factor, d(Syy,t), produces
a decay trend of all threshold states
toward 1, 4 is different from zero only
in the intervels between t = 5n and
t = 5n+l, wherewm = 0,1,2,... In these
intervals d = +1 when S4¢ > 1, 4 = -1
1.

when 844 = 0, and d = O when Syt
The effect of d » 0 is self-explanatory.
The negatlve decay 1s provided when

544 4 O for the purely practical purpose
of preventing the "death" of the response
learning machine. As 1llustrated in
Table 2, the decay introduces some
lethargy into the behavior of the ma-
chine, by causing all 3q to drop, hence
requiring ever-incressing stimull to
#Mpgeudo-random" numbers good encugh for
these experiments are gsnerated by
squaring & certain constant, and by se-
lecting a number of diglts from the

result. The middle diglits of the squars
then serve as a new constant.



produce a response., Were all 34 to

become so strongly negative that Sy4 +s3,4T

for all 1, given the most favorable random

effect and stimulus, no further reaponse

could be elicited from the machine. The

use of negative decay effectlively makes

1 the average minlmum level of the Si.

The effect of decay and of the rendom

variations on the threshcld statea can

best be observed in Table 2, when ¢t > 15,
For all those Rj which did not occur

at time t,

Sy te1 T Syptlge-Ny ¢ g -d(Sy40 80,

In this expression a; and the habit
forming term 1 do not appear. The ea-
sential features cof the preceding
degcription are thus surmarized by the
three relations which govern the operation

of the response learning machine:
1, To initiate a response at time t:
Sjt + 8y 2 T for some J;
2. Where Ry has occurred at time t:
Se,t41 = Sit+at+l+Nit-Ni’t_l-d(Sit,t);

%. Where Ry has not occurred at time t:

St 441 = S1e*Nig-Ny, 1= S1get)-

It muat be remembered that, whlle he 13a
training the response learning machine,
the experimenter does not know the
threshold state numbers, snd must rely
on hils recollection of his own past
sctions and of the responses the machine
mede to them, This is the data given in
the first three columns of Table 1,

The behsavier pattern of the response
learning machlne 1s suffieclently complex
to provide a difflcult task for an ob-

server requirsd to discover the mechanism
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by which the behavicr of the S-machine 1is
determined. By examining the date of the
firat three columns of Table 1 such an
observer could eaglly find regularities
in the response pattern, and he might
even develop smpirical rules for pre-
dicting responses with tolerable accu-
racy. He would find 1t very difflcult
by this means to obtain a good approxi-
mation to the description of the response
lesrning program given above, Switching
the machine off to dissect 1t would be
of limlted valiue only, since thls actlion
wonld make the response learning program

vanish from the ED3AC's stors,

4, The Digital Computer as a Model

The readiness with which the EDSAC,
and other digltal computers, can play
different roles et a moment'!s notice 1s
one of their important propertles, When
the role a digital computer 1s called
upon to play is markedly different from
those 1ts designers had in mind, a neces-
sarily large proportion of the orders In
& program must be devoted to specifying
this role. In the response learning
program, an aggregate of slementary EDSAC
orders la required, for example, to ime-
itXate the firing of a response, slnce
this 1s an operation which does not
correspond to any single order. This
drewback 1s balanced by some importent
advantages. Given the EDSAC, the only
additional equipment required te turn it
into a learning machins 1s the length of
teleprinter tape which holds the learning
program before it is introduced Into the
machine, and changes in learning machine
deslgn and the rectification of errors
require at mest the preparation of a new

program tape. Only & few seconds of



input time are required to turn the EDSAC Table 1 (Conttt)
from an orthodox computing machine into
A typleal response lsarning experiment
an experimental learning device, For
these reasons, a flexlble digitasl com-
puter could serve wlth advantage as =m 1 2 5 4 5 6 7 &

proving ground for a wilde varisty of
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Table 2

The effect of decay and random fluctuations
on the threshold state numbers
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AN ANALYSIS BY ARITHMETICAL METHODS OF A
CALCULATING NETWORK WITH FEEDBACK

By

.. C. Robbins
Burroughs Adding Machine Company, Philadelphia

At the Wayne University meeting of appears like thist

this Assoclation in the apring of 1951, Decimal Reversing Normal
George We Patterson presented a paper on Q 000 0000

1 0001 [4,0.0)%
Reversing Digit Number Systems. Although 2 00131 0010

3 0010 0011
these systems can be stated with respect L 0110 0100

5 o111l [Tl
to any base, we will be concerned only 6 010l 0llo

7 Q100 0111
with the special case of hase 2+ The re- 8 1100 1000

9 1101 1001
versing representation for bass 2 isalso 10 1111 1010
called the Qray code, symietrie¢ binary where the normal base 2 representation hue
code, and the reflected binary cods., It been shown for comparisone Note that for
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