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In an ideal sense a binary digital computer or 

what might be called more generally a Boolean ~ ma- 

chine is an automatic operation~l filing system. It 

is a machine which accepts information automatically 

in the form of words constructed from an alphabet of 

only two symbols, say 0 and I, the so-called binary 

coded words. For example a binary number is such a 

word. This information is stored or recorded in 

sets of elementary boxes or files, each containing 

one of the symbols 0 or I. This information is 

either transformed or used to change other files or 

itself as a function of the past contents of all 

files within the system. If the contents of all 

files within the system are constrained to change 

only at discrete points of time, say the points n 

(n = 1,2,3, ... ), then the machine may be termed a 

synchronous Boolean machine. The discussion in this 

paper will be restricted to the synchronous Boolean 

machine. 

It is evident from the above discussion that 

the content of each elementary box or file within 

the system is a two valued function, say A(t), of 

the real parameter time, t. Since the content of 

each file is constrained to change calf at the 

discrete points of time n/V, then a suitable def- 

inition for A(t) is the following: Either A(t) = 0 

or A(t) = I for ~Y~ t~ (n+l)y~where (n = 0 1,2 .... ). 

In this definition the right continuity of A(t) has 

been assumed for the sake of deflnltenese. Let the 

function A(%) be called a file function. 

Table I defines a unary and three bin~y 

operations of file functions, F(t) and @(t). 

; -  f-t e-j L-E i iL-£t e  i iL  - 
George Boole, who originally discovered the algebra 
needed to describe such machines. 
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F~G = ~I G +FGI an~ 

FI = F~I 

Now to every file function F(t) of the synch- 

ronous Boolean machine there corresponds the com- 

plementary file function F! (t). Moreover, Y(t) 

uniquely determines F'(t) and conversely. Thus it 

may be assumed that the complementary function of 

any file in a synchronous Boolean machine is al- 

ways available within the machine for reference. 

. . . . . . . . . . . . . . . . . . . . . . . . .  

* Marsh~ll Stone was the first to establish 
that every Boolean algebra is a ring. 

For re~ercnce see ~lj. 

file functions 12 and G: 

(1) 

From the definition of a file function and Table I 

the following theorem is now evident. 

Theorem I. The class of all file functions B is 

a Boolean algebra with respect to the operations 

I , . , and. +. B is an additive abelian grO~lp with 

respect to the operation~where the zero element 

is the file function, O, which ie 0 for all t, 

t >~ O. More generally B ie an algebraic or Stone* 

ring with respect to the operations . and.~ where 

the unit element of the ring is the file function, 

I, which ie I for all t ~ O. 

By Table I, or otherwise, it is not difficult 

to establish the following useful identities, re- 

lating the operations i , . , + and~ between 
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In  f a c t ,  i t  may be  as sumed  t h a t  t h e r e  a r e  2 P 

f i l e s  c o n t a i n i n g  t h e  f u n c t i o n s  F l ( t ) ,  F 2 ( t )  t m o t 

FpCt); FICt), FACt) . . . .  F~(t) where the first P 

files completely determine the contents of the 

remaining P files. From this fact and the de- 

scription of the synchronous Boolean machine the 

following set of time difference equations charac- 

terize the behaviour of the synchronous Boolean 

machine as a function of time: 

(2) Aj(t +'V) = fj(Al(t), A2(t) . . . .  AN(t); 

wiCt), wz(t) ..... wMCt) ), (j = l .... ~) , 

where the initial con~itlon is Ai(O), A2(O) , @ m e  

AN(0) , the functions Wl(t), W2(t) ..... WM(t) are 

the given input file functions or forcing functions, 

the functions Al(t), A2(t) ..... AN(t) are the de- 

pendent file functions of the system and P = N + M. 

The system of time difference Boolean equations(2) 

will be called the synchronous Boolean system. 

Within the particular class of Boolean functions 

of a real variable t, the Boolean algebra B of the 

file functions, there are 2Npossible solutions of 

(2), depending uniquely on the 2 N initial condi- 

tions (see [2] and [3]~ If the forcing functions 

of (2) had been chosen from certain other sub- 

classes of the class of all Boolean functions of 

a real parameter t it is possible to show that (2) 

has solutions in classes other than B. However, 

the present discns~ion will be restricted to the 

class B defined herein. 

For brevity in notation let a function F(t) 

be denoted sometimes by F and in particular denote 

G(t +~ by G~]. This notation should not lead 

to any confusion since the subsequent arguments of 

this paper will be true for all t_~O. If fj = 

fj(A 1 . . . . .  ANj W 1 . . . .  W M) f o r  (j = 1,2 . . . .  N) 

of (2) is exgan~ed in the disjunctive normal form 

it is evident that f~ may be expressed in the form 

! ! 

(3) fj = gj Aj + og j Aj for (J = 1,2 .... N) 

where 

gj = fj (A I .... A j_ l, O, Aj ÷i .... ~j Wl 

... W M) and 

! 

og j = fj(A 1 ..... A j_!, I, A j+ 1 .... ANj 

w I ... wM). 

Equation (3) with (I) obtains 

(4) fj = gj(l~bAj )~+)(ogj(~)l) Aj 

= Aj ~ [ (gj.+)ogj) Aj(~gj ] 

! 

=Aj(~-)[ gj Aj + og j Aj] 

Equation (4) and the abelian group property of the 

operation ~ transforms (~) into 

(5) /k Aj = Aj[T']~Aj = ~gl Oogj ) Aj~gj 

! 

= gj Aj + ogj Aj = aj for (j = 1,2 .... N) 

where ~ is called the change operator, defined by 

LhF(t) = F(t +'F)~F(t) for all t ~ 0. The system 

of equations, given by (5) are the change equations 

of the synchronous Boolean system (2). The word 

change is derived from the fact that for any file 

function F(t), ~F(t) = I i~ and only if, F(t) = 0 

and F(t ÷~) = I or F(t) = I and F(t +~ = 0. 

That is, Zh.F(t) = I only when the symbol in the 

file with function F(t) changes. Although system 

(5) is merely an algebraic transformation of 

system (2), it will be seen presently that aj is 

precisely the Boolean function of file functions 

needed as the irtnut function for a clocked one 

input electronic flip-flop, when considered as a 

possible dtml file to store the functions Aj and 
! 

Aj. 

When an Eccleg-~ordan multivibrator has been 

designed to change ohly when triggered, by a voltage 

pulse or spike of time duration ¢, such that ¢~< ~, 

this bistable device is called a flip-flop. The 

output of the flip-flop, which consists ordinarily 

of two triode vacuum tubes (valves) and associated 

circuits, is a voltage from each plate or anode 

of the tubes. There are essentially only two 

voltages which may appear On one of the anodes, 
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except during the time of change. If the volt- 

age of one anode is high, the voltage on the other 

is low and conversely. Let a high voltage on an 

anode represent the symbol I and the low voltage 

0 and suppose the time for switching to be in- 

ztantaneous in such a manner that the output 

voltage function is ri/~ht continuous. Moreover, 

suppose the voltage pulse function ~(t), triggering 

the flip-flop is such that the flip-flop will change 

state at every point of time n* (n = 1,2,3,4, ... ) 

and at only these points. Then thk output of one 

anode i8 a file function F(t) and the voltage on 

the other anode is yo(t), the complementary file 

function. 

NOW the  f i l e  f u n c t i o n  Y( t ) ,  c o n s t r u c t e ~  above, 

is very specialized in that it is one of the two 

possible file functions which changes at every 

allowable point of time n~(n = 1,2,3, ... ). To 

allow the flip-flop to hold aD.v file function 

suppose a(t) is a Boolean function ef file functions 

such that ~(t) is a file function of the same 

physical nature as the output of the fllp-flop, i.e. 

two voltage levels. Let a(t) gate with the trigger 

or clock function ~(t) in such a manner that the 

condition a(t) = 0 will inhibit the next pulse 

of E(t) from triggering the flip-flop and'the 

condition a(t) = I will allow the next pulse of 

E(t) to trigger or change the output of the flip- 

flop. Then the output function of the fllp-flop 

~ich will now be denoted by A(t), reeults clearly 

from Table 2. 

A(t) A(t + T )  

0 

0" 

I 

I 

a c t )  

TABLE 2. 

Yrom Tables 2 and I, one obtains 

(6) ACt + Y) .,, a'Ct) ACt) + aC~) A'Ct) 

-- ACt) ~aCt) 

as the time difference equation for the ouput file 

function A(t) of a clock gated fllp-flop with file 

function input a(t). By the group property of the 

binary operation~equation (6) may be solved for 

a(t), obtaining, 

( 7 )  a c t )  -- ACt + ~ )  ( ~ A C t )  = ~,A.Ct)  . 

Equations (6) and (7) with initial condition A(0) 

are ca]led the equations of the clocked one input 

flip-f!op. It is interesting to note thst (7) ie 

a true linear operator equation in A for clearly 

the operator ~ is an automorphism of the ring B 

and any dependence of a c t )  on A( t )  i s  n e c e s ~ r i l y  

I inear. 

If eguations (5) are compared with the change 

equation (7) of the clocked flip-flop, one observes 

the fact that if the changes aj have the right 

physical nature to act as inputs to flip-flops, 

that N flip-flops will act as files for Aj(t) and 

at the same time analyze the synchronous Boolean 

system (7) for all t ~ 0. It is well known that 

Boolean function of functions with two voltage 

levels can be physically realized as a function 

with two voltage levels. For example, diode 

gating networks will realize such networks. The 

following theorem is now evidentA 

Theorem 2: every eynchronous Boolean eystem ie 

representable by aa electronic synchronous Boolean 

machine which consists only of clocked one input 

flip-flops and devices for producing sums and 

products of the outputs of the flip-flops and 

c onverselyo 

Once a desired synchronous Boolean machine 

or automatic filing system has been conceived 

symbolically as a synchronous Boolean system in 

the form of (5), Theorem ~ assures one that a 

physical realization of the desired machine is 

possible. Therefore, in the initial synthesis 

of a digital computer it is desirable to concentrate 

one'a attention on the abstract model of the 

digital computer. ]~xcept for certain electronic 

problems of synchronization, the synchronous 
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Boolean syste,, is sufficient to represent the 

abstract model of the desired binary digital 

computer or two symbol automatic operational 

filing system. Thus, in this paper the symbolic 

syntheeis of a digital computer may be regarded 

as equivalent to the eyntheeis of a synchronous 

Boolean system. 

If one input clocked flip-flops are to be 

used to analyze a known or desired synchronous 

Boolean eystem, it is necessary by (5) and (7) 

that one obtain the change equ~tione (5) of the 

system. The desired changes~IA ~ for (J = 1,2, 

• . . , N) of the file function Aj are functions of 

Ai,A 2 .... A N ; Wl, ... W M. Thus, as it is well 

known, each ~Aj may be obtained from either the 

disjunctive or conjunctive normal expansions or 

its equivalent valuation (truth) tables. A known 

or desired solution of this derived system of 

equatione is entirely dependent on the initial 

condition imposed on the system. 

In order to illustrate this procedure of 

synthesis, consider the desired operation of an 

unusual type of three stage counter, given in 

Table 3- 

The s e c t i o n  of the  t a b l e  devoted to the  changes ,  

~ A i , ~ A  2, ~ A  3 i s  obta ined d i r e c t l y  from the  f i r s t  

two sections of the table. For instance, I is 

placed in the third row of the column devoted to ~A I 

since in that row A I = I and Ai[~ ] = O. By using 

the valuation (truth) table approach and the rules 

of Boolean algebra this counter ham the following 

set of change eqtu~tions: 

I ! I I 

~C*i A 3 = (A3A2A I) : A 3 +A 2 +A 1 

I I ! I 

, | ! A3AzAI + +A3A A 2 = A3AzA l + A3AzA I 2A1 

! ! , A~A2 + A3A|2A 1 = A3A2A 1 + 

, , A/ A 1 = A3(A 1 + A 2) + 

$ ! I ! I I I I I 

~k A I = (A3A2A I + A3A~ I + A3A2AI) 

I l i I I 

= (A2A I + A3A2A I) 

! I 

= (A 2 [A I +Al3])! = A 2 +AiA 3 

These equations are the input equations to three 

one input clocked flip-flops, designated to hold 

the functions A1, A 2 and A 3. It may be noted that 

this co~mter illustrates a classification of all 

possible types of states of a counter. By Table l, 

if the initial condition of the system is any one 

of the states or configurations of period 4 '~, 

the remaining three states follow in succession; 

then back to the initial state, forming a loop 

of period ~,'~' . From the table this counter has as 

well a loop of period 2 "~, a transient state and a 

bound state. 

If a more complex computing system is desired, 

where at the outset very little is known about the 

end product, one must first hypothesize sets of 

files and possible operations between them. Then 

hypothetical combinatiorlal relationships may be 

established in such a manner that the desired in- 

A 3  A2 
0 

I I 

0 I 

I 0 

°l 
I 0 

o 0 

% 

0 0 

0 

I 

0 

i 
! A 3 [ ~ ]  A2[ '7"] A l l  "~'~] 

I I 0 

0 I I 

I 0 0 

O 0 0 

I O I 

0 I 0 

~A 3 ~A 2 ~xA I 

I I 0 

I 0 I 

I I I 

I O 0 

I I 

I I 

Classification 
of States 

Per iod ic  S t a t e s  

of  pe r iod  4 

0 I 0 I 0 I 

0 0 I 0 O O 

I Periodic State 

I of period 2 

Transient 
State 

B o u m d  State 

TABI~ 3- 
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put and out~ut Telationships of the system are to 

some degree satisfied. This procedure is aided 

conceptually by an understanding of the synchronous 

Boolean system and space-time charts of the various 

hypothesized files. If the first hypothetical system 

does not satisfy the desired notions for the system 

either the notions or the hypothesis or both mu~t 

be modified and then the above procedure must be 

reiterated. If one assumes that the above iterat- 

ire planning procedure arrives at a suitable 

compromised system, satisfying the desires of the 

planner, and if the p~annlng has leaned heavily on 

the symbolization of the contents of the files of 

the system, the planner will find usually that 

writing and reducing a set of change equations such 

as (5) will be accomplished already in many cases 

and almost mechanically in other caees. The min- 

imization tec~miques of the Harvard group are 

sometimes of value in the algebraic reduction of 

the equations. However, care must be taken in not 

using these technicues too early in the game, for 

as it often happens, there may be large common 

parts to two or more change equations of the system 

which, in many cases, become lost when an individual 

function minimization technique is applied before 

noticing these common parts. To convert the change 

equations into electronic realizations is a fairly 

well discussed problem (see [4], [5] and [6]). 

In conclusion, it should be mentionedthat the 

use of two input clocked flip-flops as files is 

similar to the one input clocked flip-flop and, in 

fact, they are algebraically as well as electronic- 

ally very intimately related. There are ~nytopics 

concerning the subject of this paper which have 

been left out for the sake of brevity. More com- 

plete discussions are deferred to later papers. 
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