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In an ideal sense a binary digital computer or what might be called more generally a Boolean* ma chine is an autonatic operational filing system. It Is a machine which accepts information automatically in the form of words constructed from an alphabet of only two symbols, say 0 and $I$, the so-called binary coded words. For example a binary number is such a word. Thig information is gtored or recorded in sets of elementary boxes or fil.es, each containing one of the symbols 0 or $I$. This information is either transformed or used to change other files or Itself as a function of the past contenta of all files within the system. If the contents of all files within the system are constrained to change only at discrete points of time, gay the points $n$ ( $n=1,2,3, \ldots$ ), then the machine may be termed a synchronous Boolean machine. The discussion in this paper will be restricted to the synchronous Boolean. machine.

It is evident from the above discusston that the content of each elementary box or file within the system is a two valued function, say $A(t)$, of the real parameter time, $t$. Since the content of each file is constrained to change only at tho discrete points of time $n V$, then $a$ suitable defInition for $A(t)$ is the following: Fither $A(t)=0$ or $A(t)=I$ for $n \nmid<t<(n+1) r$ where $(n=01,2, \ldots)$. In this definition the right continuity of $A(t)$ has been assmmed for the sake of definiteness. Let the function $A(t)$ be called a file function.

Mable I defines a unary and three binary operations of file functions, $F(t)$ and $G(t)$.

-     -         -             -                 -                     -                         -                             -                                 -                                     -                                         -                                             -                                                 -                                                     -                                                         -                                                             -                                                                 -                                                                     -                                                                         -                                                                             - $-\overrightarrow{-}$ George Boole, who originally discovered the algebra needed to describe such machines.

| $F(t)$ | $G(t)$ | $F(t)$ | $F(t)+G(t)$ | $F(t) G(t)$ | $F(t)(t) G(t)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $I$ | 0 | 0 | 0 |
| 0 | $I$ | $I$ | $I$ | 0 | $I$ |
| $I$ | 0 | 0 | $I$ | 0 | $I$ |
| $I$ | $I$ | 0 | $I$ | $I$ | 0 |

TABLI I
From the definition of a file function and Table I the following theorem ia now evident.

Theorem 1. The class of all file functions B is
a Boolean algebra with respect to the operations t, , and +. $B$ is an additive abelian group with respect to the operation + where the zero element is the file function, 0 , which is 0 for all $t$, $t \geq 0$. More generally $B$ is an algebraic or Stone* ring with respect to the operations and + where the unit element of the ring is the file function, I. which is 1 for all $t \geqslant 0$.

Ey Table I, or otherwise, it is not difficult to establish the following useful tdentities, relating the operations $1, \ldots$ and ( 4 between file functions $T$ and $G:$

$$
\begin{align*}
& F+G=F+G(P G  \tag{1}\\
& F+G=F 1 G+F G^{\prime} \quad \text { and } \\
& F:=F(I
\end{align*}
$$

Now to every file function $F(t)$ of the synchronous Boolean machine there corresponds the complementary file function $F^{\prime}(t)$. Moreover, $F(t)$ poiquely determines $\mathrm{F}^{\prime}(\mathrm{t})$ and conversely. Thus it may be assumed that the complementary function of any file in a synchronous Boolean machine is always available within the machine for reference.

[^0]In fact, it may be assumed that there are $2 P$
files containing the functions $F_{1}(t), F_{2}(t) \ldots$, $F_{P}(t) ; F_{1}(t), F_{2}^{1}(t), \ldots F_{P}^{\prime}(t)$ where the first $P$ files completely determine the contents of the remaining $P$ files. From this fact and the description of the synchronous Boolean machine the following set of time difference equations characterize the behaviour of the synchronous Boolean machine as a function of time:
(2)

$$
\begin{array}{r}
A_{j}(t+i)=f_{j}\left(A_{1}(t), A_{2}(t), \ldots A_{N}(t) ;\right. \\
\left.W_{1}(t), W_{2}(t), \ldots, W_{M}(t)\right),(j=1, \ldots N),
\end{array}
$$

where the initial conation $18 A_{1}(0), A_{2}(0), \ldots$ $A_{N}(0)$, the functions $W_{1}(t), W_{2}(t), \ldots, W_{M}(t)$ are the given input file functions or forcing functions, the functions $A_{1}(t), A_{2}(t), \ldots, A_{N}(t)$ are the dependent file functions of the system and $P=N+M$. The system of time difference Boolean equations(2) will be called the synchronous Boolean system. Within the particular class of Boolean functions of a real variable $t$, the Boolean algebra $B$ of the file functions, there are $2^{N}$ possible solutions of (2). depending uniquely on the $2^{N}$ initial conditions (see [2] and [3].) If the forcing functions of (2) had been chosen from certain other subclasses of the class of all Boolean functions of a real parameter $t$ it is possible to show that (2) has solutions in classes other than 3 . However, the present discussion will be restricted to the class $B$ defined herein.

For brevity in notation let a function $F(t)$ be denoted sometimes by $F$ and in particular denote $G(t+\uparrow)$ by $G[\gamma]$. This notation should not lead to any confusion since the subsequent argunents of this paper will be true for all $t \geq 0$. If $f_{j}=$ $f_{j}\left(A_{1}, \ldots, A_{N j} W_{1}, \ldots W_{M}\right)$ for $(j=1,2, \ldots N)$ of (2) is expanded in the disjunctive normal form it is evident that $f_{j}$ may be expressed in the form

$$
\begin{equation*}
f_{j}=g_{j} A_{j}^{\prime}+{ }_{o}^{E_{j}^{\prime}} A_{j} \text { for }(j=1,2, \ldots N) \tag{3}
\end{equation*}
$$

where

$$
\begin{gathered}
g_{j}=f_{j}\left(A_{1}, \ldots A_{j-1}, 0, A_{j+1}, \ldots A_{N j} W_{1}\right. \\
\left.\ldots W_{M}\right) \text { and } \\
0^{g_{j}^{\prime}=} f_{j}\left(A_{1}, \ldots, A_{j-1}, I, A_{j+1}, \ldots A_{N j}\right. \\
\left.W_{1} \ldots W_{M}\right) .
\end{gathered}
$$

Fquation (3) with (1) obtains

$$
\begin{align*}
f_{j} & \left.=g_{j}(I+) A_{j}\right)(+)\left(g_{j}(+) I\right) A_{j}  \tag{4}\\
& \left.=A_{j}(+)\left[\left(g_{j}+\right)_{0} g_{j}\right) A_{j}(+) g_{j}\right] \\
& =A_{j}(+)\left[g_{j} A_{j}^{\prime}+{ }_{0} g_{j} A_{j}\right]
\end{align*}
$$

Equation (4) and the abelian group property of the operation ( + ) transforms (2) into

$$
\begin{align*}
\Delta A_{j} & =A_{j}[\gamma]\left( \pm A_{j}=g_{1}()_{0} g_{j}\right) A_{j}()_{g_{j}}  \tag{5}\\
& =g_{j} A_{j}^{\prime}+{ }_{0} g_{j} A_{j}=a_{j} \text { for }(j=1,2, \ldots N)
\end{align*}
$$

where $\Delta$ is called the change operatar, defined by $\triangle F(t)=F(t+\gamma) \Theta F(t)$ for all $t \geq 0$. The system of equations, given by (5) are the change equations of the synchronous Boolean system (2). The word change is derived from the fact that for any file function $F(t), \Delta F(t)=I$ if, and only if, $F(t)=0$ and $F(t+\mathcal{Y})=I$ or $F(t)=I$ and $F(t+\mathcal{Y})=0$. That 1s, $\Delta F(t)=I$ only when the symbol in the file with function $F(t)$ changes. Although system (5) is merely an algebraic transformation of system (2), it will be seen presently that $a_{j}$ is precisely the Boolean function of file functions needed as the input function for a clocked one input electronic flip-flop, when considered as a possible dual file to store the functions $A_{j}$ and $A_{j}^{\prime}$.

When an Eccles-Jordan multivibrator has been designed to change ohly when triggered by a voltage pulse or spike of time duration $e$, such that $\varepsilon \ll \gamma$, this bistable device is called a flip-flop. The output of the flip-flop, which consiste ordinarily of two triode vacuum tubes (valves) and associated circuits, is a voltage from each plate or anode of the tubes. There are essentially only two voltages which may appear on one of the anodes,
except during the time of change. If the roltage of one anode is high, the voltage on the other is low and conversely. Let a high voltage on an anode represent the synbol $I$ and the low voltage 0 and suppose the time for switching to be instantaneous in such a manner that the output voltage function is right continuous. Moreover, suppose the voltage pulse function $\operatorname{lb}(t)$, triggering the flip-flop is such that the flip-flop will change state at every point of time $n^{\prime \prime}(n=1,2,3,4, \ldots)$ and at only these pointe. Then the output of one anode is a file function $F(t)$ and the voltage on the other anode is $F^{\prime}(t)$, the complementary file function.

Now the file function $F(t)$, constructed above, is very specialized in that it is one of the two possible file functions which changes at every allowable point of time $n \mathcal{Y}(n=1,2,3, \ldots)$. To allow the flip-flop to hold eny file function supoose $a(t)$ ia a Boolean function file functions such that $\varepsilon(t)$ is a file function of the sarne physical nature as the output of the flip-flop, i.e. two voltage levels. Let $a(t)$ gate with the trigger or clock function $\mathrm{B}(\mathrm{t})$ in such a manner that the condition $a(t)=0$ will inhibit the next pulse of $N(t)$ from triggering the flip-flop and the condition $a(t)=I$ will allow the next pulse of g(t) to trigger or change the output of the flipo flop. Then the output function of the filp-flop winich will now be denoted by $A(t)$, resulta clearly from Table 2.

| $a(t)$ | $A(t)$ | $A(t+\mathcal{T})$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | $I$ | $I$ |
| $I$ | 0 | $I$ |
| $I$ | $I$ | 0 |

TABIE 2.

From Tables 2 and 1, one obtains
(6) $\quad A(t+\tau)=a^{\prime}(t) A(t)+a(t) A^{\prime}(t)$

$$
=\mathbb{A}(t) \oplus a(t)
$$

as the time difference equation for the oupat file function $A(t)$ of a clock gated flip-flop with file function input $a(t)$. By the group property of the binary operation ( + equation (6) may be solved for $a(t)$, obtaining,
(7) $\quad \mathbf{a}(\mathrm{t})=\mathbf{A}(\mathrm{t}+\boldsymbol{\tau}) \oplus \mathbf{A}(\mathrm{t})=\boldsymbol{\Delta}(\mathrm{t})$.

Fquations (6) and (7) with initial condition A(0) are cajled the equations of the clocked one input flip-slep. It is interesting to note thot (7) is a true linear operator equation in A for clearly the operator $\Delta$ is an automorphism of the ring $B$ and any dependence of $a(t)$ on $A(t)$ is necesearily 11near.

If equations (5) are compared with the change equation (7) of the clocked flip-flop, one observes the fact that if the changes $a_{j}$ have the right physical nature to act as inputs to flip-flops. that N flip-flops will act as files for $\Delta_{j}(t)$ and at the same time analyze the synchronous Boolean system (7) for all $t>0$. It is well known that Boolean function of functions with two voltege levels can be physically realized as a function with two voltage levels. For example, diode gating networks will realize such networks. The following theorem is now evident:

Theoren 2: Brery synchronous Boolean system is representable by an electronic aynchronous Boolean machine which consists only of clocked one input flip-flops and devices for producing sums and products of the outputs of the flip-flops and conversely.

Once a desired synchronous Boolean machine or automatic filing system has been concelved symbolically as a synchronous Boolean system in the form of (5), Theorem 2 assures one that a phyaical realization of the desired machine is possible. Therefore, in the initial synthesis of a digital computer it is desirable to concentrate one'g attention on the abstract model of the digital computer. Hixcept for certain electronic problens of synchronization, the synchronous

Boolean systen is sufficient to represent the abstract mode? of the desired binary digital computer or two symbol automatic operational filing system. Thus, in this paper the symbolic synthesis of a digital computer may be regarded as equivalent to the synthesis of a synchronous Boolean system.

If one input clocked flip-flops are to be used to analyze a known or desired symehronous Boolean system, it is necessary by (5) and (7) that one obtain the change equations (5) of the sygtem. The desired changes $\Delta A_{j}$ for ( $j=1,2$, . . . . N) of the file function $A_{j}$ are functions of
$A_{1}, A_{2}, \ldots A_{N} ; W_{1}, \ldots W_{M}$. Thus, as it is well known, each $\Delta A_{j}$ may be obtained from either the disjunctive or conjunctive normel expansions or its equivalent valuation (truth) tables. A known or desired solution of this derived system of equations is entirely dependent on the initial condition imposed on the system.

In order to illustrate this procedure of synthesis, consider the desired operation of an unusual type of three stage counter, given in

Table 3.
The section of the table devoted to the changes, $\Delta A_{1}, \Delta A_{2}, \Delta A_{3}$ is obtained directly from the first two sections of the table. For instance, I is placed in the third row of the column devoted to $A A_{1}$ since in that row $A_{1}=I$ and $A_{1}[\mathcal{T}]=0$. By usine the valuation (truth) table approach and the rules
of Boolean elgebra this counter has the following set of change equations:

$$
\begin{aligned}
\therefore A_{3} & =\left(A_{3}^{\prime} A_{2}^{\prime} A_{1}\right)^{\prime}=A_{3}+A_{2}+A_{1}^{\prime} \\
A A_{2} & =A_{3}^{\prime} A_{2}^{\prime} A_{1}^{\prime}+A_{3}^{\prime} A_{2} A_{1}+A_{3}^{\prime} A_{2} A_{1}^{\prime}+A_{3} A_{2}^{\prime} A_{1} \\
& =A_{3}^{\prime} A_{2}^{\prime} A_{1}^{\prime}+A_{3}^{\prime} A_{2}+A_{3} A_{2}^{\prime} A_{1} \\
& =A_{3}^{\prime}\left(A_{1}^{\prime}+A_{2}\right)+A_{3} A_{2}^{\prime} A_{1} \\
A A_{1} & =\left(A_{3}^{\prime} A_{2}^{\prime} A_{1}^{\prime}+A_{3} A_{2}^{\prime} A_{1}^{\prime}+A_{3}^{\prime} A_{2}^{\prime} A_{1}^{\prime}\right)^{\prime} \\
& =\left(A_{2}^{\prime} A_{1}^{\prime}+A_{3}^{\prime} A_{2}^{\prime} A_{1}\right)^{\prime} \\
& =\left(A_{2}^{\prime}\left[A_{1}^{\prime}+A_{3}^{\prime}\right]\right)^{\prime}=A_{2}+A_{1} A_{3}
\end{aligned}
$$

These equations are the input equations to three one input clocked flip-flops, designated to hold the functions $A_{1}, A_{2}$ and $A_{3}$. It may be noted that this counter illustrates a classification of all possible tyoes of states of a counter. By Table 1 , If the initial condition of the system is any one of the states or configurations of period $4 ₹$, the remaining three states follow in buccession; then back to the initial state, forming a loop of period $4 \boldsymbol{\gamma}$. From the table this counter has as well a loop of period $2 r$, a transient state and a bound state.

If a more complex computing system is desired, where at the outset very littie is known about the end product, one must first hypothesize sets of files and possible operations between them. Then hypothetical combinatiorial relationships may be established in such a manner that the desired in-


TABLD 3.
put and output relationshipg of the system are to
some degree satisfied, This procedure is aided conceotually by an understanding of the synchronous Boolean system and space- $\ddagger i m e$ charts of the various hypothesized files. If the first hypothetical system does not satiafy the desired notions for the system either the notions ar the hypothesis or both must be modified and then the above procedure must be reiterated. If one assunes that the above iterative plannine procedure arrives at a suitable compromised system, satisfying the desires of the planner, and if the planning has leaned heavily on the symbolization of the contents of the files of the system, the planner will find usually that writtng and reducing a set of change equetions such
as (5) will be accomplished already in many cases and almost mechanically in other cases. The minimization techniques of the Harvard group are sometimes of value in the algebraic reduction of the equations. However, care must be taken in not using these techniques too early in the game, for as it of ten happens, there may be laree common parts to two or more change equations of the system vicich, in many cases, become lost when an individual function minimization technique is applied before noticing these comron parts. To convert the chonge equations into electronic realizations is a fairly well discussed problem (see [4], [5] and [6]). In conclusion, it should be mentioned that the use of two input clocked flip-flops as files is stmilar to the one inwut clocked flip-flop and, in fact, they are algebreically es well as electronically very intimately related. There are many topics
concerning the subject of this paper which have been left out for the sake of brevity. More complete discussions are deferred to later gapers. The author wishes to express his deepest gratitude to his former teacher, Prof. N.T. Bell. Who first taught Boolean algebra to the author, and encoureged these particular directions to the subject. Much acknowledgement goes to F.F. Steele who through long personal contact with the author did much by his keen physical insight to bring about the ideas contained in this paper. Finally, this paper probably would not have been written without the consecutive support of Northrop Airm craft, Inc. Computer Research Corp., and lastly the Jincoln Laboratory of the Massachusetts Institute of Technology.
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[^0]:    * Marshall Stone was the first to establish that every Boolean algebra is a ring. For rerercnce see [l].

