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ABSTRACT

Response Time Preservation (RTP) is introduced as a general technique for devel-
oping approximate analysis procedures for queueing networks. The underlying idea
is to replace a subsystem by an equivalent server whose response time in isola-
tion equals that of the entire subsystem in isolation. The RTP based approxima-
tions, which belong to the class of decomposition approximations, can be viewed
as a dual of the Norton's Theorem approach for solving queueing networks since it
matches response times rather than throughputs. The generality of the RTP tech-
nique is illustrated by developing solution procedures for several important
queueing systems which violate product form assumptions. Examples include FCFS
servers With general service times, FCFS servers with different service times for
multiple classes, priority scheduling, and distributed systems,

1, _Introduction

Queueing network models have been found to be extremely useful and cost-effective in analyzing the
per formance of complex computer systems. The wide applicability of these models is due primarily
to the discovery of efficient computational algorithms [Buzen 73, Bruell and Balbo 80, Reiser and
Lavenberg 80] for product~-form queueing networks [Basket et. al. 751]. Many real systems, however,
exhibit characteristics that violate the product form assumptions, Typical examples include prior-
ity scheduling at a server, queueing for passive resources such as critical sections and memory,
I/0 path contention, database concurrency algorithms, and blocking.

Various approximations have been developed to handle networks with such properties [Agrawal 83a,
Bard 79, Bard 80, Brandwajn 74, Brandwajn 82, Courtois 75, Potier and Leblanc 80, Graham 78], Whi-
le each approximation may appear to involve an entirely different technique, Agrawal and Buzen have
unified their characterization through a general framework termed metamodeling [Agrawal 83b, Buzen
and Agrawal 831]. As explained by them, the principal idea in developing an approximation is to
transform the original network into one or more simpler networks, solve these simpler networks, and
then integrate their solutions to obtain an approximate solution of the original system. Each one
of the approximations mentioned above can be viewed as an application of a transformation or a ser-
ies of such transformations. Transformations for a number of approximation techniques are dis-
cussed in [Agrawal 83bl.

In this paper we present a general approximation development technique which entails isolating
the subsystem from the original model, analyzing the isolated subsystem under an assumed arrival
process and replacing the subsystem by an equivalent server whose response time under the assumed
arrival process equals that of the isolated subsystem. Since the underlying transformation pre~
serves the isolated system response time, it is called a Response Time Preservation transformation.
The resultir approximation procedure is called a Response Time Preservation (RTP) based approxima-
tion.

We first motivate the RTP technique by developing an approximation for modeling FCFS servers
with general service times in a queueing network. Then we specify the general technique in Section
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3 and present some specific mappings in Section 4, These mappings are followed by additional exam~
ples in Section 5. Some considerations in developing an effective RTP approximation are discussed
in Section 6. Section 7 compares the RTP approach and the Norton's Theorem approach [Chandy et.
al. 75] as two decomposition based solution approximation development procedures.

One of the most important aspects of the RTP approximation is that it is a general technique for
developing approximate solution procedures for a wide class of non-product form queueing systems.
It is not our intent here to evaluate extensively the accuracy of any individual RTP based approxi-
mation. Rather, we wish to emphasize the underlying concept and the essential steps of the RTP
procedure so that the reader can develop specific RTP based approximations for individual problems.
Detailed analyses of the accuracy of specific RTP based approximations is a subject for future re-
search.

2., Example: FCFS Servers with General Service Times

Consider a single class closed queueing network containing a FCFS server as shown in Figure la. If
the service time at this server is not exponentially distributed, the queueing network does not
possess an efficiently computable product form solution. A number of approximation procedures have
been proposed for solving such networks [Shum and Buzen 77, Marie 78, Balbe 791.

As an alternative to these previously published approaches, consider the following intuitive
technique for solving such networks: Replace the general FCFS server by an equivalent server with
exponentially distributed service times. The resulting network, as depicted in Figure 1b, possess-
es a product form solution and thus is easily solvable.

The primary issue now is to obtain the service times at the equivalent server. For a good ap-
proximation, one important condition is that the response time of a job at the general FCFS server
should be the same as its response time at the equivalent server. As an approximation to this con-
dition, we equate the response time of a job at the two servers when they are taken out of the sys-

tem and analyzed by assuming that the arrivals are generated by a Poisson or homogeneous arrival
process. See Figure 1c.

The next step is to compute the twc response times. If the general FCFS server has throughput
equal to X and service time equal to S with a coefficient of variation CV, then by the Pollaczek-
Kninchin formula for an M/G/1 queue with FCFS scheduling [Kleinrock 75], the open system response
time is given by:

2
(1 +CV)SU

where U = X S is the server utilization.

Let the service time at the exponential equivalent server be S'. Then, the response time at
this server is given by the standard M/M/1 formula:

Our response time preservation technique requires that
R' = R.
Solving for S1 and substituting R' for R, the effective service time at the equivalent server is:

L . (2)

The complete solution procedure for the closed queueing network is iterative and outlined below:

1. Assume initial throughput X'.
2. Repeat
X = X!
For general server i
Compute Ri using eq. (1),
Compute Si' using eq. (2).
Obtain new throughput X' of the product form network containing
the equivalent server by using MVA or Convolution.
, Until (X' - X < &.
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Note that, in this procedure, we create a product form network of servers whose response times
and throughput rates approximate those of the original non-product form network. To calculate ser-
ver vtilizations in the original network, we simply multiply the approximate server throughputs by
the original service times,

The data presented in Table 1 shows that the method yields reasonably accurate throughputs for
moderate CVs (up to 5). Device utilizations and system response time have comparable accuracy.
Errors are larger for higher CVs. When service times are exponential, the method is exact. See
Appendix A for a more systematic examination of this particular approximation.

3. Response Time Preservation Approximation

The Response Time Preservation approximation used implicitly in the previous section can be gener-
alized to provide a powerful approximation development technique. To this end, let us abstract the
technique from the preceding example.

Start with an original model (Mo) whose parameters (Po) include device service times and whose
performance metrics (Qo) include system throughput. Mo is not easily solvable because it contains
a non-product form subsystem, namely the FCFS server with general service times. Construct a pro-
duct-form queueing network (M) by replacing the non-product form subsystem (general server) with an
equivalent product form subsystem (an "equivalent" server). The forward mapping F from Mo to M
determines the parameters of the equivalent subsystem, e.g., the service time of the equivalent
server. F is such that the response time of the non-product form subsystem under an assumed arri-
val process (in this case Markovian) 1is equal to the response time of the equivalent product form
subsystem under the same arrival process. The reverse mapping R from M to Mo equates Xo, the
throughput of Mo, to X which is the throughput of M.

To be able to parameterize the equivalent subsystem, we need to compute the response time of the
non-product form subsystem under the assumed arrival process. To accomplish this, construct an
auxiliary model M1 representing only the subsystem with the assumed arrival process. The forward
mapping F1, from Mo to M1, computes the parameters of the subsystem including the parameters of the
arrival process. In the special case of Markovian arrivals, only the mean arrival rate is re-
quired. 1In general, the arrival rate equals the network throughput times the appropriate visit ra-
tio. However, the throughput is not known a priori and is, therefore, iteratively computed.

The structure of an RTP based approximation procedure immediately follows: Let Mo be a model of
a system with N subsystems each of which can be analyzed in isolation (say, as an open system).
Then the RTP approximation procedure is:

0. Assume initial system throughput Xo.
1. Isolate and solve each subsystem Mi, i=1,...,N

a. Using forward mapping Fi, compute arrival process parameters,
e.g. arrival rate at Mi.

b. Solve Mi in isolation and calculate the
subsystem's response time Ri.

2. Construct and solve transformed system model M.

a. F: Using forward mapping F, compute effective service time at the
equivalent server representing subsystem i.

b. Solve M (with product form algorithms)
and compute new throughput Xn.

3. If iXn - Xo! <& STOP
else Xo = Xn
go to 1

An RTP based approximation can be developed whenever solutions can be obtained for the subsys-
tems in isolation. It is based on the assumption that if the response time of a subsystem in iso-
lation equals the response time of the equivalent server in isolation, then it is likely that the
response time at the equivalent server in the transformed model M will equal the response time at
the subsystem in the original model Mo. This assumption is reminiscent of the On-line =z Off-line
behavior implicit in traditional Norton's Theorem based decomposition approximations [Brandwajn 74,
Chandy et.al. 75, Courtois 75, Denning and Buzen 78]. We discuss this analogy and compare the two
approaches in Section 7. We now present some forward mappings for computing the effective service
times at the equivalent server(s) in specific cases.
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4, Forward Mappings for Equivalent Servers

One of the crucial steps in developing an RTP based approximation is to characterize the equivalent
server representation for a subsystem and to compute a customer's effective service 'time. The
choice of equivalent server(s) is affected by a number of considerations that are detailed ?n Sec-
tion 6. One consideration is the nature of the arrival process used in the analysis of the isolat-
ed subsystem. If the arrival process is assumed to be Poisson or homogeneous, some of the forward
mappings for computing effective service times at the equivalent server(s) are relatively simple.
If the arrival process assumed for the isolated subsystem analysis is similar to the one observed
at the subsystem in the network, the forward mapping may be trivial. Some of these mappings are
presented in terms of the following theorems. The mappings are differentiated by the number of
classes and the number of equivalent servers.

Theorem 4,1 - Single Class Equivalent Server:
Assume that the forward mapping Fi used to isolate a single class subsystem yields an open
network having Poisson arrivals with rate X. Let the response time of the isolated subsystem
under this mapping be R. Then, the effective service time at the response time preserving
equivalent server is:

R
S' 2 commccea , 3

1+XR

Proof':
From equations 1 and 2 of the general FCFS server example.

Corollary 1:

Assume that the forward mapping Fi used to isolate a multi-class subsystem yields an open net-
work in which customer class r has Poisson arrivals with rate Xr for r = 1, ..., ¢. Let Rr be
the response time of customer class r under this mapping. Assume that in the equivalent pro-
duct form network each customer class is processed by a dedicated equivalent server., Then the
effective service time of class r at its equivalent server is given by

SP' 2 ecmemccea s =1, ceey Co )

An alternative approach for constructing equivalent servers for a multiclass subystem is given
by the following theorem.

Theorem 4,2 - Multiple Class Equivalent Server:
Assume that the forward mapping Fi used to isolate a multi-class subsystem yields an open net~
work in which customer class r has Poisson arrivals with rate Xr for r = 1, ..., ¢. Let Rr be
the response time of customer class r under this mapping. Assume that, in the equivalent pro-
duct form network, all customer classes are processed by a single equivalent server using a
processor sharing discipline, The effective service time for classr, Sr', 1 <r { ¢, is giv~
en by:

Sr!' 2 eemcee- —————— . (5)

Proof: Class r response time at the equivalent server is

Rr 2 comecccmcmceces . (6)

It is easy to verify that the solution given by equation (5) satisfies the above equation. And
since eq. (6) represents a system of ¢ equations in ¢ unknowns, the solution of eq. (5) is unique.
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When the interarrival times at subsystem Mi are not exponentially distributed, the calculations
of effective service times are not necessarily as simple. In general, for a given arrival process
at Mi, if the response time function of the equivalent server is

Ri' = fi( Si'), (7
then by the RTP approximation Ri' = Ri, and therefore the effective service time is given by

-1
Si' = fi (Ri). (8)

If the equivalent server is just a delay server (i.e., an infinite or no-queueing server) then Si'
simply equals the response time Ri. It is sometimes desirable to use delay servers when developing
RTP approximations, For example, assume that the isolated subsystem can be analyzed under an arri-
val process that approximates closely the arrival process observed at the subsystem in the original
network. Let the isolated subsystem's response time be R. Then, one appropriate forward mapping F
is to replace the subsystem by a delay server with delay R.

5, Additional Applications of the RTP Technique

In this section we show how RTP based approximations can be developed for a number of networks that
violate product form conditions. Complete equations are presented for RTP approximations of multi-
class FCFS servers and priority servers. This is followed by a discussion of distributed systems
and a brief outline of how RTP could be used to integrate isolated models of nodes, communication
networks and synchronization delays. These examples provide an indication of the broad applicabil-
ity of the RTP approach.

5.1 Different Service Times at a FCFS Server:

Consider a c-class closed queueing network Mo with an FCFS server, i. In general, the mean and
variance of the service time at server i for each customer class is different. In this case, the
network does not have a product form solution. An RTP based approximation that is a multi-class
generalization of the case treated in Section 2 can be obtained by applying Theorem 4,2, The ap-
proximation entails replacing server by a processor sharing equivalent server i' (Model M). To ac-

complish this, we first need to find the response time for each class at the isolated server (Model
Mi).

Model Mi: This model consists of an isolated FCFS server visited by ¢ classes, each with Pois-
son arrivals and general service times. The arrival rate of class r is VirXr, where Vir is the
number of class r visits to server i in Mo and Xr is class r throughput in Mo, The mean and coef-
ficient of variation of the service time are Sir and CVir, respectively. The response time of
class r, Rir, is computed as follows.

Total arrival rate at the isclated server

c
Xi = ZVir Xr.
r=1

Mean effective service time at the server is given by

[
E Sir Vir Xr
r=1

Si = cevemmcece———a——

Xi

»

Coefficient of variation square for the effective service time is given by

c 2 2
S (1 + Cvir ) Sir Vir Xr
r=1

cvi = -1,
2
Si

Then from the Pollaczek-Khinchin formula, the wait time for all jobs is

2 2
(1 +Cvi ) si Xi

2 (1 =-Xi 8i)
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The isolated system response time of class r is
Rir = Sir + Wi .

Transformed Model M: Because all jobs receive "“non-discriminatory" service at server i in Mo,
an appropriate equivalent server is a single server visited by all classes, The effective service
time is computed by the forward mapping specified in Theorem U.2.

Note that the preceding analysis assumes generally distributed service times at server i. In
the special case where these service times are exponentially distributed, the model still violates
product form assumptions wunless all classes have the same mean service time. For exponentially
distributed cases where the mean service times may differ, Bard has proposed an MVA based approxi-
mate solution [Bard 79]. Table 2 shows the accuracy of the RTP approximation for the limited set
of examples considered in [Bard 79]. We also note that the RTP method provides exact results for
product form queueing networks with load independent FCFS servers.

5.2 Priority Scheduling in Computer Systems:

Consider a computer system in which a device, say the CPU, gives preemptive priority to class 1
customers over class 2, The assumptions for product form solution are violated at the CPU, and
thus an efficient approximation procedure is necessary. Some approximations have been discussed in
{Seveik 77, Agrawal 83b, Chandy and Laksmi 83, Bryant et. al. 83]. We now present another approxi-
mation based on the general RTP approximation technique.

The idea is tec replace the CPU by equivalent CPUs, CPU1 and CPU2, The service times at these
devices are computed such that the class 1 and class 2 response times at CPU1 and CPU2 in isolation
are the same as the class 1 and class 2 response times at original CPU in isolation. The response
times at the original CPU are obtained via auxiliary model M1,

Model M1: This model is constructed by taking the CPU out of the system and examining it in
isolation., The interarrival times at the isolated CPU are assumed to be distributed exponentially.
The response times can be directly calculated using well-known formulae [Kleinrock 761:

2
(1 + CV1 ) 31 U1
R1 = S1 «+
2 (1 -UN
2 2
S2 (1 -U1) « ((1 +CV1 ) ST UM+ (1 +CV2) sS2U2)2
R2 = ’

(1 -UD (1 -U1 -U2)

where Sr is per visit CPU service time, Ur 1is CPU utilization and CVr is coefficient of variation
for service time for class r.

Transfeormed Model M: In this model, the CPU is replaced by CPU1 and CPU2, The effective ser-
vice times of these "shadow" CPUs are computed by using Theorem 4.1, Corollary 1.

Since the throughputs are not known initially, they are computed iteratively.

We present some numerical results in Table 3. The network under consideration is a two~station
cyclic network. Two station cyclic networks are perhaps the worst-case for this algorithm because
the principal source of the error in the approximation is the mismatch between the arrival process

assumed for the isolated CPU analysis and the arrival process encountered at the CPU in the
network.

To obtain an idea of the relative accuracy of some of the approximation methods cited earlier,
Wwe compare the errors for model 1 in note 5 of Table 3, Note that the RTP approximation, which is
based on general principles that are completely independent of this particular application, com-
pares favorably with other approximations that were specifically motivated by and tailored for the
analysis of networks with preemptive priority servers. Of course, only a few cases are presented
in our table, so no general conclusion can be drawn. Neverthgless. the combination of generality,
simplicity, and relative accuracy exhibited by the RTP approach in this example is noteworthy.

The approximation procedure for modeling non-preemptive priority scheduling is similar te the
procedure outlined above for preemptive priority. Instead of the preemptive priority equations,
use non-preemptive priority equations for analysis of the open system (model M1) (e.g., equation
3.30 in [Kleinrock 761). The accuracy of the non-preemptive pric.ity approximaticn is expected to
be comparable to that for the preemptive priority approximatien.
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5.3 Distributed Systems:

A model of a distributed processing system must represent both nodes and a communication network.
The protocols used to manage the network make it difficult to treat them adequately as product form
servers. However, many networks have been analyzed in isolation under Poisson arrival assumption.

The RTP approach is well suited for integrating these open-model solutions into a comprehensive
product form model that represents both nodes and networks To apply the RTP approach in such cas-
es, represent the network as a product form server, The service time for this server is obtained
from existing analyses of the network operating in isolation under Poisson or homogeneous arrivals
[Berry and Chandy 83, Gelenbe and Mitrani 82, Kuehn 79, Marathe and Kumar 81].

The solution procedure follows the same steps as the FCFS example given at the start of this pa-
per, except that the Pollaczek-Khinchin formula is replaced by the appropriate equation for the
network response time.

Another issue that arises when modeling distributed processing systems is the synchronization
delays that occur when computations proceeding in parallel on several nodes need to coordinate
their operations. In such cases, it is sometimes possible to compute the expected synchronization
delays by modeling each node and network as an open system, and then adding up individual response
times to determine the length of each parallel path. Once the expected delay due to path synchron-
ization is determined, an additional server can be added to the model to represent this delay. RTP
techniques can be used to determine the service time of this server.

6. Some Considerations in Developing an RTP Approximation

In this section we discuss three important considerations in developing an effective RTP based ap-
proximation. These are: the number of equivalent servers, the type of equivalent servers, and the
nature of the arrival process used in the analysis of the isclated subsystems.

6.1 Number of Equivalent Servers:

This issue arises when considering a multi-class subsystem. Corcllary 1 provides a forward mapping
that creates several FCFS (PS) servers, each dedicated to a single class, while Theorem 4.2 can be
used to create a single FCFS (PS) server capable of serving all classes. The problem is deciding
which type of mapping to use when solving a specific problem.

To illustrate the issue, recall the preemptive priority scheduling system discussed in Section
5. Class 1 customers have priority over class 2 customers at the CPU and therefore they do not
have to wait for class 2 customers. In this case, since class 1 customers do not suffer any con-
tention at all from class 2 customers, we chose to use one eguivalent server for each class. How-
ever, if we use only one equivalent processor sharing server for both classes, the number of low
priority class 2 customers at that server would influence the completion rate of class 1 customers,
As shown by the data in Table U4, the performance measures are quite inaccurate in this case. Re-
sults of intermediate calculations are also presented in Table 4. They show that some serious num-
erical difficulties may arise as well,

On the other hand, consider a 2-class network with different per visit service times for the two
classes at an FCFS server. In this case, the two classes freely contend with each other sc one
multiclass equivalent server is the appropriate choice. This reasoning was used implicitly in Sec-
tien 5.1,

If we use separate servers for each class, the network would be partitioned into two subnet-
works, one for each class. This partitioning eliminates the dynamic interaction between the two
classes that cccurs in the original multiclass system. As a result both the accuracy and the num-
erical properties of the method suffer. This point is illustrated in Appendix B.

While the choice between a single server with multiple workloads or multiple servers with dedi-
cated workloads is clear for these two examples, in general the decision may not be as straightfor-
ward. Fortunately the problem is not as severe as it may seem at first because an improper choice
of the structure often leads to easily identifiable problems such as numerical .instability. These
problems serve as the indicaters of inappropriate structural decisions. The analyst should be
aware of these problems and experiment with different alternatives to reach a judicious conclusion.

6.2 Equivalent Server Type:

Possible types of equivalent servers are numerous and include the FCFS/PS server, the delay server,
the mult-server and the load-dependent server. One aspect affecting the choice of server type is
the level of concurrency in the subsystem, If the level of concurrency is low, (e.g., as in the
general FCFS server examples discussed in Sections 2 and 5), an FCFS/PS server is an appropriate
choice, Un the other hand, if the level of concurrency in the subsystem is high, then a mult-ser-
ver, a lcad dependent server, or even a delay server may be more appropriate. Examples of highly
cencurrent subsystems include mult-CPUs with priority scheduling, or a computer network with alter~
nate paths.
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A second consideration that affects the choice of server type is the complexity of the forward
mapping F for calculating necessary parameters of the equivalent servers (equation (8)). Wnhen the
equivalent server is a single server or a delay server, the parameter calculation is simple and the
required formulae were given in Section 4, On the other hand, if the equivalent server is a mult-
Server with M individual processors, the forward mapping involves finding the root of an M-degree
polynomial.

The third major consideration in selecting an appropriate server type is the arrival process as-
sumed at the isolated subsystem. We discuss this issue in detail next.

6.3 Arrival Process at the Isolated Subsystem:

The arrival process assumed at the isolated subsystem not only affects the solvability of the iso-
lated subsystem and the equivalent server, but also guides the selection of the appropriate equiva-
lent server, The principal factor is the similarity between the arrival prc :ess observed at the
Subsystem when it is embedded in the original model and the one assumed at the isolated subsystem.
If the two are similar, even a delay server may be adequate to represent the subsystem in the
transformed approximate model. An example of such a method is Zahorjan and Lazowska's approximate
MVA algorithm for networks incorporating load-dependent servers [Zahorjan and Lazowska 841]. In
this algorithm, a load dependent server is replaced by a delay server. The delay is computed by
analyzing the load dependent server under a load dependent arrival process generated by an equiva-
lent server for the rest of the network. The service rates of the equivalent server for the rest
of the network are computed approximately. An FCFS server can also be used, but determining its
Sservice time is more involved.

If the arrival processes in the isolated subsystem and the original model are quite different,
the server type should be chosen such that the effect of the discrepancy can be mitigated. The
general FCFS server example illustrates. In the original network, the interarrival times at the
general server are a function of the number of customers at that server. For the isolated subsys-
tem analysis, however, we assume that the inter-arrival times are exponentially distributed with
fixed mean 1/X. As a result, the queue length at the isolated general server can exceed the number
of customers in the network and the response time R can be much larger than what will be observed
in the original network.

Let us now determine the type of the replacement server. The response time at a delay server is
not affected by the arrival process, and therefore if a delay server is used as a replacement for
the general server, the network throughput will be underestimated. The response time at an expo-
nential FCFS server, on the other hand, depends on the arrival process in a way similar to the res-
ponse time at a general FCFS server. Therefore, using an exponential FCFS server as a replacement
for the general server mitigates the error due to the arrival process discrepancy.

The interaction between the arrival process and type of equivalent server also provides a clue
to the accuracy of the EPF method [Shum and Buzen 77] and Marie's method [Marie 78] for solving
networks containing general servers. Both of these methods accurately represent the load dependent
nature of the arrival process for the general server analysis. Due to the interaction between the
arrival process and service process, the response time and queue length distribution at the general
Server are similar to the ones that may be observed at a lcad dependent server. Both methods in-
corporate this effect. Because both methods introduce very small in each step of the approxima=-
tion, their accuracy is very good.

7. _RTP and Decomposition

As mentioned earlier, an RTP based approximation is essentially a decomposition approximation
[Courtois 77): we isolate a subsystem, analyze it under an "arbitrarily" assumed arrival process
and use the isolated system's response time to parameterize its equivalent server(s). This techni-
que of equating a subsystem's On-~line behavior with its Off-line behavior can be regarded as a dual
of Norton's Theorem approach [Chandy et, al. 751]. In the latter approach, we isolate a subsystem,
analyze it as a closed system (i.e., under constant 1load or finite population), and use its
throughput to parameterize an equivalent server. To see the duality, note that in the analysis of
an open system, the throughput is usually known and the response time (mean queue length) is calcu-
lated. On the other hand, 1in the analysis of a closed system, the customer population (system
queue length) is known and the throughyut is normally calculated,

Both RTP and the Norton's Theorem approach lead to a state space transformation. The Norton's
Theorem usually aggregates a set of states into a composite state and reduces the size of state
Space, Besides reducing the state space size by aggregation, RTP can also change the inherent
state space structure and introduce new servers, This transformation is evident in the priority
server analysis.
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It is important to peint out that these two techniques are complimentary and are not substitutes
for one another. They can be effectively combined to develop solutions for complex systems. Con-
sider, for example, a multiclass interactive system with a given maximum level of multiprogramming
and priority scheduling at the CPU. To analyze such a system, we first apply the RTP approximation
to obtain the central system throughputs under constant loads. Then as a second step, using the
Norton's Theorem approach, we use these throughputs to characterize the equivalent server for the
central system and solve the terminal-central system model. Another example of a technique that
combines both approaches is the one outlined earlier for distributed systems.

Another point to be considered is when to use either RTP or the Norton's Theorem approach. The
choice is usually fairly clear as their application domains are different. The Norton's Theorem
approach is usually applied when the isolated subsystem's throughput can be easily computed under
constant population. In its typical application, the subsystem consists of multiple devices and
has a product form solution, but there is a delay in a passive resource queue before entering the
subsystem.

The RTP approach, on the other hand, 1is applicable whenever the isolated system's response time
can be easily computed under a chosen arrival process. In a typical application, the isolated sub-
system violates product form assumptions, but it not preceded by a passive resource queue. Exam-
ples of such systems include FCFS general servers, priority queues, computer networks, etc.

8. Conclusion

The Response Time Preservation (RTP) 1is a general technique for developing approximate analysis
procedures for queueing networks that contain subsystems which can be analyzed in isolation. The
technique involves replacing the subsystem by equivalent servers. These servers are parameterized
by using performance metrics obtained from isolated subsystems. Typically, the isolated system is
analyzed as an open system, though other kinds of arrival processes, in principle, can also be
used,

The RTP methodology provides an elegant, effective and efficient procedure for developing ap-
proximations, It is basically a decomposition approximation and can be regarded as a dual of the
Norton's Theorem approach. The key elements of the approach entail selection of the number and
type of equivalent servers as well as the arrival process used for isolated subsystem analysis. We
provide practical guidelines on these matters. All these issues and the generality of the method
are illustrated by presenting approximations for analyzing FCFS servers with general service times,
FCFS servers in multi-class networks with different per visit service times for different classes,
and priority queueing.
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Appendix A

ACCURACY OF RTP_APPROXIMATION FOR FCFS SERVERS

We n9w consider the results of a systematic study of a machine repairman model and a two FCFS queue
cyclic network., These two systems represent two extreme cases. In the machine repairman model
the general server is subjected to a load dependent arrival process, with arrival rate

--------- = (N-n) A, n=0,...,N-1
Am(n) = 4 think time

0 n>N,
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In the two queue models, the general server is subjected to a fixed rate arrival process:

M1 n =0, ooy N=i
At (n) =

0 n>N,

where M1 = 1/81 is the service rate of the server 1. In a real system, the arrival process at the
general server will have some intermediate arrival rates

Ar < Ar(n) < (N-n)Ar

(and possibly Ar(n~1) < Ar(n)). Therefore, the evaluation of the accuracy of the RTP approximation
for these two models can provide a good indication of the method's accuracy.

The machine repairman model is sclved exactly as an M/G/1//N system [Buzen and Goldberg T#].
Table 5 presents the results of the study. In the experiment, the mean and the ccefficient varia-
tion of the service time were 1,0 and CV, respectively. THINK is the think time, N is the number
of customers in the network; RN is the response time of the general server and XN is the network
throughput. (XN also equals the general server utilization). ERA and EXA are the relative percent
errors in the RTP estimates of general server response time and system throughput, respectively.
ERP and EXP are the relative percent errors in the corresponding estimates ccmputed by ignoring the
coefficient of variation, i.e., by assuming that the model has a product form solution. Some im-
portant observations follow, The throughput estimates are quite accurate even at high CV's and
moderate number of terminals (> 5). The errors in the device response times are much larger, espe-
cially at large CV's (> 5) but decrease to tolerable levels at 5 or more terminals. Maximum errors
occur when the general server utilization is about 50%. A comparison with product form solution
shows that RTP approximation substantially increases accuracy when a number of terminals is 5 or
more,

The two queue cyclic model can be solved exactly as an M/G/1/N loss system [Kobayashi 781]. Ta-
ble 6 presents the results of the study. In the table, the new variable S1 is the service time of

the exponential server. Once again, we see that the RTP approximation is a fairly effective tech-
nique, especially for moderate to large numbers of customers (> 5) and low te moderate CV's (< 5).

Appendix B

EFFECT OF NUMBER OF EQUIVALENT SERVERS

Section 6.1 addressed the issue of choosing the appropriate number of i

sent a subnetwork Mi in the transformed model M. ?? tse customer class:gu;:a;fnzo::;::rirzzl;esgig
egch other (as 1in the multiclass FCFS example in Section 5.1), using a separate server for each
will ?limlnate the dynamic interaction present in the original system. Both the accuracy and the
numerical properties of the RTP approximation will then suffer.

One indication of the deterioration of accuracy is that the RTP approximation no longer yields
?he exact solution when it is applied to a multiclass product form network consisting only of load
independent FCFS servers. The data in Table 7a illustrates this. Another indicaticn is provided
by the data'presented in Table 7b. For the network under consideration, note that claés 2 service
tl@e aF device 1 is less than that of class 1; at device 2, they are comparable; and at device 3
which is very lightly used, class 2 has higher demand than class 1. Therefore, we expect that fo;
equal class populations, class 2's response time should be smaller than class 1's response time.
Tﬁe solutions from both simulation and RTPA1 tally with this observation. But for smaller popula-
tlonst R?PA2 does not. Partitioning the subnetwork by customer class also creates certain numeri~
cal difficulties. Convergence with separate equivalent servers is painfully slow (100-300 itera-~
tions). Moreover, due to 1incorrect intermediate values of the throughputs, servers can easily
become saturated during the iteration.

) There are two solutions to the saturaticn problem. The first one assumes that since the server
is saturated, the response time is infinite, and thus, equation (3) reduces to

Sir' = 1 /Xir.
With this assumption, however, the solution diverges.

The second solutior :o0 the saturation problem reduces the throughput estimates in proportion to

the individual class utilizations such that the total server utilization is UMAX. This method led
to a slow convergence with UMAX = 0.99. However, the iteration diverged with UMAX = 0.9999.
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Table 1 : General service time at FCFS server example,

i vi £ vist
cPU 10 28 ms 280 ms
DISK 1 7 40 ms 280 ms
DISK 2 2 280 ms 560 ms

NETWORK POPULATION N = 6

cv NO,OF CPU THROUGHPUT

MODEL ¢ CPU DISK 1 DISK 2 ITER. EXACT APPROX, %
1 a.6 1.0 1.0 1 0, 01744 0.01743 -
2 2.0 1.0 1.0 1 0,01703 0.01695 -
3 5.0 1.0 1.0 4 0.01588 0.01517 -
4 10,0 1.0 1.0 8 0.01487 0.01310 -
E 1.0 0.6 1.0 1 0, 01745 0.01743 -
6 1.0 2.0 1.0 1 0.01703 0.01695 -
7 1.0 10,0 1.0 8 0.01483 0.01310 -
8 1.0 1.0 0.6 3 0.01765 0.01750 -

9 1.0 1.0 2.0 4 0.01662 0. 01687
10 1.0 1.0 5.0 17 0.01567 0.01531 -
1 1.0 1.0 10.0 34 0.01541 0.01368 -
12 0.6 2.0 10,0 31 0.01500 0,01278 -
13 10.0 2.0 0.6 8 0.01489 0.01328 -
14 5.0 2.0 10.0 21 0.01363 0.00942 -
15 10.0 2.0 0.6 33 0.01353 0.00886 -
NOTES: These are some of the models evaluated in [Balbo 79].

The exact solutions were obtained by Balbo using
global balance techniques,

If the CV's are ignored,
CPU throughput fer all medels = 0.01735.

We are unable to explain the error for model 9.

Table 2 : Multi~class FCFS server example.

DEVICE CLASS 1 CLASS 2
i Vit sit vitsi vi2 si2 viasi2
1 18 7 126 8 11 88
2 5 20 100 13 8 104
3 10 2 20 15 3 45
POPULATION ’ RESPONSE TIME
CLASS 1 CLASS 2 RTPA CLASS 1 CLASS 2
ITER. SIM, RTPA  BARD SIM  RTPA BARD
5 S 8 1140 1115 1154 1156 1120 1208
50 50 AL 12267 12952 12022 9070 8566 9316

NOTE: The example and simulation results are taken from {Bard 791,
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Table 3 : Preemptive priority examples.

“MODEL S THROUGHPUT

[ CLASS CPU  DISK EXACT RTPA % ERROR

1 1 3 3 0.2156 0.2066 1.9
2 3 3 0. 0807 0.1117 13.3

2 1 3 ] 0.3302 0.3305 0.1
2 3 1 0.0031 0.0031 o

3 1 1 3 0.2566 0.2583 0.7
2 3 1 0.2261 0.2227 - 1.5

4 1 3 1 0.3282 0.3303 0.6
2 1 3 0.0103 0.0100 - 2.9

s 1 1 3 0.6446 0.6472 0.4
3 3 3 0.0885 6.0977 10.4

NOTES: 1. System is a 2-queue cyclic network.
2. Customer population of each class = 4,

3. Exact throughputs were calculated using global-balance

solution technique.

4, With given approximate solution for models 2 and 4, CPU
utilization exceeds 1. When this happens, reduce class 1

throughput to make utilfzation 1. Therefore:

MODEL ADJUSTED X1 SERROR
2 0.3302 0
4 0.3300 0.5

S. COMPARISON OF DIFFERENT METHODS
% ERROR IN THROUGHPUT

MODEL CLASS RTPA SEVCIK BRYANT CHANDY
§ ET. AL. LAKSMI
1 1 1.9 - 4,2 0.2 - 5.
2 13.3 38.4 - 6,1 21.9

Table 4 : Priority scheduling with one equivalent server

EFFECTIVE THROUGHPUT
ARRIVAL RATE RESP  TIME SERVICE TIME

ITER. 1 2 1 2 1 2 1 2
1 .2156 ,0807 8.5 95 .8093  9.05 L2428 0823
2 .J2u2u ,0823 11,0 528 L2335 121 .2550  .0782
3 .2550 ,0782 12,8 34329 .0048 12,77 +2597 0739
4 L2597 L0737 13.6 1.7ei2  1.e-11 13,57 see note 2

NOTES:

1.
2.

Initial guess is exact solution from global balance solution.
The iteration seems to be stabilizing around X1 = 0,26.

and X2 = 0.07. Iteration was discontinued at this point
because of too small a value for class 1 effective service time.
Nonetheless, these results show that the answers are rather
inaccurate,

MODEL: 2 queue cyclic network with priority queueing at server 1.

Dir =3, Nr =8, 12 1,2, r=1,2
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Table & : Accuracy of RTP for Machine Repairman Madel
THINK N RN ERA ERP XN EXA EXP
0.400 2 1.633 1.8 5.0 0,984 -1 4 -3.9
1.000 5 4,000 0.2 0.u 1.000 0.2 «0.3
2.000 10 8,000 0,0 0.0~ 1.000 -0.0 0.0
1.000 2 1.368 2.6 9.7 0.845 1.5 5.3
2.500 S 2,641 2.9 8.8 0.973 -1.5 -4.3
5.000 10 5,024 1.5 3.3 0.998 -0.8 -«1.6
2.000 2 1,213 -3. 4 9.9 0.622 3.3 -3.6
5.000 5 1.663 ~2.8 19.8 0.750 .7 4.7

10,000 10 2,180 0.2 25.3  o.821 0.0 4.3
5,000 2 1.094 7.2 6,7 0.328 1.3 -1.2
12,500 5 1,199 -3.9 13,9 0.365 0.3 -1.2
25,000 10 1,254 2.3 18.0 0.38% 0.1 ~0.9
10,000 2 1,048 -4, 4 4.1 0.181 0.4 0.4
25.000 S5 1.089 2.1 7.6 0.192 0.1 =0.3
50.000 10 1,106 =1.1 9.2 0.196 0.0 0.2
0.400 2 1.75% 5.1 2.1 0.930 ~4.0 1.7
1,000 S5 4.047 0.2 -0.8 0.9 0.2 0.6
2.000 10 8.005 0.1 ~0.1 1,000 0.0 0.0
1.000 2 1.588 13.9 5.6 0.773 ~7.9 3.5
2,500 5 3.12% 2.6 -7.9 0.890 ~1.4 4.6
5.000 10 5,501 -1.8 5.7 0.952 0.9 3.1
2,000 2 1.455 20.3 -8.3 0.579 ~7.9 3.6
5.000 5 2.406 10,4 -17.2 0,675 =3.3 5.9
10,000 10 3,514 4.5 -22.2 0.740 =-1.2 6.1
5,000 2 1.286 19.8 -3.3 0.318 -3.9 1.9
12.500 S 1.699 12,3 -19.7 0.352 =1.5 2.4
25,000 10 1.994 8.1 -25.8 0.370 0.6 1.9
10.000 2 1.180 13. 4 ~T.6  0.179 -1.4 0.8
25,000 5 1.377 7.3 =-14.9  0.190 ~0.4 0.8
50.000 10 1,480 4,2 -18.4 0.194 0.1 0.5
0,400 2 1.772 30.1 ~3.3  0.921 ~19.7 2.8
1.000 5 4.083 2.0 -1.7  0.984 =1.6 1.3
2,000 10 8.019 ~0.2 -0.2 0.998 0.2 0.2
1,000 2 1.650 63.4 9.1  0.755 ~28.3 6.0
2.500 5 3.395 23.5 ~15.3 0.848 ~11.9 9.7
5.000 10 6,061 2.8 -14.4  0.904 -1,5 8.6
2,000 2 1,565 89.3 -~14.8 0,561 -28.,2 7.0
5.000 5 2,973 49,1  -33.0 0.627 «15.5 14,8
10.000 10 4.897 23.2 48,2 0,67V -7.1 17.0
5.000 2 1,464 105.1 -20.3 0.309 -19.2 4.8
12,500 5 2,477 67.0 ~44,9 0,334 10,0 8.0
25.000 10 3,579 42,9 ~58.7 0.350 5.1 7.9
10,000 2 1,383 90,5 ~21.1 0,176  -9.9 2.6
25.000 5 2,084 54,7 <43,8 0.185 -4,0 3.5
50,000 10 2.678 34.0 ~54%.9  0.190 -1.7 2.9
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Table 6 :

Accuracy of RTP for Two Queue Cyclic Model
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0.200
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5. 000
5.000
5.000

0.200 2
0.200 5
0,200 10
0.500 2
0.500 5
0.500 10
1.000 2
1.000 5
1.000 10
2,500 2
2,500 S
2.500 10
5.000 2
5.000 5
5.000 10

RN ERA EXP XN EXA
1.801 0.0 1.8  0.999 -1.6
8.799 -1.0 =1.0  1.000 0.0
9.799 0.5 0.5 1.000 0.0
1,568 2.3 6.3 0.937 -3.2
4.377 5.9 ~4,9  0.999 -0.8
9.372 =-3.9 ~3.9 1.000 0.0
1,368 7.7 9.7  0.731 -2.3
2,840 ~10.0 5.6 0.897 -2.9
5.335 =-10.9 3.1 0.949 «1.7
1.176 6.2 9.3 0.374 =1.9
1,329 -1.3 21.5  0.400 =0.3
1.333 0.0 24,9  0.400 0.0
1.094 -2.8 6.7 0.196 -1.0
1.125 ~0.1 1.0 0.200 =0.0
1.125 0.0 1.1 0.200 0.0
1.816 0.1 0.9 0.98% 0.9
U779 0.6 <0.6 1.000 -0.0
2. 779 -0.3 <0.3 1,000 0.0
1.625 ~1.3 2,6 0.889 ~1.1
4,244 2.5 «2.0  0.99% -0.7
9. 192 2.0 2.0 1.000 0.0
1,444 =3.5 3.8 0.69 =-0.7
2,923 4.0 2,6 0.862 -1.4
5. 420 4.4 1.5  0.928 -0.9
1.236 -3.1 4.0 0,365 0.8
1.480 ~-1.0 9.1 0.399 -0.2
1.500 .0 1.0 0.400 0.0
1.132 -1.5 3.0 0.195 0.4
1,187 0.1 5.2 0.200 0.0
1.188 0.0 5.3 0.200 0.0
1.847 3.7 0.8 0.955 =2.5
4,720 0.7 0.7 0.999 0.1
9.711 0.4 0.4 1,000 0.0
1.714 12,4 -2.8 0.824 =5.9
4,060 5.2 2.5 0.955 1.1
8.576 5.1 5.1 0.994 0.5
1.588 20.9 -5.6 0.630 5.7
3. 154 17.4 4.9 0.760 2.1
5.614 17.6 -2.0  0.839 3.8
1.412 22.1 -8.9 0,343 0.9
2,089 16,0 -22,7 0,384 2,3
2,515 5.4 -33.8 0.397 0.6
1.286 13.5 -9.3 0.189 0.9
1.565 3.5 =20.2 0.199 0.5
1.622 0.2 -22.9 0.200 0.0
1. 855 22.0 -1.,2 0,948 -15.3
4,698 1.3 1.1 0.997 0.0
9.678 0.7 0.7 1.000 0.0
1.743 54.6 4.4 0,805 -25.1
4,010 18.2 3.8 0.921 3.1
8.008 13.1 12.5 0.969 2.7
1,650 86.0 -9.1 0,606 -25.3
3,345 58.6 ~10.3 0.685 4.2
S. 849 51.0 <6.0 0.723 8.9
1,540 114,8 -16.5 0.329 =147
2.7 97.0 ~42.1 0,353 2.6
4,391 75.3 =62.1 0.366 6.6
1.464 103,17 -20.3 0.183 =3
2.416 65.8 -48.3 0.191 3.8
3.3 27.7 -62.4 0.196 2,1
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Table 7 : Problems associated with separate equivalent
servers for a multiclass FCFS network.

(a) Product form network

DEVICE CLASS 1 CLASS 2
Vit Si1 viisit vi2 8i2 viasi2
10 1 10 8 1 8
12 1 15 12 1 14
15 2 30 10 2 20
RESPONSE TIME
POPULATION CLASS 1 CLASS 2
CLASS 1 CLass 2 EXACT RTPA1 RTPA2 EXACT RTPA1 RTPA2
5 291.8 291.8 277.0 207.3 207.3 216.1
RTPA1 = 1 iteration
RTPA2 = 148 iterations
RTPA1 = RTP approximation with one equivalent server for all classes
RTPA2 = RTP approximation with one equivalent server for each class
(b) Non-product f7rm network [Bard 79]
DEVICE CLASS 1 CLasSs 2
i Vit Sit Viisii viz  si2 vi2siz2
1 18 7 126 8 1n 88
2 5 20 100 13 8 104
3 10 2 20 15 3 4s
POPULATION RESPONSE TIMES
CLASS 1 CLASS 2 CLASS 1 CLASS 2
SIM RTPA1 RTPA2 SIM RTPA1 RTPA2
5 5 1140 1115 1107 1156 1120 1228
10 10 - 2255 2048 - 2016 24uu
20 20 - 4827 3749 - 3683 5436
50 50 12267 12952 11588 9070 8566 9571

-- No simulation data available in (Bard 791.
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