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INTRODUCTION 

Very seldom does the initial design of an active circuit result in all design 

constraints being met. Hence, design techniques involve a process of initial design- 

analysis-redesign-analysis, until the circuit meets the specifications. This paper 

presents the general philosophy of a computer program which automates the "analysis- 

redesign" cycle for a large variety of passive or active, linear or nonlinear circuits. 

The computer program employs both circuit simulation and optimization techniques. 

Simulation corresponds to the analysis portion of the cycle in that it determines the 

circuit's response and whether or not the design constraints have been met. The 

optimization technique alters parameter values to minimize a function which reflects 

the design constraints. Thus, the optimization procedure performs the redesign. 

DESIGN FUNCTION 

The function used by the optimization techniques will be called the "Design 

Function" (DF). This function is a means of defining design goals to the computer. 

These goals are stated by some mathematical combination of the desired circuit 

response and the computed response. An optimization routine alters circuit para- 

meter values until a minimum of this design function is obtained. It should be noted 

that successful use of the design function results in the best rather than just satis- 

factory design. It should also be noted that many design functions may be used to 

describe the design goals of a circuit. Each of these design functions may be satisfied 

by a different set of parameter values. Thus, the problem of selecting the best or 

even a useful design function will tax the ingenuity of both the engineer and pro- 

grammer. The following two examples are given to clarify the concept of the design 

function. 

Example I 

Parameter values of the filter network shown in Figure la are to be determined 

such that the desired frequency response of Figure Ib is achieved. 

*Presently at Lear Siegler Inc., Grand Rapids 
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This des i r ed  f requency r e sponse  is speci f ied  by a t r an s f e r  funct ion of the form:  

(ja)+ Zl) (jw+ z2) 
F(jW) = 

(ja)+ Pl) (jw+ P2) (JW+ P3) 

In the circuit, R1 and R4 represent the source and load impedance and therefore must 

remain constant. Variable parameters are R2, R3, C1, C2 and C3. Computed 

circuit response at specified frequencies wi will be termed G(j~). G is also given by 

the following functional relationship. 

G = f(R2, R3, C1, C2, C3, co) 

The design function mus t  speci fy  the r e l a t ionsh ip  of the des i r ed  f requency  r e sponse  

F(jco ) and the computed re sponse  G(jco ) such that its value becomes  s m a l l e r  as 

G(jco ) approaches  F(jco ). One method of speci fying a design funct ion for the c i r cu i t  of 

F igure  l a  is outl ined as follows.  

1. De te rmine  the dc gain of tt~ansfer function: 

z I z2 

F(j0) Pl P2 P3 

2. Calculate magnitude and phase angle of transfer function at specified 

f r equenc ies .  

Arg F (jcoi) 

= magnitude at  coi 

= phase angle at  col 

3. De te rmine  dc gain of c i rcui t :  

R4 
G(j0) = I l l + R 2  + R 4  

4. Calcula te  magnitude and phase angle of c i r cu i t  r e sponse  at speci f ied  

f r equenc ies .  

5. Evaluate  design function defined as follows: 

n 

DF = Z 
i=l  

F(jcoi) G(ja)i) 

F(jO) G(jO) 

F(j¢oi) 

F(jO) 

~ IArg F(jcoi) - Arg G(jcoi) I 

i-:l IA.rg F(jcoi) I 
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It should be noted that many other design functions could also be used. The real and 

imaginary parts of the response could have been determined and compared or only the 

magnitudes could have been used. The poles and zeros of the circuit could have been 

computed and compared with the desired poles and zeros. 

Figure 2 and Figure 3 are plots of the amplitude and phase response of this 

example. Note that three curves are shown; the response based on the desired poles 

and zeros, the response based on the designers hand calculations, and the response 

obtained by use of the optimization program and the DF defined previously. 

Example 2 

The Schmitt trigger of Figure 4 is to meet the following three design constraints: 

I. The upper trip voltage should be near 0 volts. 

2. The output voltage should be near 2.75 volts when Q2 is on. 

3. The hysteresis should be a minimum. 
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The design function used for this circuit is defined by the following equations: 

A1 = E~N I 

A2 = l e m u r -  2.7 1 

A a : ECFFI 

DF : A1 + A2 +1000 x AS 

Note how e a c h  t e r m  of  the d e s i g n  fune t ion  r e f l e e t s  one of the  d e s i g n  e o n s t r a i n t s .  The  

f i r s t  t e r m  is the abso lu t e  v a h e  of the u p p e r  t r ip  vo l t age .  When th is  t e r m  is ze ro ,  

the f i r s t  d e s i g n  c o n s t r a i n t  is m e t .  The s e c o n d  t e r m ,  when  m i n i m i z e d  wi l l  c ause  the 

s econd  d e s i g n  c o n s t r a i n t  to be m e t .  The th i rd  t e r m  is the d i f f e r e n c e  b e t w e e n  the u pp e r  

and lower  t r i p  v o l t a g e s .  Since th is  t e r m  is c o n s i d e r e d  to be the m o s t  i m p o r t a n t  in the  

DF, it  is w e i g h t e d  by a f a c t o r  of one thousand .  Changing  the  we igh t  f a c t o r  of the 

v a r i o u s  t e r m s  in the d e s i g n  func t ion  by a s m a l l  a m o u n t  can  r e s u l t  in l a r g e  changes  in 

the r e s u l t i n g  de s i gn .  Th i s  po in t s  out  how e r i t i e a l  the def in i t ion  of the d e s i g n  func t ion  

is to the optimization process. 

The initial value of DF for the original design of this circuit was 1773.0. After 

modification of all resistors, other than the load, by the optimization routine the value 

of the design function dropped to 18.9 with design constraints resulting in values of: 

E~'N = -0 .  0625 

E ~ U T - 2 . 7 5  = 3. 652 

ECN - E ~ F F  = 0 .015625 

CIRCUIT SIMULATION ROUTINES 

The c i r c u i t  s i m u l a t i o n  r o u t i n e s  p e r f o r m  the a n a l y s i s  func t ion  in the  " a n a l y s i s -  

r e d e s i g n "  c y c l e .  A p r i m e  ob j ec t i ve  in the d e v e l o p m e n t  of th is  p r o g r a m  is to p r o v i d e  

the capab i l i ty  of e a s i l y  app ly ing  the  " a n a l y s i s - r e d e s i g n "  p h i l o s o p h y  to as  l a r g e  a 

v a r i e t y  of  c i r c u i t s  as  p o s s i b l e .  To obta in  th is  ob jec t ive ,  a l a r g e  v a r i e t y  of a n a l y s i s  

c a p a b i l i t i e s  is r e q u i r e d .  In i ts  f ina l  f o r m ,  th i s  p r o g r a m  wi l l  be able to s i m u l a t e  

c i r c u i t s  u n d e r  d - c ,  a - c  and t r a n s i e n t  o p e r a t i o n .  In each  of t h e s e  m o d e s  of o p e r a t i o n ,  

the p r o g r a m  m a y  p e r f o r m  w o r s t  c a s e ,  s t a t i s t i c a l  o r  p a r a m e t e r  v a r i a t i o n  types  of 

a n a l y s i s .  To i m p l e m e n t  t he se  a n a l y s i s  c apab i l i t i e s  and p r o v i d e  f lex ib i l i ty ,  the 

p r o g r a m  is be ing  w r i t t e n  in m o d u l a r  f o r m .  E a s e  of app ly ing  the p r o g r a m  has  been  

p r o v i d e d  by a u s e r  o r i e n t e d  in~)ut s c h e m e .  The  u s e r ,  be he an e n g i n e e r  wi th  l i t t le  o r  

no p r o g r a m m i n g  e x p e r i e n c e  o r  an e x p e r i e n c e d  p r o g r a m m e r ,  is be ing g iven  p r i m e  

Z1-6 



c o n s i d e r a t i o n  in a l l  p h a s e s  of the p r o g r a m  d e v e l o p m e n t .  Data  input  and r e s u l t  outputs  

have  been  o r g a n i z e d  fo r  the e n g i n e e r  u s e r  whi le  the m o d u l a r  p r o g r a m  c o n s t r u c t i o n  

wi l l  a id  a p r o g r a m m e r  in m a k i n g  m o d i f i c a t i o n s  or  e x t e n s i o n s  to the p r o g r a m .  

USER ORIENTED DATA INPUT 

T h e r e  a r e  t h r e e  b a s i c  t ypes  of da ta  wh ich  the p r o g r a m  a c c e p t s ,  p r o g r a m  con t ro l  

data ,  p r o g r a m  execu t i on  data ,  and f o r m a t  da ta .  P r o g r a m  c o n t r o l  da ta  wi l l  d e t e r m i n e  

such  th ings  as  the  type of c i r c u i t  o p e r a t i o n ,  the type of a n a l y s i s  d e s i r e d ,  the o p t i m i -  

za t ion  t echn ique  d e s i r e d ,  r e q u i r e d  output ,  e t c .  P r o g r a m  execu t i on  da ta  is tha t  da ta  

n e c e s s a r y  to de f ine  the c i r c u i t  and i ts  p a r a m e t e r s .  F o r m a t  da ta  de f ines  the f o r m a t  

by wh ich  p r o g r a m  execu t ion  da t a  and p r o g r a m  con t ro l  da ta  a r e  e n t e r e d .  

All  da ta  is r e a d  wi th  a f r e e  and v a r i a b l e  f o r m a t  f r o m  one input  r o u t i n e .  This  

r o u t i n e  may  be ca l l ed  in at any  t i m e  to s e l e c t  new da ta  o r  to r e a d  add i t iona l  da ta .  The 

v a r i a b l e  f o r m a t  capab i l i ty  is ob ta ined  by bui ld ing  a l a r g e  e n g i n e e r i n g  v o c a b u l a r y  into 

the input  r o u t i n e .  With this  v o c a b u l a r y  the c o m p u t e r  is  capable  of r e c o g n i z i n g  da ta  

i t e m s  w r i t t e n  in f a m i l i a r  e n g i n e e r i n g  t e r m i n o l o g y .  Tab le  1 shows  how the v o c a b u l a r y  

is u s e d  to def ine  a f o r m a t  for  da ta  input .  The e x a m p l e  shown is f o r  the S c h m i t t  T r i g g e r  

c i r c u i t  of F i g u r e  4.  

MODULAR C ONSTRU C TION 

This  p r o g r a m  r e p r e s e n t s  an  a t t e m p t  to deve lop  a g e n e r a l  a n a l y s i s  capab i l i ty  as  

noted  by a wide  v a r i e t y  of a n a l y s e s  a v a i l a b l e .  Rea l i z ing ,  h o w e v e r ,  that  it  is i m p o s s i b l e  

to g e n e r a t e  one p r o g r a m  to c o v e r  al l  a p p l i c a t i o n s ,  the m o d u l a r  concep t  was  adop ted .  

This  concep t  t ends  to m i n i m i z e  the t i m e  and e f fo r t  r e q u i r e d  to mod i fy  o r  ex tend  the 

capab i l i t i e s  of the e x i s t i n g  p r o g r a m .  F o u r  b a s i c  b locks  of m o d u l e s  a r e  i nc luded .  

T h e s e  a re :  the i n p u t / o u t p u t ,  the f u n d a m e n t a l  o p e r a t i o n s ,  the  bas i c  a n a l y s i s ,  and the 

o p t i m i z a t i o n  r o u t i n e s .  B a s i c  a n a l y s i s  r o u t i n e s  have  a c c e s s  to the i n p u t / o u t p u t  and 

the f u n d a m e n t a l  o p e r a t i o n  r o u t i n e s  as  we l l  a s  o t h e r  b a s i c  a n a l y s i s  r o u t i n e s .  O p t i m i -  

za t ion  r o u t i n e s  m a y  a c c e s s  any of the  o t h e r  r o u t i n e s .  F i g u r e  5 i l l u s t r a t e s  th is  

concep t .  

OPTIMIZATION 

In o r d e r  to r e a l i z e  the m i n i m u m  va lue  of the  d e s i g n  func t ion ,  a m i n i m i z a t i o n  

or  o p t i m i z a t i o n  t echn ique  is r e q u i r e d .  Many o p t i m i z a t i o n  a l g o r i t h m s  have  been  

deve loped  and t e s t e d .  Each  p o s s e s s  unique a d v a n t a g e s .  The t e c h n i q u e s  p r e s e n t l y  
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incorporated into this program are, a pattern search technique called direct search 

and a gradient technique. Only the direct search technique will be discussed, as it is 

receiving the most use. 

DIRECT SEARCH 

The direct search algorithm is basically a trial and error method guided by 

programmed logic. The decisions determining the directions in which to search for 

new trial solutions are based solely on the success record of previous trial solutions. 

The design function is of the form 

DF = f(X1, X2, X3, . . . . .  Xn) 

w h e r e  the  Xn ' s  r e p r e s e n t  the s e t  of v a r i a b l e  c i r c u i t  p a r a m e t e r s .  The  p u r p o s e  of the 

d i r e c t  s e a r c h  p r o g r a m  is to d e t e r m i n e  the s e t  of c i r c u i t  p a r a m e t e r  va lues  which  

r e s u l t  in the m i n i m u m  va lue  of the d e s i g n  func t ion .  T h e r e  a r e  two b a s i c  t e c h n i q u e s  

u t i l i zed ;  " e x p l o r a t i o n  m o v e s "  and " p a t t e r n  m o v e s . "  

E x p l o r a t i o n  c o n s i s t s  of e x a m i n i n g  the loca l  s u r f a c e  to d e t e r m i n e  if a b e t t e r  

s o l u t i o n  e x i s t s .  A f t e r  e x p l o r i n g  the  loca l  s u r f a c e ,  a l a r g e r  m o v e  ca l l ed  a p a t t e r n  

m o v e  is m a d e  b a s e d  on the r e s u l t s  of p r e v i o u s  t r i a l s .  T h e  i m p l e m e n t a t i o n  of t h e s e  

two t e c h n i q u e s  in the  d i r e c t  s e a r c h  p r o g r a m  is  b e s t  e x e m p l i f i e d  by the two d i m e n s i o n a l  

p r o b l e m  of F i g u r e  6. X 1 and X 2 r e p r e s e n t  the  c i r c u i t  p a r a m e t e r s  wh ich  wi l l  be v a r i e d  

to ob ta in  the m i n i m u m  des ign  func t ion .  P o i n t  B r e p r e s e n t s  the po in t  of m i n i m u m  DF 

whi le  the  c i r c l e s  r e p r e s e n t  l ines  of e q u i v a l e n t  DF.  P o i n t  A r e p r e s e n t s  the in i t ia l  o r  

s t a r t i n g  po in t .  

E x p l o r a t i o n  c o n s i s t s  of e x a m i n i n g  the loca l  s u r f a c e .  Th i s  m a n e u v e r  is shown 

in F i g u r e  6. The f i r s t  s t ep  p e r f o r m e d  by the  c o m p u t e r  is  eva lua t ion  of the d e s i g n  

func t ion  at  P o i n t  A (DF(A)). P a r a m e t e r  X1 is then  i n c r e a s e d  by a s p e c i f i e d  i n c r e m e n t  

and DF(1) is e v a l u a t e d .  F o r  th i s  e x a m p l e ,  DF(1) is l a r g e r  than  DF(a) ,  t h e r e f o r e  

P o i n t  1 is r e j e c t e d .  P a r a m e t e r  X1 is next  d e c r e a s e d  by the s p e c i f i e d  i n c r e m e n t  and 

DF(2) is  e v a l u a t e d .  DF(2)  is s m a l l e r  than DF(a) .  As a r e s u l t ,  Po in t  A is r e j e c t e d  

and P o i n t  2 b e c o m e s  the new " b a s e  p o i n t . "  X2 is now i n c r e a s e d  by the s p e c i f i e d  

i n c r e m e n t  and DF(3) e v a l u a t e d .  DF(3) is l a r g e r  than DF(2) and Po in t  3 is r e j e c t e d .  

X2 is then  d e c r e a s e d  and DF(4) e v a l u a t e d .  DF(4) is s m a l l e r  than DF(2)  and as  a 

r e s u l t  DF(4) b e c o m e s  the new base  po in t .  

It shou ld  be no ted  at  the end of the e x p l o r a t i o n  p h a s e ,  the p r o g r a m  has  m o v e d  

f r o m  Po in t  A to P o i n t  4. The m o v e  is  r e p r e s e n t e d  as  the  do t ted  v e c t o r  of F i g u r e  7. 
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A "pattern move" will now be made from Point 4 of the same length and direction 

as the successful vector. This results in Point 5 of Figure 7. DF(5) is evaluated 

and an exploratory move is now performed about Point 5. 

It should be noted that in the exploratory move, X1 and X2 were decreased first 

rather than increased. This pattern was therefore tried first in the next exploration. 

DF(7) is now compared to DF(4) to determine if the pattern move and following explor- 

ation have been successful. DF(7) is less than DF(4) and as a result, Point 4 is 

rejected and Point 7 becomes the base point. A pattern move will now be made from 

Point 7 Of the same length and direction as the successful vector from Point 4 to 

Point 7. This results in Point 8 of Figure 8. It should be noted that the pattern move 

of Figure 8 is longer than the pattern move of Figure 7. In other words, a pattern 

move is capable of growing and conversely of shrinking. Exploration is now performed 

about Point 8. DF(II) is smaller than DF(7) and as a result, Point II is chosen as 

the new basepoint. 

Another pattern move is now executed (Point 12 of Figure 9) and the following 

exploration fails to reduce the design function below DF(II). Exploration is then 
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Figure 8. Example Step 3 
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Figure 9. Example Step 4 

/ 
/ 

A 

/ 

attempted about basepoint ii (Figure I0) which again fails to reduce the design function. 

At this point, the program will reduce the step size in the exploratory move and a new 

exploration is performed about basepoint II in the same manner as was performed 

about Point A. 

ADVANTAGES OF DIRECT SEARCH 

There are many sophisticated gradient techniques that will find the minimum of 

the example problem much faster than the direct search program. However, most 

design functions are not so well behaved. The direct search program often works 

better with functions that have discontinuous derivatives. In addition, constraints 

are often easier to include and in most cases, a greater variety of optimization 
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criteria can be incorporated. It can easily be shown that the direct search program 

is more effective than the steepest descent gradient technique for the poorly behaved 

surfaee of Figure II. 

Point A is the initial point. The maximum step size is the same for both 

programs, therefore, both programs arrive at Point i. 
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C ONC LUSI ON 

This paper has descr ibed  a computer  p rogram which automates the "analys is -  

redesign" cycle for a large class  of electronic circui ts .  At the p resen t  t ime,  this 

program is incomplete and is being used to study the feasibi l i ty of the approach and 

gain exper ience in s t ructur ing a program of this complexity. Many of the conclusions 

reached in  this study have been presented;  however,  there  a re  still  many in teres t ing 

problems yet  to be solved. One important  conclusion needs to be emphasized; as the 

number of available functional subroutines increases ,  the ability to add capabili t ies to 

the p rogram inc reases  and the t ime requi red  to add these capabili t ies decreases .  

These functional subroutines are  essent ia l ly  forming the basis  of a c i rcui t  design and 

analysis language. 

The abili ty to apply the "ana lys i s - redes ign"  concept to a large class  of circui ts  

and c i rcui t  problems is an essen t ia l  feature of the program.  The ability to apply the 

concept to a large class of problems is p r imar i ly  l imi ted by the ability of the s imula-  

tion and analysis  routines.  Simulation and analysis  capabili t ies planned for inclusion 

in this p rogram should make it  applicable to mos t  e lectronic  circui ts .  

Developing and using design functions will p resen t  a challenging yet  rewarding 

exper ience to the c i rcu i t  des igner  and p rog rammer .  It will  truly f ree  the engineer  

from laborious calculations and place more  emphasis  on his creat ive  ability. His 

creat ive ability will be needed not only to devise new and improved circui ts  but will  

also be needed to develop and apply new and m o r e  useful design functions. 
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