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The May 1981 Survey w i l l  mark the 152nd Sur- 
vey of Consumer At t i tudes.  I n i t i a t e d  in 1946, the 
purpose of the surveys is to measure changes in 
consumer at t i tudes and expectations, to understand 
why these changes occur, and to evaluate how they 
relate to consumer decisions to save, to borrow, 
or to make discret ionary purchases under changing 
conditions. 

Each survey contains approximately 40 core 
questions, each of which probes a d i f fe ren t  aspect 
of consumer confidence. Open-ended questions are 
asked concerning evaluations of expectations about 
personal finances, employment, price changes, and 
the national business s i tua t ion .  Additional ques- 
t ions probe for the respondents appraisal of pre- 
sent market conditions for  houses, and other dur- 
ables. Demographic data obtained in these surveys 
include income, age, sex, race, education, and 
occ,m~tion~ arlong others. 1!bile man', ouestiens de-- 
signed to measure change in at t i tudes and behavior 
are repeated i l l  ident ica l  form in each survey, 
special questionnaire supplements are added to most 
surveys by outside sponsors on a time share basis. 
Supplements to tile ongoing surveys give sponsors 
prompt turnaround to survey mater ials while taking 
advantage of shared f i e l d  expenses, l!hen the re- 
search task is f i r s t  undertaken, a maximum amount 
of time and e f f o r t  can be spent in developing these 
survey mater ia ls,  not in establ ishing and sett ing 
in motion standard sampling and interviewing pro- 
cedures, questionnaire and code development for  
standard demographic items, and so for th.  

Although each survey task is unique in i t s  
time requirements, shared time par t ic ipat ion on 
the ongoing Surveys of Consumer Att i tudes is an 
e f fec t i ve  and f l e x i b l e  approach for  meeting many 
research needs. Current procedures include produc- 
t ion of a f u l l y  documented computer data f i l e  
avai lable for  analy t ic  use within 48 hours of the 
close of interv iewing. Within one week of the 
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close of the survey, a report containing tabula- 
t ions and charts of questions asked is sent to the 
sponsors. 

National Telephone Samples 

The Survey Research Center conducts an on- 
going nat iona l ly  representat ive survey based on 
approximately 700 telephone interviews per month 
with adult  men and women l i v i n g  in households in 
the coterminous United States (48 states and the 
D i s t r i c t  of  Columbia). This sample is designed to 
maximize the study of change by incorporating a 
rotat ing panel sample design in an ongoing monthly 
survey program. For each monthly sample, an inde- 
pendent drawing of telenhone numbers is made. The 
respondents chosen in th is  drawing are re in terv iew-  
ed in six months. A rotat ing panel design resu l ts ,  
and the total  sample for any one survey is normally 
made up of 53% new respondents (RDD, and 45% of the 
respondents bding interviewed for  the second time 
( re in terv iew) .  This design permits the regular 
measurement of change in the aggregate and also 
allows the assessment of indiv idual  change at s ix -  
month in te rva ls .  

The rotat ing panel design of the Surveys of 
Consumer Att i tudes has several d i s t i n c t  advantages 
over a simple random sample. The a b i l i t y  to gauge 
indiv idual  change expands the study of aggregate 
change by permitt ing a better assessment of the 
causes of that change. Quite complex research 
strategies can also be implemented using the re- 
contact features of the sample. For example, 
respondents can be recontacted and fol low-up ques- 
t ions on a re interv iew can determine subsequent 
behavior on a t t i tude change. In addi t ion,  the f re -  
quency of the surveys allows screening for  supple- 
mental samples to be eas i l y  accomplished. 

The sampling and administ rat ive designs of 
telephone surveys d i f f e r  from those of most per- 
sonal in terv iew surveys simply because teleollone 
surveys u t i l i z e  a communication medium, betil to 
i den t i f y  sample households and to access tkem. 
Where many personal in terv iew surveys use Census 
data to assign p robab i l i t i es  of  select ions to areas 
(e .g . ,  counties, towns, blocks), national telephone 
surveys use the i d e n t i f i e r s  of telephones, ten- 
d i g i t  telephone sample desions of tke Survey Re- 
search Center employ computer routines to randomly 
generate telephone numbers. In short,  the sample 
is drawn se that every number in the coterminous 

20 

http://crossmark.crossref.org/dialog/?doi=10.1145%2F1015528.810925&domain=pdf&date_stamp=1981-05-20


United States has an equal chance of being selec- 
ted. 

All surveys are subject to samplina error  be- 
cause not a l l  members of the population are in te r -  
viewed. Telephone interviewing f a i l s  to include 
the approximately 9-I0% of the households in the 
United States that are not telephone subscribers, 
although the percentage of nonsubscribers is 
shrinking over time. Past analyses suggest that 
nonsubscribers are disproport ionately poor, black, 
and rural and that they are more l i k e l y  to rent and 
l i ve  alone than the rest of the population. Cur- 
rent studies of the bias which resul ts from the 
exclusion of non-telephone subscribers indicates 
that i t  is not severe and probably is within the 
accuracy requirements for most, but not a l l ,  sur- 
vey research projects. 

Since only one adult per housing uni t  is 
selected, the resul ts may need to be weighted by 
the number of e l i g i b l e  respondents in the house- 
hold and inversely by the number of separate te le -  
phone numbers per household. Additional weights 
are introduced to adjust for  var iat ions in age and 
income d is t r ibu t ions  compared with a recent, se l f -  
weighting national personal interv iew sample, as 
well as the resu l t  of the incorporation of recon- 
tact respondents in the sample. 

Most resul ts on the tota l  sample for th is  
survey w i l l  d i f f e r  by no more than 4 percentage 
points in e i ther  d i rect ion from what would have 
been obtained by using the same methods on the 
ent i re  population. The sampling error from small- 
er subgroups is larger depending on the number of 
cases in the subgroup. 

Coding Section 

Before any s ign i f i can t  analysis of the verbal 
information gathered in surveys can be undertaken, 
these data must be converted to numeric codes for  
use in data processing. The Survey Research Center 
maintains a permanent s t a f f  of trained coders using 
highly evolved techniques. Coders are responsible 
not only for converting the data to machine-usable 
form, but also for providing the f ina l  checking 
function during which errors are detected and 
brought to the at tent ion of the project s ta f f .  

I t  is in the coding section, however, that 
the highest level of non-automated human input 
occurs. This takes place in the coder t ransla-  
t ion of  "open-ended" responses, or responses that 
may f a l l  into any one of up to approximately 
eighty codes for a single question, as opposed to 
from f i ve  to seven codes for  a "closed-ended" ques- 
t ion.  

Data Cleaning 

Data cleaning operations consist of the f o l -  
lowing steps; f i r s t ,  a check is made to assure that 
a complete set of va l id  data codes are present for 
each interview. Coded data are checked for  logical 
consistency with current and previous coding decis- 
ions. Inappropriate decisions such as wi ld or in-  
consistent codes are fed back to the coder for  cor- 
rect ion. Following th is ,  a number of  checks are 

made for  internal consistency of each interview. 
All  inconsistencies are resolved under supervision 
of the project s ta f f .  A f ina l  check is then made 
between the data f i l e  and Field Section f i l e  to 
insure that a l l  interviews have been processed and 
coded. 

The Survey Research Center has also been 
developing a Direct Data Entry system named CATI 
(Computer Assisted Telephone Interv iewing).  CATI 
w i l l  eventual ly take over as an automatic coding 
and data cleaning system, allowing interviewers to 
enter data responses d i r ec t l y  on a computer termi- 
nal. The interviewers w i l l  be able to check the 
entered codes, create data records for open-ended 
responses, and speed up the interviewing process 
because questionnaire branching w i l l  be accomplish- 
ed automatical ly.  

Processing 

The input to the data processing required to 
resul t  in an archivable dataset is the raw data as 
obtained in the survey i t s e l f  and appropriately 
coded. I t  current ly  comes in the form of a deck of 
punched cards and a codebook. In the process i t -  
se l f  there are two main tasks involved. The f i r s t  
is the creation of recoded variables including the 
weight var iables.  The second is the merging of 
demographic and old core variables for  re interv iew- 
ed resnondents. The output from the process is 
three OSIRIS.lV datasets. 

The f u l l  dataset is obtained and contains a l l  
var iables ordered by category to ease data analysis.  
A standard dataset is obtained that contains a sub- 
set of the variables (core, demographic, and recod- 
ed), with var iable numbers which coincide with 
standard data~ets from past surveys. And f i n a l l y ,  
an archive dataset is obtained which contains a l l  
variables numbered seouent ia l ly  in the order given 
by the questionnaire. 

Since Sentember 1980, a "master" d ic t ionary 
has been used in creation of the f u l l  dataset; i t  
has the advantage of keeping var iable numbers, 
names, and other character is t ics  constant through 
time, al lowing for consistency and easier time 
series analysis.  Further, the processing setup 
f i l e s  require many fewer changes from month to 
month, while easing the burden of maintaining a 
question h istory f i l e ,  including information about 
var iables such as question tex t ,  codes, chronology, 
and question wording changes. Standard datasets 
are made, to be compatible with past processes, and 
remain quite useful by allowing combinations to 
obtain larger datasets (e .g . ,  quarter ly  or annual 
datasets). 

Data Analysis 

The Ins t i t u te  for  Social Research has develop- 
ed excel lent  f a c i l i t i e s  for  processing social sc i -  
ence data. The Ins t i t u te  has developed and main- 
tains several packages of s t a t i s t i c a l  programs for 
processing data and provides a wide var ie ty  of com- 
puter services. The Survey Research Center u t i -  
l i zes  the Univers i ty  of Michigan's AMDAHL Computer 
(MTS) for  major processing and s t a t i s t i c a l  analysis.  
The Survey Research Center also operates a PDP l l - 7 0  
for use with the CATI system. 
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Two program packages avai lable to SCA s t a f f - -  
OSIRIS Version IV.5 and MIDAS--provide very compre- 
hensive analyt ica l  capab i l i t i es .  Spec i f i ca l l y ,  
they both include capab i l i t i es  to perform routine 
univar iate descr ipt ive (raw frequency and/or per- 
centages) spreads and b ivar ia te  (frequency and/or 
percentaged) tables. Both of these systems make 
avai lable a wealth of summary s t a t i s t i c s ,  appro- 
pr iate to the leve l (s )  of measurement of the var- 
iable(s)  being analyzed, to support these descrip- 
t i ve  data. In addi t ion,  both systems include cap- 
a b i l i t i e s  to perform both b ivar ia te  and mul t i -  
var iate re la t iona l  analysis,  such as l inear  corre- 
la t ion  and regression. OSIRIS contains mul t ivar -  
iate analyt ic  procedures developed by Ins t i t u te  
s t a f f  especia l ly  for mu l t i var ia te  analyses of sur- 
vey data. 

Reportin 9 

Reporting may take two a l te rna t ive  forms: 
I )  the user may tap d i r ec t l y  into the data base, 
e i ther  through MTS or by a tape sent according to 
the organizational spec i f icat ions;  or 2) prepara- 
t ion of standard data tables and an analyt ic  re- 
port is conducted by s t a f f  researchers of the 
Monitoring Economic Change Program on a monthly 
basis a f te r  each new survey. 

A major focus in output of the monthly sur- 
veys is the Index of Consumer Sentiment (ICS). The 
Index is created each month from f i ve  variables con- 
tained in every survey. The ICS is highly regarded 
in both pr ivate and public sectors as a re l i ab le  
lead ind icator  of d iscret ionary consumer expendi- 
tures and as a consumer based barometer of the 
economy. As a resu l t  of the dated nature of our 
data and in view of the fact that many of our 
c l ien ts  u t i l i z e  our data as an input to both short 
and long term planning decisions, there is neces- 
sa r i l y  a c r i t i c a l  demand for the expedient accuracy 
in the processing and in  report ing our survey data. 

As recent ly as s ix years ago the "turnaround" 
time from raw survey data to publ icat ion of the re- 
resul ts  was I0 days, and required I0 people. In 
l i g h t  of the fact  that we only produced quarter ly  
surveys at the time, and that the equivalent " turn- 
around" period for other survey research based pro- 
grams was from 3 to 6 months, our s i tuat ion was 
sa t i s fac to ry .  Sat is factory that is ,  unless an 
error  was discovered in the f ina l  dataset (not un- 
common given the high degree of human input) ;  th is  
would in turn require another I0 days of process- 
ing. A system decision was adopted at that time, 
with emphasis on ease of dataset correction and 
( inherent ly)  de-emphasis of user input and i n te r -  
action. And so, as the avai lable software pro- 
gressed so did our processing system. 

In 1978, the Survey of Consumer Att i tudes 
program began surveying on a monthly basis. Turn- 
around times that were su f f i c i en t  to maintain a 
quar ter ly  schedule were c lea r l y  not appropriate on 
a monthly basis. Moreover, tables and charts that 
were produced via hand edi t ing and typing were 
simply too time consuming and i n f l e x i b l e  for  the 
production of both standard and nonstandard analy- 
sis runs. 

From th is  need for  better reporting methods 
arose our data depository in which the aggregated 
resul ts  of a l l  of our surveys were to be stored in 
a standard format. Allowing for ease of access 
and analysis of as few or as many of our data sets 
as we specify at one time, the time series research 
impl icat ions are c lear.  With th is  data depository, 
the automation of the various steps for  processing 
continue with emphasis now on a high degree of 
f l e x i b i l i t y  and the use of ana ly t ic  research tools 
for an improved qua l i t y ,  va r ie ty ,  and expediency 
in our reporting system. 

The standard datasets are the input to pro- 
grams which add data to the data depository f i l e ,  
which is in turn the input for programs that cre- 
ate tables and charts for  our monthly publ icat ions. 
The data in the depository f i l e  is indexed by date 
with IBM internal l i ne  numbers, al lowing f l e x i b i l -  
i t y  in data manipulation with FORTRAN and f a c i l i -  
ta t ing the creat ion of transformed data segments 
including three month moving averages and survey 
indexes. These segments themselves are stored in 
the same depository f i l e  as the raw data allowing 
p lo t t ing routines to se lec t i ve l y  request the appro- 
pr iate formats. 

The Monthly and Quarterly publ icat ions each 
include 34 tables with two supporting charts, one 
h ighl ights  recent changes and the other one, h is-  
to r i ca l  patterns. The tables are automatical ly 
updated each month and are printed on a word pro- 
cessor for a "camera ready" copy. The chart setup 
f i l e s  require several processing steps to resu l t  in 
machine readable (and p lo t tab le)  commands. This 
output is also "camera ready" and is the endpoint 
of our monthly processing and report ing rout ines. 

Concl usi on 

We are current ly  at approximately 80 percent 
rea l i za t ion  of our system design goals. In the 
short term we expect to bring our development to 
within 90 percent, as we more f u l l y  u t i l i z e  our com- 
puting capab i l i t i es .  In these las t  stages the 
developmental emphasis w i l l  be on the f ina l  process- 
ing step of report ing. 

Whereas we now produce three standard types 
of nubl icat ions (monthly, quar ter ly ,  and an archival 
t ime-ser ies summary), we hope to to able shor t ly ,  
to produce monthly and quar ter ly  resul ts  that are 
representative of user (or sponsor) specif ied demo- 
graphic subgroups. Thus, we could produce a publ i -  
cation that represented only those respondents 25 
to 34 years old, or one that represented only re- 
spol~dents l i v i n g  in the Western region of the 
United States. We believe these could be powerful 
tools in the pol icy and planning decisions of our 
sponsors. 

A major r e s t r i c t i o n  hampering the automation 
of our system is ti le checking of the input data for  
wi ld codes. The scanning of the codes themselves 
is automated, resul t ing in a l i s t  of i nva l i d  codes, 
with case and var iab le numbers. Excessive user in-  
put is present at th is  point ,  forcing a check of 
the interv iew i t s e l f  for  the er ror ,  and then cor- 
rect ing the data f i l e  by recording the appropriate 
code. With the current wi ld code rate running be- 
tween 5 and 6 percent of the processed surveys, 
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The proposed CATI DDE system should e l im i -  
nate th is  source of error and time loss. When 
using CATI the interview i t s e l f  would be on l ine  
(versus on paper), prompting the interv iewer for  
the appropriately coded answers for  each question 
(var iab le) ,  accepting only those codes l i s t ed  as 
va l id  for each var iable.  Since the computer scans 
for wi ld codes as the interview is taking place, 
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th is system e f f e c t i v e l y  el iminates the wi ld code 
problem. 

In our e f fo r ts  to more f u l l y  understand the 
complex re la t ionship between a t t i tudes ,  expecta- 
t ions,  and the economic decision makin~ process of 
consumers, greater emphasis has been placed on the 
research vehic le.  Expediency and accuracy have be- 
come the measures by which a system is evaluated 
for i t s  e f f i c iency  in the processing, analyzing and 
report ing of survey data. Our system was designed 
around the parameters of quick turnaround, l im i ted  
user in teract ion,  f l e x i b l e  analysis and accurate 
report ing. Full automation in these terms then, 
can only be real ized through a marriage of a f l e x -  
ib le system design and the adoption of the most 
current technology. 

E XAMPL ES 

OPINIONS 8BOUT THE GOVERNMENT'S ECONOMIC POLICY 
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th is par t i cu la r  processing step accounts for ap- 
proximately 15 to 20 percent of  the tota l  survey 
processing time. The problem i t s e l f  is a basic 
one, resul t ing from the input of  user errors at 
the prel iminary stages (precomputer processing) 
of the system, spec i f i ca l l y  between interviewing 
and coding. 
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May June July Aug. Sept Oct. Nov. Dec. 
1980 1980 1980 1980 1980 1980 1980 1980 

Jan. Feb. Mar. Apr. May 
1981 1981 1981 1981 1981 

A GOOD JOB 5% 10% 9% 8% 10% 8% 6% 7% 10% 19% 22% 28% 30% 

ONLY FAIR 48 40 41 45 46 50 41 42 42 40 45 47 49 

A POOR JOB 45 46 47 45 41 40 50 49 44 31 25 20 16 

DK, NA 2 4 3 2 3 2 3 2 4 i0 8 5 5 

TOTAL 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

CASES 703 688 668 658 682 685 694 684 698 668 703 690 667 

The question was: "As to the economic policy of the government--I mean steps taken to 
fight inflation or unemployment--would you say the government is doing a good job, 
only fair, or a poor Job?" 
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