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Abstract
In recent years, a number of research group s

have implemented various versions of virtual worl d
concept [2, 4. 6 . 7] . A common thread amon g
these virtual worlds is a direct manipulation use r
interface paradigm based on a glove device with th e
position and orientation of the hand registered by a
tracking device . To explore this paradigm, a ne w
project at IBM Research was started in 1989 to buil d
a virtual laboratory for scientists and engineers . Ou r
first step is to integrate the glove and space trackin g
devices with the real time graphics on a graphic s
superworkstation . A simple bouncing ball virtua l
world has been created to test underlying software
and fine tune interactive performance .

Our initial emphasis is placed on understandin g
the limitations of various system components an d
getting the best interactive performance from th e
system . With current state of technology . the glove
and tracking devices can generate much more data
than the graphics update process can utilize . Bot h
the rendering process and the processes handlin g
the device serial ports are CPU intensive . Our firs t
design problem is how to distribute the processin g
and match the incoming data rates of input device s
with the update rate of the graphics . After a new
position from the tracker is received by the graph-
ics, it is displayed only at the next frame updat e
time giving the appearance that the hand image al -
ways lags behind the motion of the real hand . Ou r
second design problem is to use techniques to
compensate for this inherent lag time . This abstract
describes the specific approaches we use to solv e
these problems and some useful insight gained i n
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experimenting with lag time reduction by positio n
prediction .

System Overvie w

Our virtual laboratory is built on commerciall y
available components . We choose a two processo r
version Ardent/Titan graphics supercomputer a s
our graphics platform . [3]. With the Dore' render-
ing package [1], each processor is capable of ren-
dering a maximum of 20 .000 smoothly shaded smal l
polygons/seconds . A DataGlove TM(VPL Research )
device [8] senses finger gestures and a 3space TM
IS OT RACKT`I (Polhemus Navigation Sciences )
tracker [5] is attached to the back of the glove t o
track position . The glove and track devices are at-
tached to two IBM PC-RT workstations respectivel y
via RS-232c serial ports . The track server and glove
server software for the RTs are developed at IB M
Research based on vendor supplied device specifi-
cations . Both servers and the graphics platform ar e
all connected together via an ethernet .

Integration of Input Devices and Graphic s

To streamline message and data communi-
cation . we utilized a TCP/IP UDP protocol with data
sent only upon request to minimize congestion .
Data is sent from the server only on request t o
minimize congestion . The control loop for th e
graphics update is designed to send a new reques t
only when the previous frame update is completed .
In the mean time . although many more data record s
are generated by the input devices . only the lates t
available positions are transmitted at the time o f
request arrival at the servers . This way . the infor-
mation flow is dictated by the slower update rate o f
the graphics and gives rise to stable and smoot h
motion .

To reduce this inherent lag time associated with
graphics frame update described earlier, we have
implemented a hand position prediction algorithm .
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Upon receiving the request at the tracker, instea d
of forwarding the latest position, we send a pre-
dicted position to the graphics update routine . Thus ,
the image in the next frame will be generated at th e
predicted position which should be much closer t o
the actual position of the hand . The ratio of tracke r
generated positions to the sampled positions use d
for prediction is an important design parameter .
The larger the ratio is, the more accurate the pre -
diction would be . We want to stress the importanc e
of using a powerful dedicated tracker server to pro -
vide the maximum possible input stream of posi-
tions. For tracker servers with modest processin g
power, an alternate method to increase the tracke r
input data rate is to off-load the RS-232c port han-
dling to a dedicated co-processor .

Results

For the bouncing ball demo . we constructed a
simple hand model with cylinders (finger sections) ,
spheres (finger tips) and rectangular block (palm) .
We pre-assembled five bending positions for eac h
finger. A gesture is formed by choosing one bendin g
position from each finger . We also implemented a
simple but fast gesture recognizer that maps th e
glove input into one of the five pre-defined gestures .
In this way, we achieve good rendering speed with -
out losing much functional flexible and visual real -
ism . In the bouncing ball world, the hand is able t o
grab, release, catch and throw the ball . The hand
imparts an initial velocity to the ball at the point of
release . The ball bounces either on the side wall s
or falls down under gravity and bounces on th e
ground with some loss of energy . The latter is t o
ensure that the ball will come to rest after a numbe r
of bounces .

The bouncing ball virtual world demo has bee n
operational for a few months . We have been usin g
this demo as a vehicle to fine tune both the hard -
ware and software components and to make exten-
sive measurements . Both software timers and
video camera taping are used to correlate time s
between the real and virtual world events .

The tracker server is currently operating at 20 . 5
maximum input positions per second with the de -
vice serial link speed set at 9600 baud . The averag e
measured update rate for the virtual world updat e
is 9 .5 frames per second . The measured lag time i s
between 160-170 milliseconds without position pre -
diction . The system timer has a resolution of 1 0
milliseconds. The measured round trip message

delay on the ethernet from a server to the graphic s
workstation is about 12 milliseconds . The predictio n
scheme works quite well when the hand motion i s
smooth and even . During rapid acceleration or de-
celeration, the predicted position tends to overshoo t
the actual position and converges in two to thre e
update cycles . This is attributable to the relativel y
low input stream rate (20 positions/second) of th e
tracker device .

We are also planning to improve the perform-
ance of the position prediction scheme further b y
doubling the device input data rate and by increas-
ing the timer resolution to 1 millisecond or better .
Results will be reported in a future publication .
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