
Evaluation of Low-Leakage Design Techniques for Field
Programmable Gate Arrays

Arifur Rahman and Vijay Polavarapuv
Department of Electrical and Computer Engineering, Polytechnic University,

Brooklyn, NY 11201

ABSTRACT
In this paper we evaluate the trade-offs between various low-
leakage design techniques for field programmable gate arrays
(FGPAs) in deep sub-micron technologies. Since multiplex-
ers are widely used in FPGAs for implementing look up
tables (LUTs) and connection and routing switches, several
low-leakage implementations of pass transistor based multi-
plexers and routing switches are proposed and their design
trade-offs are presented based on transistor-level simulation,
physical design, and impact on overall system performance.
We find that gate biasing, the use of redundant SRAM cells,
and integration of multi-Vt technology are ideal for FPGAs,
and they can reduce leakage current by 2X-4X compared to
an implementation without any leakage reduction technique.
For some of the potential low-leakage design techniques be-
ing evaluated in our study, the impact on chip area is very
minimal to an increase of 15% − 30%.
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1. INTRODUCTION
As the logic density and system performance of field pro-

grammable gate arrays (FPGAs) continue to increase, power
dissipation has become an important design metric for many
mainstream low-power applications. In older technology
generations, with minimum feature size of 0.18 µm or larger,
dynamic power dissipation has been the dominant compo-
nent of total power dissipation. However, due to the scaling
of threshold voltage, channel length, and gate oxide thick-
ness, leakage current is expected to increase significantly in
current and future technology generations [1]. Since leakage
power is roughly proportional to the number of (off) tran-
sistors and FPGAs generally require higher number of tran-
sistors to implement a logic function compared to ASICs,
leakage power is expected play an important role in future
FPGA designs utilizing sub-micron technologies. It is pro-
jected that for a high-performance system in 0.1µm/0.7V
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technology, more than 50% of total power dissipation will
be due to leakage power at 110 C [2].

Although there have been extensive studies on low-power
design techniques for ASIC and custom logic design, there
has been little work on low-power FPGAs. In [3], power
reduction techniques in programmable interconnection net-
work have been proposed by considering hierarchical inter-
connection topology and using low-swing drivers. Recently,
low-power design techniques based on high-level synthesis
have also been evaluated [4]. Most of the earlier works
on low-power FPGA design have been focused on dynamic
power reduction. However, in future technology generations,
integration of dynamic power reduction techniques alone will
not be sufficient to minimize overall power dissipation; leak-
age power reduction techniques have to be incorporated as
well.

The commonly used low-leakage circuit design techniques,
presented in literature, are generally suitable for CMOS
logic gates [2, 5, 6]. In FPGAs, pass transistor based pro-
grammable multiplexers are the key building blocks for im-
plementing LUTs, input/output connection switches, and
routing switches. The programmable routing or connec-
tion switches account for 60% − 70% of total power dis-
sipation and a comparable fraction of chip area [4, 7, 8,
9]. Any potential low-leakage design technique for FPGAs
must be suitable for integration with programmable routing
or connection switches. Since the programmable switches
can be implemented by pass transistors or pass transistor-
based multiplexer, we evaluate the potentials of various low-
leakage design techniques by integrating them in nMOS pass
transistor based multiplexer design. Leakage reduction us-
ing redundant SRAM cells for fine-grain controllability of
off-transistors, substrate biasing, gate biasing, and multi-Vt
devices are presented. Smartspice [10] simulations and an-
alytical models are used to estimate average leakage power.
The physical design issues associated with the selective use
of multi-Vt transistors in programmable routing switches
are evaluated by placement and routing experiments using
Versatile Place and Route (VPR) tool [11]. This paper
is organized as follows: in Section 2 an overview of low-
leakage techniques is provided, followed by their detailed
design trade-offs in Section 3. Key findings of this study are
summarized in Section 4.

2. LEAKAGE POWER IN FIELD
PROGRAMMABLE GATE ARRAYS

In SRAM-based FPGAs, programmable interconnections
not only limit overall system performance, they account for
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a significant fraction of total power dissipation. Based on
recent studies, it has been found that ∼ 65% of total power
dissipation is associated with programmable interconnec-
tion, and it is followed by programmable clock networks,
I/O buffers, and logic blocks, which account for ∼ 20%,
∼ 10%, and ∼ 5% of total power dissipation, respectively [7].
Similar observation can also be made in other works pre-
sented in [4, 8, 9]. Although earlier studies have focused
on modeling power dissipation and low-power design tech-
niques at circuit and synthesis level [3, 4, 9], minimization of
leakage power has received very little attention for FPGAs.
In deep sub-micron technologies, if low-leakage design tech-
niques are not incorporated in FPGAs, leakage power could
be the dominant component of total power dissipation.

There are several components to leakage current in a sub-
micron CMOS technology. They include reversed biased p-n
junction leakage, subthreshold leakage, leakage current due
to drain induced barrier lowering (DIBL), gate induced drain
leakage (GIDL), gate oxide tunneling, etc. [2, 5]. Subthresh-
old leakage current is generally the most dominant compo-
nent of total leakage current. To minimize leakage power,
various circuit design techniques have been proposed. Some
of these techniques include the use of sleep transistors to
limit off-current in inactive state of a circuit, transistor stack
effect to reduce off-current in a series connected off transis-
tors, input vector activation to set circuits to low-leakage
state during idle cycles, dynamic control of threshold volt-
age by substrate biasing, the use of high threshold voltage
(high-Vt) transistors in non-timing critical circuits, etc. [5,
6]. Some of these techniques are suitable for CMOS logic
circuits and may not be applicable to FPGA design, where
pass transistor based circuits are widely used for implement-
ing various key building blocks such as look-up tables, switch
blocks, etc. Low-leakage techniques such as multi-Vt based
design, dynamic Vt control, etc. are quite generic and can
be incorporated in FPGAs. However, their area and perfor-
mance trade-offs need to be evaluated. To assess the impact
on total chip area due to the integration of various low-
leakage techniques, chip area models, presented in [12], are
used. These models use system-level interconnection pre-
diction techniques to estimate the wiring requirements and
chip area in FPGAs [13].

To reduce leakage power, high-Vt transistors can be used
for implementing a fraction of the nMOS pass transistor
based programmable switch blocks. As a result, there is
a direct impact on overall performance and timing-driven
placement and routing. To find a viable multi-Vt solution,
both leakage reduction and performance penalty need to be
examined. High-Vt devices can also be used for implement-
ing programmable SRAM cells that generate DC signals for
configuration of switch or connection blocks. Subthresh-
old voltage control based on body biasing is also very effec-
tive for reducing leakage current. Body biasing may require
multi-well configuration and impose additional layout design
rules, which can lead to increased chip area and longer wire
length.

To assess the effectiveness of various low-leakage tech-
niques, we consider the design implementation of an nMOS
pass transistor-based multiplexer. A multiplexer is chosen
because it is widely used in SRAM-based FPGAs, and it is a
key element for implementing LUTs and switch blocks. The
trade-offs of various low-leakage design techniques are eval-
uated by comparing the layout area, leakage power, and sys-

tem performance. The low-leakage design techniques, eval-
uated for programmable nMOS pass transistor based multi-
plexer design, are presented in the following sections:

3. EVALUATION OF LOW-LEAKAGE DE-
SIGN TECHNIQUES

3.1 Leakage Power Modeling in Pass Transis-
tor Based Multiplexer

SRAM

SRAM

Figure 1: A unidirectional switch block composed of
nMOS pass transistor based 2-stage multiplexers.

We present a simple model for leakage power estimation in
pass transistor based multiplexers. This model can provide
insight into optimization of multiplexer design for low leak-
age current. A unidirectional switch block, constructed with
nMOS pass transistor based two-stage multiplexers with a
level restoring buffer, is shown in Figure 1. It is assumed
the input voltage level of a multiplexer is rail voltage VDD
or VSS. The total leakage current in nMOS pass transistor
based multiplexer consists of leakage current in pass transis-
tors, buffer, and memory cells. It also depends on the values
of input signals and internal node voltage levels. For exam-
ple, if all input signals are driven to either VDD or VSS,
the total leakage power associated with off pass transistors
is negligible. On the other hand, in the case of a single
stage multiplexer, the leakage power is maximum when all
inputs are driven to either VDD or VSS and the input of
the enabled input-to-output path is driven to VSS or VDD,
respectively. These two cases are illustrated in Figure 2.
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Figure 2: (a) The conditions for minimum leakage
power and (b) maximum leakage power in nMOS
pass transistor based single-stage multiplexer. For
clarity, one of the inverters in the level-restoring
buffer is not shown.
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If the inputs are randomly driven to high or low voltage
levels, average leakage power can be estimated by taking
into account all possible input combinations and taking an
average of them. It can be shown that average leakage power
in M-input one-stage pass transistor based multiplexer is
given by

Plmux ' MIpoff
VDD

2
+ NmemImoffVDD + IboffVDD, (1)

where Ipoff , Imoff , and Iboff are the off current of pass
transistor, SRAM memory cell, and buffer, respectively, and
Nmem is the number of programmable SRAM memory cells.
We have verified our model by Smartspice simulations where
the inputs are set randomly to high or low voltage level and
taking an average over 100-150 sets of random inputs [12].
The average leakage power of a multi-stage pass transistor
based multiplexer can be found by combining the leakage
power components of all single-stage multiplexers. In the
following sections, similar methodologies are used to deter-
mine the average leakage power in low-leakage pass tran-
sistor based multiplexers. Due to the availability of Hspice
models and technology library, TSMC’s 0.18 µm/1.8V tech-
nology is used to evaluate the potentials of various low-
leakage design techniques [14].

3.2 Redundancy in Circuit Design
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Figure 3: (a) A two-stage implementation of a pass
transistor based multiplexer. (b) A two-stage multi-
plexer with redundant memory cells. For simplicity,
the level-restoring buffer is not shown.

In this section we propose a leakage reduction technique
based on the use of redundant memory cells. A high fan-in
multiplexer can be implemented in multiple stages to reduce
parasitic capacitance in intermediate or output nodes and to
minimize the number of programmable memory cells. Let
us consider a two-stage implementation of a pass transistor
based multiplexer, as shown in Figure 3(a). It is composed of
several smaller multiplexers, and to reduce the total number
of SRAM cells, the same SRAM cell configures one pass tran-
sistor from each multiplexer in stage 1. As the result, when-
ever there is an enabled input-to-output path, the interme-
diate nodes, such as node 1, 2, 3, and 4 are driven to VDD

or VSS, and the drain-to-source voltage, VDS of all disabled
pass transistors is VDD or VSS. Under these conditions,
the disabled pass transistors with VDS = VDD contribute to
leakage power. We propose a low-leakage technique where
the pass transistors that are not included in an enabled in-
terconnection path are turned off and the subthreshold leak-
age current through a series connected nMOS devices deter-
mines intermediate node voltage. Although such implemen-
tation requires additional SRAM cells for granular control-
lability, they reduce the leakage current of pass transistors
in disabled input-to-output paths. These SRAM cells can
be implemented using high-Vt devices since their function is
to generate DC signals to configure the switch blocks. As a
result, the impact on total leakage power due to integration
of additional SRAM cells can be very minimal.
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Figure 4: The total leakage power and the leakage
component associated with nMOS pass transistors
in a 30X1 2-stage multiplexer without and with 2x
and 3x SRAM cells in stage 1.

Let us consider the case where the number of SRAM cells
in stage 1 multiplexers is doubled, as shown in Figure 3(b).
Now, the voltages on intermediate nodes such as nodes 1, 2,
and 3 are determined by the off current through the tran-
sistor stacks, formed by off pass transistors from stage 1
and stage 2 multiplexers. This type of transistor stacks is
common in CMOS logic gates. If all transistors in a tran-
sistor stack (i.e. series connected nMOS or pMOS tran-
sistors) are in off state, there is a significant reduction in
leakage current compared to that of an individual transis-
tor due to stack effect [2]. By turning off pass transistors
in disabled interconnection paths and taking advantage of
stack effect, significant reduction in leakage power, associ-
ated with pass transistors, is feasible. To evaluate the ef-
fectiveness of incorporating redundant SRAM cells, a 30x1
multiplexer, consisting of 6 5x1 stage 1 multiplexers and
one 6x1 stage 2 multiplexer, is implemented. The stage 1
multiplexers are partitioned into two or three groups. As
a result, they require 2X or 3X more SRAM cells in stage
1, respectively. We’ve implemented these multiplexers in
0.18µm/1.8V technology and the average leakage power is
estimated by Smartspice simulations. The impact on av-
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Figure 5: The total leakage power of a 30X1 2-stage
multiplexer without and with 2x and 3x additional
SRAM cells in stage 1. High Vt devices are used in
SRAM cells for further reduction of leakage power.

erage leakage power is projected in Figure 4 and Figure 5.
The area is estimated by layout of multiplexers and switch
blocks in Cadence’s Virtuoso Layout Editor, and the area of
a 30x1 multiplexer utilizing redundant SRAM cells is shown
in Figure 6. With 2x and 3x additional SRAM cells in stage
1 multiplexers, the total area increases by 30% − 50%.

It can be seen from Figure 4, there is approximately a 2X
reduction in pass transistor’s average leakage power due to
granular control of their gate voltage with redundant SRAM
cells. In our example, the leakage power in SRAM cells and
level-restoring buffer is significant, and the use of additional
SRAM cells diminishes the advantage gained by granular
control of pass transistor’s gate voltage.

The average leakage power is also estimated for a multi-
plexer where high-Vt devices have been used in SRAM cells,
and the simulation results are presented in Figure 5. In our
analysis, the Vt of transistors in SRAM cells is 25% higher
than typical devices. As shown in Figure 5, using high-
Vt transistor based redundant SRAM cells, leakage power
can be reduced by approximately 2X. The use of additional
SRAM cells leads to larger programmble switch block and
chip area. Since the connection and routing switches can
be implemented by pass transistor based multiplexers and
they account for 60%− 70% of overall chip area, the impact
on total chip area due to the addition of redundant memory
cells is 15% − 30%. Although we have considered a 2-stage
implementation of a multiplexer, the low-leakage technique
presented here can be used for any arbitrary number of stage
implementation of pass transistor based multiplexer.

3.3 Dual-Threshold Voltage Devices
In this section, we evaluate the potentials of incorporat-

ing high-Vt devices in programmable interconnection paths.
Unlike the previous section, where high-Vt devices are used
in SRAM cells, here we consider replacing typical nMOS
pass transistors in routing switches with high-Vt nMOS de-
vices. Based on our earlier experience with placement and
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Figure 6: The area of a 2-stage 30X1 multiplexer
without any redundant SRAM cell(x1), and with
2x, 3x, and 6x additional SRAM cells in stage 1.

routing experiments with benchmark circuits in VPR, we
observed that typical routing utilization was in the range
of 50% − 70% in FPGA [13]. In other words, 30% − 50%
resources in routing and connection switches are not being
used. It may be feasible to reduce leakage power by selec-
tive use of high-Vt devices in unutilized routing and connec-
tion switches. Such implementation will affect the timing
characteristics of programmable interconnections. Also, it
is not known apriori which programmable interconnections
will be used during placement and routing. However, given
an assortment of routing resources, a timing-driven place-
ment and routing tool should be capable of mapping timing-
critical nets to high-performance programmable intercon-
nection paths. The non timing-critical nets can be mapped
to interconnection paths composed of typical and/or high-
Vt devices.

To examine the impact on placement and routing due to
selective use of high-Vt devices in routing switches, we have
performed a series of placement and routing experiments in
VPR where both the value of Vt and the fraction of routing
resources utilizing high-Vt devices are parameterized. Our
goal is to evaluate an optimum FPGA design incorporat-
ing high-Vt pass transistors in programmable switch blocks
with minimal impact on performance. In our placement
and routing experiments, programmable interconnect delay
is ∼ 60% of total signal delay. For simplicity, a configurable
logic block (CLB) with 4 4-input LUTs, and programmable
interconnections with four unit long wiring segments and
pass transistor-based Wilton’s Switch topology are consid-
ered. The percentage of pass transistors in routing switches
utilizing high-Vt devices is varied, and high Vt devices are
emulated by increasing the on-resistance of pass transistors
in the architecture file of VPR. Simulation results of criti-
cal signal delay and programmable net delay as function of
these parameters at 25C are shown in Figure 7 for a bench-
mark circuit that requires a 40×40 CLB array, implemented
in 0.25µm/2.5 V technology. In region I, all pass transis-
tors in routing switches have typical values of Vt and in
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Figure 7: Critical path delay (logic and net de-
lay) and programmable net delay vs percentage of
routing transistors utilizing high-Vt devices. Vt1,
Vt2, and Vt3 are approximately 25%, 50%, and 100%
higher, respectively, than typical value of threshold
voltage in a 0.25µm/2.5V technology.

region II, all pass transistor have the highest possible value
of Vt. Based on routing and placement experiments and for
the FPGA architecture under consideration, we find that
roughly 40% pass transistors’ equivalent on-resistance can
be increased by 15% − 40% without any significant impact
on critical net delay and routability, and it corresponds to a
20%−45% increase in threshold voltage. To gain insight, the
delay histograms are plotted in Figure 8. Figure 8(a) repre-
sents the typical case. In Figure 8(b), 50% pass transistor
switches’ equivalent resistance has been increased by 50%.
Based on delay distribution, the average delay with high-Vt
devices is 10% higher. However, the delay distribution of
timing-critical nets is not affected significantly because 50%
routing resources are still formed by typical devices, and the
timing-driven physical design tool prioritizes the mapping of
timing-critical nets to high-performance programmable in-
terconnection paths.

We also notice that as more high-Vt devices are intro-
duced, routing utilizations of high-performance interconnec-
tion paths increase by 3%−6%. This is because the timing-
driven router utilizes as many high-performance programmable
interconnection paths as possible compared to low-performance
programmable interconnection paths. As a result of higher
routing utilization, dynamic power dissipation could increase,
and these physical design mechanisms need to be evaluated
in details. Due to exponential dependency of subthreshold
leakage current on threshold voltage and for the technol-
ogy being considered in this study, our preliminary analysis
indicates that with selective use of high-Vt devices, it is fea-
sible to reduce the leakage power of programmable switch
blocks by ∼ 40% without any significant impact on system
performance or chip area.

3.4 Body Biasing
Body biasing in an effective technique for controlling the
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Figure 8: Delay Histograms: In (a), all pass tran-
sistors in programmable interconnection paths use
typical devices. In (b), 50% pass transistors in pro-
grammable interconnection paths use high Vt de-
vices, where the Vt is ∼ 50% higher compared to
that of part (a).

value of threshold voltage and to reduce subthreshold leak-
age current. Recently, various approaches to body biasing
have been proposed for high-performance circuits. A self-
adjusting threshold voltage scheme can monitor the total
leakage current and set the body bias to appropriate levels
so that the monitored leakage current is comparable to a
target value [6]. A standby power reduction scheme, during
a prolonged period of inactivity, can be implemented by sub-
strate biasing or input vector activation [2]. To implement
some of these techniques, a dual-well process is needed since
it is desirable to control the threshold voltage of both nMOS
and pMOS transistors within a well-defined region. In this
section, using nMOS pass transistor based multiplexer as an
example, we consider the design trade-offs of a body biasing
technique that is suitable for FPGA.

Our proposed body biasing technique requires additional
control logic to identify the wells that should be biased to
low-leakage state and to select appropriate body voltage lev-
els. It is also feasible to replace the control logic by analyz-
ing the configuration memory bits in software and selecting
appropriate body bias voltage levels. The different body
voltages can be generated locally or distributed throughout
the chip in a way similar to VDD and VSS distribution.

A large (high fan-in) multiplexer can consist of several
smaller (low fan-in) multiplexers. It is natural to partition
these smaller multiplexers in their own wells so that their
body voltages can be controlled independently. The finer the
partition, the higher the flexibility to control body bias and
reduce leakage current. However, in multi-well implemen-
tation, the multiplexer’s area increases due to compliance
with additional design rule such as well-to-well separation.
In Figure 9, layout of a 64x1 multiplexer in p-well and twin-
well process technology are presented. In Figure 9(b) there
are 5 separate wells and the area increases by 33% compared
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Figure 9: The layout of a 64x1 input multiplexer
implemented in (a) p-well and (b) twin-well process
technologies. It is implemented in two stages using
8 8x1 multiplexers in stage 1 and one 8x1 multi-
plexer in stage 2. In (b) the 8x1 multiplexers are
partitioned into 5 separate wells for body biasing.

to conventional implementation, presented in Figure 9(a).
In our case study, we consider the same 30x1 multiplexer,

examined in earlier sections and group the 6 5x1 stage 1
multiplexers in different wells. The second stage multiplexer
is implemented in its own well. The leakage power for a
multi-well implementation of multiplexer with body biasing
is shown in Figure 10. In our case study, the six 5x1 first-
stage multiplexers, within a two-stage 30X1 multiplexer, are
divided into two and six separate wells. The corresponding
area for multi-well implementation is presented in Figure 11.
As expected, the higher the number of wells, the larger the
area due to compliance with well-to-well design rules.

3.5 Gate Biasing
To reduce leakage current in programmable nMOS pass

transistor-based multiplexers, a negative gate voltage can
be applied to turn off nMOS pass transistors instead of a
0 V signal. Since the subthreshold leakage current is expo-
nentially related to the gate-to-source voltage, roughly an
order of magnitude reduction in leakage current is feasible
by ∼ 100 mV reverse gate bias for a subthreshold slope of
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Figure 10: (a) Total leakage power in low-leakage
multiplexers implemented in multiple well config-
urations. (b) The leakage power associated with
the pass transistors. The legends correspond to the
number of wells in the first stage of the 2-stage 30x1
multiplexer.

∼ 100 mV/dec. The negative gate voltage can be generated
from SRAM cells, and the overhead associated with this
technique is negligible. In the case of negative gate biasing,
rail-to-rail voltage in SRAM cells will be higher, their leak-
age current will increase, and it could limit the minimum
value of nMOS pass transistor’s gate voltage in off state. In
addition, when an nMOS transistor’s gate-to-drain is reverse
biased, there is an additional component of leakage current,
gate induced drain leakage (GIDL), which could also limit
the amount of negative gate bias. In TSMC’s 0.18µm/1.8V
technology, a 4X reduction in leakage power associated with
a 30X1 multiplexer is feasible with a gate voltage of −0.1V .
Simulation results of average leakage power of a 30x1 mul-
tiplexer with negative gate biasing technique are presented
in Figure 12.

4. SUMMARY AND CONCLUSIONS
In this paper, a high-performance 0.18 µm/1.8V CMOS

logic technology is used to evaluate the effectiveness of var-
ious low-leakage techniques for programmable multiplexers
and switch block design. It is always feasible to trade off
performance by selecting a low-leakage logic technology [1].
Such options are not explored in our study because of their
lower performance. Based on circuit simulations, physical
design, and place and route experiments, we find that it
may require integration of several low-leakage techniques to
reduce total leakage power significantly. The most promising
techniques with low overheard appear to be the use of high-
Vt devices in programmable SRAM cells and their selective
use in programmable routing switches, negative gate bias-
ing, and the use of redundant SRAM cells. Although gate
biasing appears to be quite promising, gate oxide tunneling,
GIDL, etc. could limit the use of this technique in deep
sub-micron technology. On the other hand, it also creates
opportunities to optimize device geometry and parameters
to limit gate or gate-induced leakage so that negative gate
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Figure 11: The area of a 2-stage 30X1 multiplexer
as the function of number of wells in stage 1 multi-
plexer, in units of design rule parameter, labmda.

Low Leakage Leakage Power Area
Technique Reduction Increase

Redundant SRAM Cells 2X 1.3X-2X
Dual-Vt Device 1.7X None
Body Bias 1.7X-2.5X 1.6X-2X
Gate Bias 2.5X-4X Negligible

Table 1: The leakage power reduction and area
penalty of pass transistor based multiplexer/switch
blocks due to various low-leakage design techniques.
The comparison is made with respect to a typical im-
plementation without any low-leakage design tech-
nique.

biasing can be an effective leakage reduction technique with
negligible overhead in SRAM based FPGAs. The trade-
offs of various leakage reduction techniques are summarized
in Table 1 for implementing programmable pass transistor
based multiplexers or switch blocks. These techniques, ex-
cept gate biasing, have implications on system performance
due to longer metal wire-length or lower performance of pro-
grammable switch blocks. Although our analysis and sim-
ulation results are based on 0.18 µm/1.8 V technology, if
sub-threshold leakage is the dominant component of total
leakage current, the proposed low-leakage design techniques
should be applicable to current and future technology gen-
erations.
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