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#### Abstract

We introduce a new preconditioner for solving a symmetric Toeplitz system of equations by the conjugate gradient method. This choice leads to an algorithm which is particularly suitable for parallel computations and, compared to the circulant preconditioner of [C3], has a better asymptotic convergence rate and a lower arithmetic cost per iteration.


1. Introduction. Let $A_{n}=\left(a_{i, j}\right), a_{i . j}=a_{|i-j|}$ be an $n \times n$ real symmetric Toeplitz matrix, that is a matrix having constant entries down each diagonal. The solution of Toeplitz linear systems has many applications in scientific and engineering problems. Effective sequential algorithms for the solution of the system $A_{n} \mathbf{x}=\mathbf{b}$ with $O\left(n \log ^{2} n\right)$ arithmetic operations have been devised in [BGY],[DH]. Despite their arithmetic efficiency, all these algorithms are intrinsecally sequential and no implementation in the PRAM model requiring less than $\Omega(n)$ parallel steps is known. In the PRAM model of parallel computation we assume that at each step each processor can perform a single arithmetic operation.

In $[P R],[P]$, iterative methods for the parallel solution of Toeplitz systems have been considered. Such methods require $O\left(\log ^{2} n\right)$ parallel steps and $O\left(n^{2}\right)$ processors, and have a quadratic convergence.

Recently the preconditioned conjugate gradient method with circulant preconditioning has been proposed by Strang and Chan [S], [C1]. Each iteration of this algorithm can be executed in $O(\log n)$ parallel steps with only $O(n)$ processors, since solving circulant systems, as well as computing Toeplitz matrix-vector product, can be performed by means of FFT. Under some additional hypothesis on the matrix $A_{n}$, the convergence is proved with a superlinear rate. This makes preconditioned conjugate gradient methods particularly suitable for the effective parallel solution of Toeplitz systems.

In this paper we propose a new class of preconditioners. Instead of the class of circulant matrices as in [S],[Cl], i.e., the algebra generated by the unit circulant matrix

[^0]\[

Z=\left($$
\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
1 & \ldots & & 0 \\
& \ddots & & \vdots \\
0 & & 1 & 0
\end{array}
$$\right),
\]

we consider the class $\tau$ defined in $[\mathrm{BC}]$ as the algebra generated by

$$
W=\left(\begin{array}{cccc}
0 & 1 & & \\
1 & 0 & \ddots & \\
& \ddots & \ddots & 1 \\
& & 1 & 0
\end{array}\right)
$$

Since $\tau$ systems can be solved by means of a sine transform [BC], the arithmetic cost of each iteration is reduced by a constant factor. Moreover, under the same assumptions on the matrix $A_{n}$ of [C3], we can prove a better convergence rate.

Suppose that the matrices $A_{n}, n \geq 1$ are finite sections of a singly infinite symmetric matrix $A_{\infty}$, generated by the real-valued function $f(z)=\sum_{j=-\infty}^{+\infty} a_{j} z^{j}$ defined on the unit circle in the complex plane. Moreover, assume that $f$ belongs to the Wiener class, that is $\sum_{j=-\infty}^{+\infty}\left|a_{j}\right|<$ $+\infty$; if the function $f$ is positive, then all the matrices $A_{n}$ are positive definite [GS]. In [CS] the preconditioner is chosen as the circulant matrix $C_{n}$ copying the central diagonals of the Toeplitz matrix $A_{n}$; for instance, if $n=2 m$ then the first column of $C_{n}$ contains the entries $a_{0}, a_{1}, \ldots, a_{m}, a_{m-1}, \ldots, a_{1}$.

Our preconditioner is the $\tau$ matrix $T_{n}=A_{n}-H_{n}$, where $H_{n}=\left(h_{i, j}\right)$ is a Hankel matrix whose antidiagonals are constant and equal to $a_{2}, \ldots, a_{n-1}, 0,0,0, a_{n-1}, \ldots, a_{2}$, i.e., $h_{i . j}=h_{i+j-1}, h_{k}=a_{n-|n-k|+1}, h_{n+1}=h_{n+2}=$ $h_{n+3}=0$. The circulant preconditioner $C_{n}$ has the following properties (see [CS],[C3]):

1) for any $\epsilon>0$, the spectrum of $C_{n}$ lies on the interval $\left[f_{\min }-\epsilon, f_{\max }+\epsilon\right]$ for a sufficiently large $n$, where $f_{\text {min }}$ and $f_{m a x}$ are the (positive) extremal values of $f$ on the unit circle; hence, each iteration requires the solution of a circulant system whose condition number is independent of $n$;
2) the spectrum of $C_{n}^{-1} A_{n}$ is clustered around 1, so that the conjugate gradient method converges to the solution;
3) each iteration requires about $\frac{9}{2} n \log n$ complex operations;
4) if the ( $l+1$ )-st derivative of $f$ exists and is continuous on the unit circle, then the error on the solution is reduced after $2 q$ iterations by a factor of $\frac{c^{q}}{(q-1)^{2 l}}$, where $c$ depends only on $f$ and $l$.
In the next section we will prove analogous properties for the $\tau$ preconditioner $T_{n}$ :
$1^{\prime}$ ) for any $\epsilon>0$, the spectrum of $T_{n}$ lies on the interval $\left[f_{\text {min }}-\epsilon, f_{\text {max }}+\epsilon\right]$ for a sufficiently large $n$;
5) the spectrum of $T_{n}^{-1} A_{n}$ is clustered around 1;
6) each iteration requires about $\frac{15}{4} n \log n$ complex operations;
$4^{\prime}$ ) under the assumptions on $f$ as in 4), the error is reduced after $2 q$ iterations by an asymptotical factor of $\frac{c^{q}}{q^{!21}}, c$ bcing the same constant as in 4).
Comparing the theoretical bounds of 4) and 4'), we have that, after $2 q$ iterations, the bound on the error obtained by the $\tau$ preconditioner is less than the bound of the circulant preconditioner by the factor of $\frac{1}{q^{2 l}}$. For instance, for large values of $n$, the theoretical estimate of the error given for the new preconditioner after 8 iterations is about $16^{l}$ times less than the analogous estimate proved in [C3].

In the last section we will consider a different choice of the preconditioner, that is the $\tau$ matrix $F_{n}$ which minimizes the Frobenius norm of the diffcrence $F_{n}-A_{n}$. We will give the explicit expression of $F_{n}$ and we will show that $T_{n}$ and $F_{n}$ yield the same asymptotical convergence rate.
2. Main results. We give an outline of the proofs of the properties displayed in the previous section.

Concerning 1'), we observe that $T_{n}$ can be diagonalized as follows [ BC ]:

$$
\begin{aligned}
& T_{n}=Q_{n}^{T} D_{n} Q_{n}, Q_{n}=\left(\sqrt{\frac{2}{n+1}} \sin \frac{\pi i j}{n+1}\right) \\
& D_{n}=\operatorname{Diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)
\end{aligned}
$$

From the relation $\mathcal{Q}_{n} T_{n}=D_{n} Q_{n}$, we have

$$
\sigma_{i}=\frac{\sum_{j=1}^{n} t_{j} \sin \left(j \alpha_{i}\right)}{\sin \alpha_{i}}
$$

where $\alpha_{i}=\frac{\pi i}{n+1}$ and $\left(t_{1}, \ldots, t_{n}\right)^{T}$ is the first column of $T_{n}$. It is easy to see that

$$
\sigma_{i}=a_{0}+2 a_{1}+2 \sum_{j=2}^{n-1} a_{j} \cos \left(j \alpha_{i}\right)=\operatorname{Re}\left(\sum_{\mathrm{j}=-\mathrm{n}+1}^{\mathrm{n}-1} \mathrm{a}_{\mathrm{j}} \mathrm{e}^{\mathrm{ij} \alpha_{i}}\right),
$$

where $\alpha_{i}=\frac{\pi i}{n+1}$. Therefore, since the argument of the real part is a partial sum of the function $f$ evaluated at the point $\epsilon^{\mathrm{i} j \alpha_{i}}$ and $f$ belongs to the Wiener class, we have $\sigma_{i} \in\left[f_{\min }-\epsilon, f_{\max }+\epsilon\right]$, for a sufficiently large $n$ and $\epsilon>0$.

Property $2^{\prime}$ ) can be proved in the following way. Since $T_{n}^{-1} A_{n}=I_{n}+T_{n}^{-1} H_{n}$, it suffices to show that the eigenvalues of $T_{n}^{-1} H_{n}$ are clustered around 0 . Let $\epsilon>0$ be fixed; since $f$ belongs to the Wiener class, we can choose $N$ such that $\sum_{k=N+1}^{+\infty}\left|a_{k}\right|<\epsilon$.

The matrix $H_{n}$ can be split as

$$
\begin{equation*}
\dot{H}_{n}^{(N)}+E_{n}^{(N)} . \tag{1}
\end{equation*}
$$

The first matrix agrees with $H_{n}$ in the upper left and lower right $(N-1) \times(N-1)$ submatrices and vanishes in the other entries; its rank is not greater than $2(N-1)$. The 2 -norm of the second matrix can be easily bounded by $2 \epsilon$.

By Cauchy interlace theorem [W], the inequalities

$$
\lambda_{i}\left(\check{H}_{n}^{(N)}\right)+\lambda_{1}\left(E_{n}^{(N)}\right) \leq \lambda_{i}\left(H_{n}\right) \leq \lambda_{i}\left(\tilde{H}_{n}^{(N)}\right)+\lambda_{n}\left(E_{n}^{(N)}\right)
$$

hold for $i=1, \ldots, n$, where the eigenvalues are labelled in nondecreasing order. Since $\tilde{H}_{n}^{(N)}$ has rank not greater than $2(N-1)$, for at least $n-2 N+2$ values of $i$ there exists an eigenvalue of $H_{n}$ lying on the interval $\left[\lambda_{1}\left(E_{n}^{(N)}\right)\right.$, $\left.\lambda_{n}\left(E_{n}^{(N)}\right)\right]$, which is included in $[-2 \epsilon, 2 \epsilon]$. Applying Courant-Fischer minimax characterization [W] to the symmetric matrix $T_{n}^{-1 / 2} H_{n} T_{n}^{-1 / 2}$, which is similar to $T_{n}^{-1} H_{n}$, we have for large $n$

$$
\left|\lambda_{i}\left(T_{n}^{-1} H_{n}\right)\right|<\frac{\left|\lambda_{i}\left(H_{n}\right)\right|}{f_{\min } / 2}
$$

hence, even the spectrum of $T_{n}^{-1} H_{n}$ is clustered around 0 .
The clustering of the eigenvalues can be proved also by following the technique used in [CS], that is by relating the eigenvalue problem at the dimension $n$ to a limiting singly infinite problem. For this purpose, the change of variable $\nu=1-\frac{1}{\lambda}$ brings the initial problem $A_{n} \mathrm{x}=\lambda T_{n} \mathrm{x}$ into the form $H_{n} \mathrm{x}=\nu A_{n} \mathrm{x}$. If $n$ is even, by a suitable change of basis we can split the last problem of size $n$ into two subproblems of size $\frac{n}{2}$ :

$$
(K+S . J) \mathbf{x}=\nu_{+}(U+R J) \mathbf{x}
$$

and

$$
(K-S . J) \mathbf{x}=\nu_{-}(U-R . J) \mathbf{x}
$$

The matrices $K, R, S, U$ derive from the partitionings $A_{n}=\left(\begin{array}{cc}U & R \\ R^{T} & U^{U}\end{array}\right)$ and $H_{n}=\left(\begin{array}{cc}K & S \\ S^{T} & J K J\end{array}\right)$, while $J$ is the "reflection matrix" $\left(\begin{array}{lll}0 & & 1 \\ & . & \\ 1 & & 0\end{array}\right)$.
Proving analogous results as Lemma 1 and Theorem 3 of [CS], it can be shown that each of these subproblems tends to the singly infinite problem $K_{\infty} \mathbf{y}_{\infty}=\nu_{\infty} T_{\infty} \mathbf{Y}_{\infty}$, where $K_{\infty}$ is a Hankel matrix with entries $a_{2}, a_{3}, \ldots$ and $T_{\infty}$ is a symmetric Toeplitz matrix with entries $a_{0}, a_{1}, \ldots$.

Since $K_{\infty}$ is a compact operator, [CS] show that the limits $\nu_{\infty}$ are clustered around 0 , and so are the eigenvalues $\nu$ for the size $n$. We point out that this argument implies that every limiting eigenvalue, which the eigenvalues of
both subproblems tend to, must have at least multiplicity 2: we will use this information later.

Concerning 3) and 3'), at each iteration the computational cost is dominated by three real discrete Fourier transforms for $C_{n}$, by three real sine transforms for $T_{n}$ and by a Toeplitz matrix-vector product for both; since the cost of sine transform is twice less than Fourier transform, a simple operation count gives the result mentioned in the first section.

In order to prove $4^{\prime}$ ), we note that the assumptions on $f$ imply that $\left|a_{j}\right| \leq \frac{\hat{c}}{|j|^{l+1}}$ for all $j$, where $\hat{c}$ is the $L^{1}$-norm on the unit circle of the $(l+1)$-st derivative of $f[K]$. For every $N$, we consider the splitting (1); by using the above bound for $a_{j}$ as in [C3], for all $k \geq 1$ we obtain

$$
\sum_{j=k+1}^{n-1}\left|a_{j}\right| \leq \sum_{j=k+1}^{n-1} \frac{\hat{c}}{j^{l+1}} \leq \int_{k}^{+\infty} \frac{\hat{c}}{x^{l+1}} d x \leq \frac{\hat{c}}{k^{l}}
$$

so that the 2 -norm of $E_{n}^{(N)}$ is not greater than $\hat{c}\left(\frac{1}{N^{l}}+\right.$ $\left.\frac{1}{(n-N+1)^{l}}\right)$. Asymptotically, this bound approaches $\frac{\hat{c}}{N^{l}}$. The difference $E_{n}^{(N)}-E_{n}^{(N+1)}$ is a symmetric matrix of rank at most 4 ; we can express it as $\frac{1}{2}\left(w_{N}^{+} w_{N}^{+{ }^{T}}+\right.$ $\left.\tilde{w}_{N}^{+} \ddot{w}_{N}^{+}-w_{N}^{-} w_{N}^{-T}-\tilde{w}_{N}^{-} \tilde{w}_{N}^{-T}\right)$, for a suitable choice of the vectors $w_{N}^{ \pm}, \check{w}_{N}^{ \pm}$. It is easy to prove by induction that

$$
H_{n}=E_{n}^{(1)}=E_{n}^{(N)}+V_{N}^{+}-V_{N}^{-},
$$

where the matrices

$$
V_{N}^{ \pm}=\frac{1}{2} \sum_{j=1}^{N-1}\left(w_{j}^{ \pm} w_{j}^{ \pm}+\tilde{w}_{j}^{ \pm} \tilde{w}_{j}^{ \pm^{T}}\right)
$$

are positive semidefinite and have rank not greater than 2N-2.

Now we have to study the spectrum of the matrix $T_{n}^{-1} H_{n}$ which is similar to $T_{n}^{-\frac{1}{2}} H_{n} T_{n}^{-\frac{1}{2}}$; this matrix can be expressed as $\dot{E}_{n}^{(N)}+\tilde{V}_{N}^{+}-\tilde{V}_{N}^{-}$, where $\tilde{V}_{n}^{ \pm}=T_{n}^{-\frac{1}{2}} V_{n}^{ \pm} T_{n}^{-\frac{1}{2}}$ has the same properties of $V_{N}^{ \pm}$and the 2 -norm of $\dot{E}_{n}^{(N)}=$ $T_{n}^{-\frac{1}{2}} E_{n}^{(N)} T_{n}^{-\frac{1}{2}}$ can be asymptotically bounded by the quantity $\frac{\tilde{c}}{N^{l}}, \quad \tilde{c}=\frac{\hat{c}}{f_{m i n}}$, by using Courant-Fischer minimax characterization.

If the eigenvalues are labelled in nondecreasing order, Cauchy interlace theorem can be used to show that, for every $i$,

$$
\lambda_{i}\left(T_{n}^{-1} H_{n}\right) \leq \lambda_{i}\left(\tilde{V}_{N}^{+}\right)+\lambda_{n}\left(\tilde{E}_{n}^{(N)}\right) \leq \lambda_{i}\left(\tilde{V}_{N}^{+}\right)+\frac{\tilde{c}}{N^{l}}
$$

since $\lambda_{n}\left(-\check{V}_{n}^{-}\right)$is nonpositive, and

$$
\begin{aligned}
\lambda_{i}\left(T_{n}^{-1} H_{n}\right) & \geq-\lambda_{n-i+1}\left(\tilde{V}_{N}^{-}\right)+\lambda_{1}\left(\tilde{E}_{n}^{(N)}\right) \\
& \geq-\lambda_{n-i+1}\left(\tilde{V}_{N}^{-}\right)-\frac{\tilde{c}}{N^{l}}
\end{aligned}
$$

since $\lambda_{1}\left(\tilde{V}_{n}^{+}\right)$is nonnegative. Since $\tilde{V}_{N}^{ \pm}$has low rank, for at most the first and last $2 N-2$ values of $i$ the corresponding eigenvalues of $T_{n}^{-1} H_{n}$ lie outside the interval $\left[-\frac{\tilde{c}}{N^{l}},+\frac{\tilde{c}}{N^{l}}\right]$. If we label the eigenvalues of $T_{n}^{-1} H_{n}$ as $\mu_{0}^{-} \leq \mu_{1}^{-} \leq \ldots \leq \mu_{1}^{+} \leq \mu_{0}^{+}$, we get for all $N$ the inequality

$$
\begin{equation*}
\left|\mu_{2 N}^{ \pm}\right|<\frac{\grave{c}}{(N+1)^{l}} \tag{2}
\end{equation*}
$$

We recall from [GV] that the error $\epsilon_{q}$ of the conjugate gradient method, after $q$ iterations, is reduced by a factor which is not greater than the maximum value $\left|P_{q}(\lambda)\right|$, reached by an arbitrary polynomial $P_{q}$ of degree $q$ and constant term equal to 1 , over the spectrum of $T_{n}^{-1} H_{n}$. We will make a suitable choice of $P_{q}$ in order to estimate this factor under our assumptions.

For $k=0, \ldots, q-1$ let $p_{k}(x)$ be the quadratic polynomial, of constant term 1 , that vanishes at the eigenvalues $\lambda_{2 k}^{ \pm}$(where $\lambda_{k}^{ \pm}=1+\mu_{k}^{ \pm}$); using (2), a simple count as in [C3] shows that the maximum value of $\left|p_{k}(\lambda)\right|$ on the interval $\left[\lambda_{2 k}, \lambda_{2 k}^{+}\right]$is bounded by $\frac{c}{(k+1)^{2 l}}$, where $c$ is the same constant of [C3], depending on $f$ and $l$.

As we have seen in the proof of $2^{\prime}$ ), the eigenvalues of $T_{n}^{-1} H_{n}$ are double at the limit, so, asymptotically, we have that $p_{2 k}$ vanishes even at $\lambda_{2 k+1}^{ \pm}$; hence, the product $P_{2 q}=p_{0} p_{1} \ldots p_{q-1}$, of degree $2 q$, vanishes at the first and the last $2 q$ eigenvalues. Its maximum value on the whole spectrum is bounded by the quantity

$$
c \cdot \frac{c}{2^{2 l}} \cdot \ldots \cdot \frac{c}{q^{2 l}}=\frac{c^{q}}{\left(q^{!}\right)^{2 l}}
$$

this proves the asymptotical superlinear rate of convergence shown at the point 4 ').

## 3. Another $\tau$ preconditioner.

There exist other possible choices of the preconditioner in the $\tau$ class, whose numerical behaviour may be the same as $T_{n}$, or perhaps better. For example, in analogy with [C1], we discuss the $\tau$ matrix $F_{n}$ such that

$$
\left\|F_{n}-A_{n}\right\|_{F}=\min _{B_{n} \in r}\left\|B_{n}-A_{n}\right\|_{F}
$$

where $\|\cdot\|_{F}$ is the Frobenius matrix norm.
Taking as unknowns the entries $\phi_{1}, \ldots, \phi_{n}$ of the first column of $F_{n}$, writing down the gradient of $\left\|F_{n}-A_{n}\right\|_{F}^{2}$ and solving the related system gives us the following solution:

$$
\phi_{1}=a_{0}-\frac{n-2}{n+1} a_{2}, \dot{\phi}_{2}=a_{1}-\frac{n-3}{n+1} a_{3}
$$

$$
\begin{gathered}
\dot{\phi}_{i}=\frac{n-i+3}{n+1} a_{i-1}-\frac{n-i-1}{n+1} a_{i+1}, i=3, \ldots, n-2 \\
\phi_{n-1}=\frac{4}{n+1} a_{n-2}, \quad \dot{\phi}_{n}=\frac{3}{n+1} a_{n-1} .
\end{gathered}
$$

The study of the spectrum of $F_{n}^{-1} A_{n}$ is more difficult than that of $T_{n}^{-1} A_{n}$; hence, to compare the two rates of convergence we will follow the same argument of [C2], by showing that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \rho\left(T_{n}-F_{n}\right)=0 \tag{3}
\end{equation*}
$$

In fact, such relation implies the following corollaries:
i) Since the spectra of $T_{n}$ and $F_{n}$ are asymptotically equal, the property 1 ') of section 1 holds for $F_{n}$ too; in particular, even $F_{n}$ is positive definite.
ii) Since the spectrum of $F_{n}^{-1} A_{n}$ approaches that of $T_{n}^{-1} A_{n}$, for large values of $n$ the rate of convergence of the conjugate gradient method is the same for both the preconditioners.

In order to prove (3), note that the matrix $\Delta_{n}=F_{n}-T_{n}$ is symmetric and it still belongs to the $\tau$ class. By recalling the proof of 1 '), we can express the $i$-th eigenvalue $\sigma_{i}$ of $\Delta_{n}$ as $\frac{\sum_{j=1}^{n} d_{j} \sin \left(j \alpha_{i}\right)}{\sin \alpha_{i}}$, where $\alpha_{i}=\frac{\pi i}{n+1}$ and $\left(d_{1}, \ldots, d_{n}\right)^{T}$ is the first column of $\Delta_{n}$. A simple count shows that

$$
\begin{equation*}
\left|\sigma_{i}\right| \leq 2 \sum_{j=2}^{n-1} \frac{j}{n+1}\left|a_{j}\right|+\frac{2\left|\operatorname{cotg} \alpha_{i}\right|}{n+1} \sum_{j=2}^{n-1}\left|a_{j}\right|\left|\sin \left(j \alpha_{i}\right)\right| . \tag{4}
\end{equation*}
$$

Since $f$ belongs to the Wiener class, for all $\epsilon$ there exists $M$ such that $\sum_{j=M+1}^{n-1}\left|a_{j}\right|<\frac{\epsilon}{2}$. To show that the first sum of (4) tends to 0 as $n$ grows, it suffices to write it as

$$
\begin{aligned}
& \sum_{j=2}^{M} \frac{j}{n+1}\left|a_{j}\right|+\sum_{j=M+1}^{n-1} \frac{j}{n+1}\left|a_{j}\right| \\
& \leq \frac{M}{n+1} \sum_{j=2}^{M}\left|a_{j}\right|+\sum_{j=M+1}^{n-1}\left|a_{j}\right|
\end{aligned}
$$

this is less than $\epsilon$ if $n>\frac{2 M}{\epsilon} \sum_{j=2}^{M}\left|a_{j}\right|$.
In order to bound the second term of (4), we recall that $|\operatorname{cotg} \alpha|<\frac{1}{\alpha}$ if $0<\alpha \leq \frac{\pi}{2}$ and $|\operatorname{cotg} \alpha|<\frac{1}{\pi-\alpha}$ if $\frac{\pi}{2}<\alpha \leq \pi$.

Hence, if $1 \leq i \leq \frac{n+1}{2}$ then $0<\alpha_{i} \leq \frac{\pi}{2}$ and the second term of (4) is less than

$$
\frac{2}{(n+1) \alpha_{i}} \sum_{j=2}^{n-1}\left|a_{j}\right| j \alpha_{i}=2 \sum_{j=2}^{n-1} \frac{j}{n+1}\left|a_{j}\right|<\epsilon
$$

for large $n$, as we have seen above.

If $\frac{n+1}{2}<i \leq n$, then $\frac{\pi}{2}<\alpha_{i}<\pi$, so that the second term of $(4)$ is less than

$$
\begin{aligned}
& \frac{2}{(n+1) \beta_{i}} \sum_{j=2}^{n-1}\left|a_{j}\right|\left|\sin \left(j \pi-j \beta_{i}\right)\right| \\
& =\frac{2}{(n+1) \beta_{i}} \sum_{j=2}^{n-1}\left|a_{j}\right|\left|\sin \left(j \beta_{i}\right)\right|
\end{aligned}
$$

with $\beta_{i}=\pi-\alpha_{i}$; now the proof can be carried out as in the previous case.

We have also proved that any eigenvalue of $\Delta_{n}$ tends to 0 as $n$ increases, and this completes the proof of (3).
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