An Experimental Natural-Language Processor for Generating Data Type Specifications
by James R. Comer
Texas Christian University
Ft. Worth, Texas 76129

1. Introduction

Computer system hardware architecture has experienced significant progress and growth over the past 40 years. So much so, that today's computer user community is confronted with a very realistic software predicament that can be directly traced to this rapidly changing technology [l]. Unfortunately, during this same time frame, productivity of software designers, and the tools with which they work, has improved rather slowly. Only in recent years, has any significant effort been paid to the development of techniques for improving the systematic design of well-structured software architecture.

A continuing goal of computer science has always been to make the computer more accessible to a user community not specifically trained in its use. To this end, considerable effort has been expended to improve the languages with which programmers must work. However, until recently, little attention has been paid to the languages with which software designers must work. While it is true that any practice or technique which reduces the cost of creating a program is useful (e.g., structured and GO-TO- less programming), it is not necessarily true that it impacts the main problem of reducing overall software development costs. To accomplish this, new software design methodologies and strategies are needed that go far beyond mere programming techniques.

If software systems are to be developed to meet given design goals, the designer must have viable methods of specifying, analyzing, and evaluating the performance and organization of system components prior to any attempt to implement the proposed solution. To achieve this, the designer must be able to develop models of the various system components and, to use these models to evaluate the performance of the completed system.

Regrettably, at present, no technique exists which can guarantee total certification of a sizable software system. Since the design of large systems is inherently a creative process, the designer must frequently be able to translate a
set of often times vague system requirements into an organized and well-defined system. The approach used by the designer has generally had a profound effect upon the overall quality of the final product and its associated cost. In the past, too many systems have been designed and implemented using ad hoc, disorganized techniques. Experience has demonstrated that such methods are especially inadequate when applied to the development of very large software systems. To overcome such problems recent design methodologies such as the life-cycle development approach $[2,3,4,5]$, reguirements engineering $[6]$, structural analysis [7], and automated design aids $[8,9,10,11,12,13,14,15]$ have been, and continue to be, investigated with considerable interest. Of equal importance, has been the development of languages designed to aid in the creation of software specifications $[16,17,18]$.

As with programming languages, much of the recent effort in the development of specification languages has been to make them more user-oriented. Notations such as the predicate calculus are losing favor among designers of software. However, while newer attempts at specifications languages are underway, they are, still artificial languages, and as such require special training for their use. With the goal of minimizing the effort required to produce software specifications, a project was undertaken to develop an automated system with which data specifications could be created through natural language dialogue with the computer.

The purpose of this paper is to serve as an introduction to this project. A short example session is given to illustrate how interaction with the system proceeds and what processing takes place.

## 2. Sample Problem

Figure 1 shows a sample problem done with the system. Statement numbers appearing in this figure were added for ease of reference in the discussion. Sentences preceded by an asterisk are system responses. All others are generated by the system user.

As with other automated systems [19,20], a typical session consists of three phases: problem acquisition (lines l through l7), model verification (line 18), and finally automatic generation of data type specifications (line lo). The dialogue shown in the following figure is intended to correspond roughly to these three distinct phases.
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Figure I

The example shown here is an attempt to illustrate the variety of vocabulary permitted and the freedom of sentence structure enjoyed by the user. The rather bizarre model developed for this example illustrates how easy it is to construct highly complex structures (albeit, it is difficult to conceive of an application calling for such a strange data structure).

Problem acquisition is, therefore, a natural language dialogue consisting of statements entered by the user. The system responds that a required action is completed or with an error message if it is unclear as to what the user has requested. At any time during the session, the user may verify the model, or any portion of it by requesting that the model be displayed (line 18). If the user is satisfied with what has been created, he may elect to continue conversing with the system or to request that design specifications be created (line 19).

Automatic production of design specifications results in the generation of data type specifications for each item in the model. Specifications for the stack named "LIFO" and the set named "UNIVERSE" are shown in Figures 2 and 3 respectively. Others have been omitted for brevity.

## 3. Notation

In presenting a methodology for specifying data types, it is imperative to establish a convenient notation for describing the abstractions involved. The notation selected should be able to specify unambiguously a proposed data type without unduly influencing the eventual means of implementation. The notation developed and used in the system described herein is based on the axiomatic specification technique proposed by Guttag, Horowitz, and Musser [21,22,23,24]. The format chosen for expressing the specifications is adapted from research due to Belford, Bond, Heuderson, and Sellers [25].
4. Discussion

The natural language processing system described herein Benefits from the limited subset of English that is needed
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Figure 3
for describing data structures and data types. In the case of more complex models (e.g., operating systems and data base systems), the domain of discourse would naturally be much broader, necessitating more elaborate decoding rules -probably augmented by extensive tables and decoding formulas. It is felt, though, that the results obtained to date are sufficiently rewarding to encourage further research in the area of specifications automation.
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