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Abstract

An estimated 11% of adults report experiencing some form of cognitive de-
cline, which may be associated with conditions such as stroke or demen-
tia and can impact their memory, cognition, behavior, and physical abilities.
While there are no known pharmacological treatments for many of these
conditions, behavioral treatments such as cognitive training can prolong the
independence of people with cognitive impairments. These treatments teach
metacognitive strategies to compensate for memory difficulties in their ev-
eryday lives. Personalizing these treatments to suit the preferences and goals
of an individual is critical to improving their engagement and sustainment, as
well as maximizing the treatment’s effectiveness. Robots have great potential
to facilitate these training regimens and support people with cognitive im-
pairments, their caregivers, and clinicians. This article examines how robots
can adapt their behavior to be personalized to an individual in the context of
cognitive neurorehabilitation. We provide an overview of existing robots be-
ing used to support neurorehabilitation and identify key principles for work-
ing in this space. We then examine state-of-the-art technical approaches for
enabling longitudinal behavioral adaptation. To conclude, we discuss our re-
centwork on enabling social robots to automatically adapt their behavior and
explore open challenges for longitudinal behavior adaptation. This work will
help guide the robotics community as it continues to provide more engaging,
effective, and personalized interactions between people and robots.
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1. INTRODUCTION

Approximately 15-20% of the world’s population has a disability that greatly impacts their inde-
pendence (1). Such disabilities can affect their ability to perform activities of daily living (ADLs)
(e.g., eating and bathing) and instrumental ADLs (e.g., managing medication and finances) (2, 3).
However, the number of people who need support exceeds the availability and resources of full-
time care providers; informal caregivers (e.g., family) must often assume much of the care respon-
sibility (4, 5), yet they are provided with few resources to do so, leading to stress and burnout (3).

Robots have shown great potential to help people across numerous aspects of health and well-
ness. Examples range across many settings, including homes, clinics, and hospitals, and different
tasks, including reducing clinician workload, supporting people with disabilities, and supporting
caregivers (2, 3, 6-12).

Robots can enable clinicians to have more meaningful and productive interactions with people
even if there is reduced face-to-face interaction overall, such as during the COVID-19 pandemic.
They have the potential to enable clinicians to treat more patients, particularly if the robots are
deployed longitudinally in a person’s home to help observe, assist with ADLs, or extend interven-
tions. Additionally, robots can lower the cost of treatment for patients, as their use reduces the
need for the clinician’s time (13). Robots also have potential to provide support to people who live
in areas where access to clinicians is limited or nonexistent (e.g., rural areas) and possibly reduce
health disparities (14).

Across both the research and commerecial sectors, socially assistive robots, which provide assis-
tance through social interactions, are being deployed in people’s homes to support their health and
prolong their independence. Figure 1 shows several examples, which vary in form and function.
For example, PARO is a zoomorphic, pet-like robot that has been shown to help reduce negative
feelings such as stress and anxiety among people with dementia (PwD) and their caregivers (6, 21)
and can also alleviate pain and improve mood (22). Researchers are also exploring socially assis-
tive robots to help people with cognitive impairments learn to manage their conditions through
cognitive training (11, 19, 23, 24).

In cognitive training and other behavioral treatments, it is critical to personalize training to
individuals’ preferences, needs, and goals to maximize its applicability to their lives. Personaliza-
tion helps improve engagement with training, retention of material, and long-term adherence
to training (25, 26). These treatments are traditionally led by a human neuropsychologist or
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Figure 1

Examples of robots used to support people with cognitive impairments. These robots vary widely in their morphologies, which include
mobile, tabletop, humanoid, mechanistic, and zoomorphic. From left to right: Bandit (15) (provided by Maja Matari¢), Care-O-bot (16,
17) (provided by Fraunhofer IPA; https://www.care-o-bot.de/en/), KOMPAI-2 (18) (provided by Kompai Robotics; https://kompai.
com), Kuri (19) (provided by Mayfield Robotics), Mabu (20) (provided by Catalia Health), and PARO (6) (provided by Carlton
SooHoo, Panospin360; https://www.panospin360.com).
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cognitive therapist who works closely with a person to determine their needs and goals and tailor
training to them.

Recently, researchers have explored how to enable robots to help facilitate training while sup-
porting clinicians and caregivers (3,19, 23, 24, 27-30). However, how a robot can facilitate training
and adapt its behavior in response to a user’s behavior and preferences is still an open challenge.
These behaviors can consist of physical movements and social interaction strategies (e.g., initia-
tive and personality), and preferred behaviors may vary across cultural and personal backgrounds
(31, 32). Managing behaviors becomes particularly challenging when working with a progressive
condition such as dementia, as a person’s preferences, cognitive abilities, and moods may change
quickly during training (19).

Longitudinal behavior adaptation methods from human-robot interaction (HRI) can help ad-
dress these challenges. These approaches enable a robot to create a model of a person (e.g., their
personality and preferences) (31) to guide how it interacts with and responds to them. Doing this
accurately and consistently is critical when working with people with neurodegenerative condi-
tions, such as PwD (19, 33).

In this review, we explore longitudinal adaptation methods that can enable social robots to
personalize their behavior to individuals, thereby improving a person’s longitudinal engagement
and adherence to training. We explore dementia as a specific exemplar context for cognitive neu-
rorehabilitation. First, we provide an overview of the application domain of neurorehabilitation
(Section 2) and review several existing robots used to support PwD (Section 3). Next, we out-
line key principles for researchers to be mindful of as they design robots for neurorehabilitation
(Section 4). We then examine some common communication modalities (Section 5) and explore
technical approaches to behavior adaptation (Section 6). To conclude, we explore some open prob-
lems in this area (Section 7) and discuss our recent work on robot behavior adaptation (Section 8).

As people begin to integrate robots into their lives, robots must sustain engagement over long
periods of time to maximize each interaction’s efficacy. This work will guide the robotics com-
munity to enable robots to personalize their behavior to an individual’s needs and preferences,
so that they can more effectively help people accomplish a multitude of long-term goals, from
overcoming memory challenges to living healthier lifestyles.

2. MILD COGNITIVE IMPAIRMENT AND NEUROREHABILITATION
2.1. Mild Cognitive Impairment

Dementia is an irreversible syndrome that entails a noticeable decline of cognitive function (3,
34). Approximately 11% of people over age 65 are impacted by dementia, and each case is unique.
Symptoms can range across the spectrum, from forgetfulness in the early stage to difficulty recog-
nizing friends and family in the late stage. Dementia can affect a person’s physical abilities, mental
abilities, and behavior and can lead to hazardous behaviors such as wandering, medication errors,
and domestic or financial abuse. There are no known cures to slow or prevent its onset, which can
reduce quality of life for family members when they adopt the role of informal caregivers (35).

Mild cognitive impairment (MCI) is the prodromal, or intermediate, state between normal ag-
ing and several neurodegenerative disorders, such as Alzheimer’s disease and vascular dementia
(26, 36). An estimated 20% of adults over age 65 experience MCI, approximately 10% of whom
convert to some type of dementia each year (26, 37). To date, no existing pharmacological treat-
ments have proven effective for slowing or preventing this conversion, but studies suggest that
behavioral treatments can help (26).

MCI can affect numerous cognitive domains, including memory, visuospatial functioning, com-
plex attention, and executive functions, though not to a level of severity that would warrant a
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diagnosis of dementia (36, 38). Studies indicate that many people will remain at the MCI stage
without ever converting to dementia, and up to 40% of those with MCI will return to normal
levels of cognitive functioning over time (26). However, as people lose their independence, MCI
can severely impact their quality of life (26, 39). It can also adversely affect their family members,
put strain on their relationships with the person with MCI, and cause stress (3, 26, 40-42). This
change in lifestyle and role can cause feelings of guilt, anxiety, and depression in a person with
MCI and their caregivers (40, 41).

2.2. Neurorehabilitation

Many researchers have explored strategies to promote the reablement of PwD or mitigate the
impact of dementia on their function to promote independence (43). In particular, nonpharma-
cological approaches such as behavioral therapy can slow the onset of MCI, which can prolong
independence and maintain quality of life (26). Treatment approaches include cognitive rehabili-
tation and restoration therapies, which aim to minimize or compensate for lost cognitive function
in everyday life. Among the most widely used strategies are compensatory cognitive training and
restorative cognitive training (26).

Compensatory cognitive training teaches a person with MCI metacognitive strategies to help
bypass impaired function and minimize its impact on daily life (26, 39). These strategies may
include reorganizing their environment (e.g., always placing their keys next to the door when they
return home), integrating new tools into their daily routine (e.g., routinely keeping and checking
a daily planner), and using different skills to compensate for memory difficulties (e.g., using visual
imagery or acronyms). Depending on an individual’s impacted cognitive abilities, clinicians may
prescribe different training regimens to focus on specific skills. Compensatory cognitive training
has been shown to improve cognitive performance and daily functioning in people with MCI, and
these improvements are often sustained even after a person has completed training (26). In our
work, we focus on employing compensatory cognitive training with a robot (19).

Restorative cognitive training, by contrast, attempts to enhance or restore a person’s lost cog-
nitive abilities. It relies on consistent practice and repetition of standardized cognitive exercises
designed to target specific skills, such as attention or memory (e.g., drill and practice). While this
approach can help strengthen neural circuits and improve a person’s performance on similar tasks,
these exercises are generally standardized (i.e., not personalized to an individual) and may not be
relevant to a person’s everyday life (44). Furthermore, these skills typically do not generalize well
(i.e., transfer) to other tasks (26).

3. ROBOTS FOR NEUROREHABILITATION

Robots for physical neurorehabilitation typically help people by physically supporting or correct-
ing movement with the goal of restoring neuromotor function—for example, restoring or supple-
menting limb function in people who had a spinal cord injury or stroke (7-9). These robots take
many forms, such as robotic arms to help people control their arms and hands to complete ADL
tasks (7, 8) and exoskeletons to help people walk (9).

Researchers also use socially assistive robots to support cognitive neurorehabilitation. (To our
knowledge, there are presently no commercially available robot systems to administer cognitive
neurorehabilitation.) These robots interact with people through social signals such as speech or
gestures. They help people practice cognitive skills and social interactions that they can transfer
to everyday life (15, 45).

In addition to dementia, researchers have increasingly explored the use of socially assistive
robots to support people with social and developmental disorders, particularly children with
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autism spectrum disorder or attention-deficit/hyperactivity disorder (46-49) and people with
schizophrenia (12, 50, 51). For instance, children with autism spectrum disorder expressed more
spontaneous behavior, both nonverbal and emotional, after interacting with a robot mediator,
which they were able to translate to interactions with another person (52, 53). Robots can also help
improve communication between older adults with schizophrenia and their medical providers and
increase their engagement with recreational activities (12, 50).

3.1. Benefits of Robots for Neurorehabilitation

Robots present many exciting opportunities for supporting rehabilitation. They are a natural fit for
the repetitive, task-oriented nature of many cognitive interventions, such as restorative cognitive
training exercises, which are often structured. They can also provide real-time, adaptive feedback,
providing unique opportunities for rehabilitative therapy.

While computer-assisted strategies for administering neurorehabilitation exercises have been
shown to improve attention, memory, and executive skills in people with memory impairments
(25), robots have even greater potential to improve training, as their physical embodiment plays
an important role in stroke patient compliance and engagement (33, 54). Robots can increase
engagement and enjoyment in social interactions due to their increased capacity for rich commu-
nication as compared with virtual systems (55). They have many attributes that are important for
initiating and sustaining interactions, including shared physical context, physical movement, and
the ability to appear to be observing a user (56).

A robot can also monitor and assess a person’s well-being or task behaviors, which can be shared
with their care team as well as with the user. For example, during cognitive training, a robot could
collect information on task performance and progress. It may also infer other attributes, such as
their level of engagement and interest through gaze tracking, proxemics, or voice recognition.
The information that a robot gathers has the potential to provide clinical insights that may help
reduce a clinician’s cognitive load. Clinicians can use this information to adjust training to match
a person’s abilities and preferences. They may also use it to help inform a person about their
condition or to understand what aspects of the training are most effective. Section 5 provides an
overview of various behaviors about a person that a robot can sense, as well as how the robot may
respond to those behaviors.

3.2. Exemplar Robots for Mild Cognitive Impairment and Dementia

There are many robots to support PwD (see Figure 1). They fill numerous roles, such as assistive
robots to help users complete ADLs, companion robots for emotional support, or robots to facili-
tate therapy or coach people practicing cognitive skills. Figure 2 provides an overview of selected
robots, some of which were designed specifically for PwD and others of which have been applied
in this space.

These robots are typically mobile and provide monitoring and care, helping to ease the re-
sponsibilities of informal caregivers (e.g., family and friends) and extending the independence of
PwD. Their capabilities may include reminding a person to take medication, facilitating commu-
nication between the person and their care network (e.g., video calls with clinicians or family),
and delivering cognitive stimulation (57, 58). Others include walking assistance, fetching items,
or setting a table for people with mobility difficulties (16). They are usually used within a home,
though some researchers are also exploring robots that can accompany users on errands outside
of the home (10, 63).

Robots may also serve as companions for people with MCI and dementia. Many of these robots
have been shown to reduce stress and anxiety while improving relaxation and motivation among
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Exemplar robots that have been used to support neurorehabilitation and therapy. Specifically for dementia, robots are typically used for
assistance, companionship, or therapeutic applications such as animal-assisted therapy or reminiscence therapy. Many are fully user
adjustable, while others can automatically adapt their behavior in response to users. Their morphologies can vary depending on the
application, such as mobile robots used to provide physical assistance or tabletop robots used for cognitive therapy. From left to right
and top to bottom, the images are as follows: Giraft (57) (provided by Camanio AB), Care-O-bot (16, 17) (provided by Fraunhofer IPA;
https://www.care-o-bot.de/en/), CompanionAble (58) (provided by Steffen Miiller), PARO (6) (provided by Carlton SooHoo,
Panospin360; https://www.panospin360.com), AIBO (59) (provided by Sony), Hugvie (60) (provided by Hiroshi Ishiguro
Laboratories, Advanced Telecommunications Research Institute International), KOMPAI-2 (18) (provided by Kompai Robotics;
https://kompai.com), NAO (11) (provided by SoftBank Robotics), and Bandit (15) (provided by Maja Matari¢). Images are not shown
for Nursebot Pearl (10), NeCoRo (61), and PaPeRo (62).

PwD and their caregivers (6, 21). They can help stimulate interaction and serve as a point of
connection between PwD and their caregivers (6). Many of these robots resemble animals, making
them recognizable even to people with severe memory impairments. For instance, PARO (6) is
based on a baby harp seal, and AIBO (59) resembles a dog. These types of robots do not necessarily
communicate with people via speech, but can instead move or make sounds in response to stimuli
such as touch, sound, or light (6).

These companion robots are often used in therapy. For instance, many of the aforementioned
robots serve as safer alternatives to real animals in animal-assisted therapy and activities, often in
hospitals and nursing homes (6, 59, 61). In addition, researchers have explored using PARO to
facilitate multisensory behavior therapy (64, 65), which stimulates different senses in a controlled
setting to reduce agitation in uncontrolled ones.

More recently, researchers have used robots to facilitate reminiscence therapy among PwD (18,
60). Reminiscence therapy aims to help people recall long-term autobiographical memories with
the aid of photographs, music, familiar objects, and so on. It is highly regarded by participants and
therapists and viewed as enjoyable and effective (66). The approach is generally conversational,
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guided by either a human therapist or the robot itself, using a microphone and speaker in the robot
to communicate with the person (18, 60). In robot-guided sessions, a robot relies on user-specific
knowledge (e.g., photos from an event or a favorite location) to prompt the user and maintain
conversation and memory recollection.

Another role that robots may take for MCI and dementia is that of a coach. These robots are
often used to facilitate and assist with restorative cognitive training exercises. For example, the
Bandit robot plays cognitive stimulation games with users and adjusts the difficulty based on their
performance (23). Similarly, researchers have programmed humanoid robots such as NAO for
clinicians to use to assist with memory training programs (11).

4. PRINCIPLES FOR DESIGNING NEUROREHABILITATION
TECHNOLOGY

When designing technology for people with disabilities, one should consider three key factors to
ensure that it is usable and acceptable: personalization, adaptation, and inclusion (12, 67). Per-
sonalization refers to tailoring the system to an individual by considering factors such as their
needs, goals, or preferences. Adaptation is the ability of a technological system to automatically
modify its behavior to be personalized to an individual. Inclusion means involving stakeholders
throughout the process of developing technology, particularly the intended users of that tech-
nology. These considerations are particularly important to prevent unexpected consequences for
potentially vulnerable populations, such as the exacerbation of disability-based bias (68, 69).

4.1. Personalization and Adaptation

It is critical that neurorehabilitative technologies be personalized to an individual, from simply
including their name to adapting to suit their unique preferences and abilities (70). This is im-
portant when developing any technology for people who may not be represented by a “typical”
user (67). In fact, early studies on the efficacy of cognition-based interventions suggested that they
were ineffective and inappropriate for people at risk of cognitive impairments because they could
provoke frustration and depression in both a person and their caregivers (40, 71), which was likely
a result of their reliance on repetition and structure (e.g., memorizing and repeating a specific list
of words) without any clear connection to the individual’ life, abilities, or interests.

Especially when developing technology interventions for health contexts, each individual has
unique circumstances that can significantly impact how they interact with the technology. For
instance, up to 77% of older adults with MCI may be managing comorbidities (e.g., MCI and
diabetes) or have different living situations (e.g., living alone or in a nursing home) (72). A system
that is not personalized may cause needless stress or frustration for the user and their caregivers
or have other detrimental effects on their health. By tailoring the training to an individual and
meeting them where they are in terms of their performance and abilities, modern neurocogni-
tive interventions become significantly more effective and beneficial for people with cognitive
impairments and their caregivers as compared with nonpersonalized interventions (27, 39).

The ability for technology to be personalized calls for the system to be adjustable by a human,
adapt its own behavior, or both. There are many situations in which a clinician, caregiver, or user
may want to control or adjust a robot’s behavior. For instance, with the domain expertise from clin-
icians and the fundamental personal knowledge from caregivers and users, they may already have
a good idea of how they want a robot to behave to facilitate and complement the training. Addi-
tionally, clinicians and other users may want to modify the system to reflect the training. In a home
setting, a user or caregiver may want to adjust behavior without the help of a clinician. Thus, any
mechanism to manually adjust the system should be easily learnable and usable by all stakeholders.
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There are also situations in which it may be beneficial to automatically adapt to a user. Condi-
tions such as dementia can be progressive, and the person receiving training may be undergoing
cognitive changes at a pace that is difficult for others to keep up with. A robot that uses a com-
putational model for automatic adaptation may have the advantage of learning and remembering
information about a user more quickly and accurately than a person can.

Automatic adaptation alleviates the responsibility of caregivers or clinicians to continually ad-
just a robot’s behavior, enabling them to then spend more time in face-to-face interactions with an
individual. Additionally, studies indicate that older adults prefer assistive systems that allow them
to control the system while still being adaptable over fully adjustable ones (73). Thus, automatic
adaptation to a user can lead to more rapid adjustments to a training regimen, which may improve
its efficacy and sustain a user’s engagement.

"To automatically adapt to a user, a system must be able to perceive and interpret a person’s
actions and respond in a meaningful way (see Figure 3). This involves considering what a robot
will sense about a user and how to obtain those data. For instance, what sensors will it need and
where will they be placed? What information will it infer implicitly (e.g., from sensor data or ob-
servations) as opposed to obtaining explicitly (e.g., through questionnaires or surveys)? Section 5
provides an overview of potential sensing modalities and inputs.

Once a robot has this information, it needs to contextualize and understand what it means about
a person. This could be their current state (e.g., mood or task performance) or an overarching
understanding of the person (e.g., ability level). Finally, robots need to know how to modify their
behavior and respond to a user. Roboticists employ numerous computational models to achieve
this, which we discuss further in Section 6.

4.2. Inclusive Design

It is important for roboticists and researchers interested in building assistive robots to involve
stakeholders throughout the development process. This is exceptionally true while developing a
robot to be deployed in a person’s home with the goal of supporting their health. These stake-
holders may include the primary robot user, their healthcare providers, and their caregivers, who
may or may not be living with them (2, 3, 42).

Nibil de nobis, sine nobis, or “nothing about us without us,” is a prominent motto of disabil-
ity activists (75). It conveys that people with disabilities themselves know what is best for them
and that they are integral in any conversation that may affect their life and community. In other
words, they must be consulted regularly throughout the technology development process, from
conceptualization to testing. As roboticists often develop technology for conditions they have no
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personal experience with, involving people with disabilities early and often will help avoid making
assumptions about the community’s goals, ensure their needs are met, and help empower them.
"This will ensure the maximum utility, usability, and acceptance of the technology by users as well
as other stakeholders (2, 76).

When codesigning technology with stakeholders, it is important to be transparent about what
the technology is capable of. As there are no known approaches to significantly impact the course
of dementia, technology should encourage stakeholders to “live well with dementia” (43, p. 455).
This means setting realistic expectations about the benefits stakeholders can expect from the
technology—for instance, how it could change the roles of clinicians and caregivers, the extent
of its impact on a user’s training process and results, or the data it collects. The onset of the con-
dition being treated is possibly one of the most challenging experiences the stakeholders have
undergone, so developers must develop their trust and maintain compassion for them throughout
the development process.

Additionally, those receiving neurorehabilitation are likely vulnerable populations and do not
necessarily have the technological literacy to effectively operate a system. Low technological lit-
eracy and cognitive impairment can also affect informed consent (3, 12, 77). Developers of this
technology must be mindful of this and work closely with experts in these communities to protect
user privacy while maintaining the system’s utility.

5. SENSING AND RESPONDING TO HUMAN BEHAVIOR

Modifying robot behavior to be personalized to an individual is crucial for maintaining engage-
ment and ensuring the efficacy of the system, particularly for health applications (78, 79). In order
for a robot to effectively adapt its behavior to a user, it must perceive the user’s actions and behav-
ior, understand what those mean in the given context, and respond accordingly (33, 80). Below,
we identify some features about people that robots can sense as well as behaviors that robots can
modify in order to personalize interactions.

5.1. Perceiving and Understanding Human Behavior

Throughout an interaction, there are many ways robots can learn user preferences and abilities.
One approach is to first perceive a person’s low-level behavior, then infer how those behaviors
translate to higher-level attributes. Robots can gather this low-level information via the use of
sensors or through interaction or performance data collected by the system. Examples of low-
level behaviors that a robot may gather include the user’s speech (e.g., what they say and how they
say it), gestures and movement (e.g., human activity recognition), and physiological signals (e.g.,
heart or respiration rate). Performance data are typically application specific and depend on the
task(s) (e.g., accuracy or time to complete a task).

Some major factors to consider when choosing which sensors to use are what kinds of sensors
a robot already has, whether others can be easily placed in the environment, and what kind of
information would be worthwhile to collect, process, and possibly store. These sensors may be on
a robot, placed in the environment, or worn by a person. For instance, cameras or microphones
may be mounted on a robot or in the environment depending on the context, while physiological
or inertial sensors are typically worn by a person.

These sensor and interaction data are relatively low level and can be used to infer higher-
level information about a user’s state or preferences (31). For instance, robots can use data they
acquire from RGB-D cameras to track a person’s gaze or movements, then use these features to
infer higher-level features, such as how engaged or bored they are (e.g., the person is likely to be
engaged if they maintain eye contact with the robot and gesture often).
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gyroscope, accelerometer

Table 1 Common features that robots can sense about people using a variety of sensors or indicators; low-level
interaction data can be used to infer higher-level information about a user’s state
Behavior perception Common sensor(s)/indicator(s) | Description
Low level
Speech/prosody Microphone Speech is a common means of communicating with a robot. In
addition to what a person is saying, their prosody and tone
may convey important information.
Gesture/movement RGB camera, motion capture, Arm and hand gestures are a common means of communicating

with a robot, both implicitly (e.g., everyday activities) and
explicitly (e.g., specific gestural commands).

Eye contact/gaze

Infrared camera, RGB camera

Gaze tracking helps determine where a person is looking.

Touch

Capacitive touch sensor, force
SENsor, pressure sensor, strain
gauge, switches

Determining whether a person is touching a robot or where
they are touching can add realism to interactions.

Physiological signals EEG sensor, EMG sensor, heart Signals generated by a person’s body, usually acquired from
rate monitor, respiration sensor, specialized wearable sensors, can help determine their state.
thermometer

Explicit feedback Questionnaires, surveys Asking users for their input directly is a straightforward way to

obtain information.

Task performance

Application specific

In neurorehabilitation, the robot may administer cognitive

training activities with quantifiable scores.

High level

Engagement Eye contact, touch, speech Longer and more positive interactions with a robot can help
sustain interactions over longer periods of time.

Mood Physiological signals, speech A user’s current mood can help inform how a robot should best

interact with them.

Motor abilities Touch, movement A user’s motor abilities can help inform their preferred means of
communicating with a robot. For instance, a user with

tremors may prefer speaking instead of pressing buttons.

Cognitive abilities Task performance, speech A user’s cognitive abilities can influence their goals and what

treatment regimens may be most effective.

Abbreviations: EEG, electroencephalography; EMG, electromyography.

An alternate approach is to ask a user about their preferences—for example, in a questionnaire
or survey (31). This is a straightforward and direct means of obtaining information that does
not require additional sensors. However, it risks people providing their ideal answers rather than
completely truthful ones. Table 1 provides an overview of common features that social robots for
neurorehabilitation can sense about people, at both low and high levels.

Once a robot perceives a person’s behavior, the robot must consider how that behavior relates
to the person’s current state and/or their overarching condition. How a robot interprets a person’s
behavior may depend on the application, length of interaction, or other circumstances. It is im-
portant for the robot to understand a person’s actions and their current state (e.g., mood) in order
to maintain natural, real-time interactions. For example, a robot may use a person’s body language
or task performance to infer whether the person is frustrated with or challenged by a cognitive
training exercise (33).

Particularly over long-term interactions, such as while completing a cognitive neurorehabil-
itation session, it is important for the robot to store and update a model of a person, includ-
ing their preferences, needs, and abilities (31). A robot can use this model to understand what
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behavior is typical for a person, track their progress over time, and recognize if they deviate from
what is expected (e.g., recognizing if the person is more agitated or more forgetful than usual).
Both understanding individual actions and translating them into a more thorough model of a
person are important for personalizing robot behavior.

5.2. Synthesizing Robot Behavior in Response to People

Effective HRI requires that robots understand people and respond to them. Individual robot ac-
tions can be guided by a fundamental model of its interaction style (e.g., personality and role) (78,
79). In the context of neurorehabilitation, these behaviors can help improve a user’s enjoyment of
a training regimen and thus its efficacy (19, 29, 31).

When interacting with people, a robot can personalize its behavior in response to a person in
numerous ways. At a low level, movement, speech, and visual cues are some major ways a robot can
communicate. Movement generally consists of physical motion of the base or limbs. Speech can
include dialogue, speed, prosody, tone, or other sounds. Visual cues may be a change of expression,
text or images on a tablet, or other cues.

A robot may change its communication modalities based on user abilities or state. For example,
a user with tremors may prefer to communicate via speech, whereas someone who is nonverbal
may prefer a tablet interface. Depending on a robot’s capabilities, it may also change its effectors
or display to convey emotion or emphasis to enhance an interaction.

These low-level behaviors can be utilized to produce higher-level aspects of the interaction
that consider user preferences and needs. By immediately reacting to a person, a robot can create
more natural and engaging interactions, such as by maintaining eye contact during conversation.
For instance, if a user seems distracted, a robot may change its dialogue and tone to return their
attention to the robot. This can help maintain engagement throughout an interaction, thus im-
proving retention of material and overall enjoyment (81).

Similarly, a robot may change longer-term aspects, such as its personality. For example, if a
person responds better to an encouraging personality than an assertive one, the robot can provide
more encouragement throughout training. In this way, a robot can update its model of a person and
use it to guide the interactions, modifying its behavior to be more personalized to an individual.
"This can help maximize a person’s adherence to a training regimen and improve their perceptions
of the robot (29, 31). Table 2 provides an overview of some common social robot behaviors that
may be altered throughout interactions with a person.

6. COMMON TECHNICAL APPROACHES TO BEHAVIOR ADAPTATION

A key element for enabling robots to adapt their behavior to a user is understanding how the data
they receive can inform their actions, as well as how a user responds to those actions. There are
countless computational methods researchers have used to imbue social robots with this ability,
both within and outside of the context of neurorchabilitation. Table 3 provides a summary of
common approaches, which are further discussed below. (As many social behaviors are not robot
specific—e.g., dialogue—we also include select systems that were demonstrated on non—physically
embodied systems, such as virtual agents.)

While perceiving and understanding human behavior are important aspects of knowing how a
robot should respond, the area of human behavior analysis is vast, and approaches may vary widely
depending on the behavior being perceived. As this article focuses on methods for robot behavior
adaptation, we discuss approaches that assume the human behavior is already recognized, as well
as those that embed human perception into their process. For detailed surveys of human behavior
analysis, see References 112 and 113.
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Table 2 Common social robot behaviors that may be altered throughout interactions with a person; robots can

modify low-level behaviors to personalize high-level aspects of an interaction in order to accommodate a user’s

preferences and needs

Modality

Description

Low level

Movement/speed

Movement can be used for mobility, communication, and to help interactions feel natural.

Speech/speed/prosody/sounds | Speech is a common means of communication for both humans and robots. In addition to

dialogue, a robot may adjust its speed, prosody, or other sounds to improve clarity/function.

Screen display

Robots may use a tablet when communicating with a user.

Facial expressions

Many social robots have faces with dynamic expressions. As people have a tendency to
anthropomorphize robots, even those that are not humanoid (82), robots can change their
facial expressions to create a more natural and interesting interaction.

Proxemics Proxemics is the division of physical space around an agent (classified as intimate, personal,
social, or public). A robot can control how physically close it is to a person to convey respect or
intimacy.

High level

Personality A robot may change its personality to suit a user’s preferences. This can be influenced by personal
and cultural background; for example, a robot may adopt a more passive communication style
in countries where people tend to have more reserved communication styles (83).

Initiative Initiative is whether a robot initiates interaction with a person or vice versa. This may change
with a robot’s role, such as initiating interaction with a user with more severe MCL

Encouragement Providing encouragement can help a person be more motivated or less frustrated if they

experience trouble with the training regimens.

Personal customization

Integrating personal information into training and therapies can help them be more applicable to
a user, improving engagement and efficacy.

Cognitive customization

Adjusting aspects of a training regimen to suit a person’s cognitive abilities can help them
practice relevant skills and reduce frustration.

Primary communication

modality

Depending on a user’s physical abilities and preferences, a robot may adjust how it receives input

from them, such as aural, touch, or visual cues.

Abbreviation: MCI, mild cognitive impairment.

6.1. Finite State Machines

Finite state machines are a relatively straightforward approach to address the behavior adaptation
problem (56, 84-86). In a finite state machine, an interaction is broken into states that guide robot
behavior. The robot transitions to the next state depending on human and environmental factors.

For instance, Kidd & Breazeal (56) used a finite state machine on Autom, a robotic weight loss
coach. A user would engage in a short conversation with Autom once or twice a day. Its dialogue
could vary depending on the time of day, time since the last interaction, and recent data input by
a user. Each factor filled in parts of the conversation (e.g., Autom said “Good morning” or “Good
evening” depending on the time of day). Notably, the robot’s statements also varied depending on
the estimated relationship state between the robot and user, which offered a variety of dialogue to
avoid repetition during the six-week study.

This approach is useful for short and relatively structured interactions. Many programmers
are already familiar with finite state machines, and there are a number of existing libraries to
implement them on robots, such as the Python-based SMACH (State Machine) library (114).
However, not all interactions can be broken into discrete states, and states are generally defined
manually, so implementing long and involved interactions may be infeasible.
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Table 3 Common technical approaches for machines that adapt behavior to people
Approach/existing work Strengths Limitations
Finite state machines (56, Straightforward ® Interactions generally cannot be split into discrete
84-86) Existing libraries for implementation states
on robots (e.g., SMACH) m Intricate interactions may be infeasible to
Good for short, structured interactions implement
® Does not easily allow for complex behaviors or
long-term understanding of a user
B Does not easily allow for dynamic behavior
adaptation
Thresholding (15, 81, 87) Good for reacting to continuous ® Does not easily allow for complex behaviors or
streams of data rather than windows of long-term understanding of a user
time ® Does not easily allow for dynamic behavior
adaptation
Q-Learning RL and Model free, or can learn a model about | B Assumes the world is fully observable, but a
variants (MDP) (11, 29, user behavior/preferences person’s preferences cannot always be directly
88-99) observed
® Time and storage intensive, which can inhibit
real-time interaction
m Interactions generally cannot be split into discrete
states
RL: POMDP (74, 100-103) Model free, or can learn a model about | W State space becomes intractable for complex
user behavior/preferences interactions
Does not assume the world is fully m Interactions generally cannot be split into discrete
observable, which is beneficial as most states
human preferences cannot be directly
observed
Hierarchical RL (10, 28, Model free, or can learn a model about m Does not take combinations of behaviors into
104, 105) user behavior/preferences consideration and so is not guaranteed to find a
Makes complex (PO)MDPs more globally optimum policy
manageable m Interactions generally cannot be split into discrete
Can handle greater modularity of states
sensors and behaviors
Policy gradient RL (33, 106) Naturally handles continuous states m Difficult to derive an appropriate reward function
and actions (i.e., preferences from behavior)
m Need to find appropriate parameter values
Inverse RL (30, 107-109) Learns a reward function from a human | ® Requires feedback from a human expert
expert rather than relying on ® Human experts do not necessarily behave
exploration of different behaviors optimally or rationally
Neural network: MLP (110) Hierarchical layers enable high-level B Does not take previous input into account
feature extraction from raw or B Requires large amounts of training data, which can
low-level input data make it difficult to learn from an individual person
m Difficult to optimize hyperparameters
Neural network: LSTM Hierarchical layers enable high-level m Requires large amounts of training data, which can
(111) feature extraction from raw or make it difficult to learn from an individual person
low-level input data m Difficult to optimize hyperparameters

Learns temporal features using
previous input

Reacts to continuous streams of data
rather than windows of time

Abbreviations: LSTM, long short-term memory; MDP, Markov decision process; MLP, multilayer perceptron; POMDP, partially observable Markov deci-

sion process; RL, reinforcement learning; SMACH, State Machine.

6.2. Thresholding

Another approach that roboticists use is thresholding (15, 81, 87). In this approach, a robot re-
ceives sensor data from a user and performs an action if the value crosses a given threshold. Tapus

etal. (15) used thresholding on a social robot for PwD. It administered a cognitive game and could
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adjust the difficulty to improve a person’s performance. The robot used an accepted variation band
to automatically adjust the difficulty based on the person’s performance, with the goal of mini-
mizing reaction time, maximizing the number of correct answers, and maximizing the difficulty
level. If the person’s performance (i.e., reaction time and correct answers) improved, the difficulty
increased, whereas it decreased if they performed poorly. The authors reported increased engage-
ment and improved performance at higher difficulties for PwD, highlighting the importance of
adjusting to the user’s abilities.

Thresholding is advantageous when dealing with a continuous stream of data and reacting in
real time. However, it is best suited for behaviors tied to a specific signal (e.g., increasing voice
volume if engagement is low or decreasing task difficulty if performance is low) and does not easily
allow for complex reactive behaviors. Additionally, while thresholding enables a robot to react in
real time, it would require another underlying control system, such as those discussed below, to
support longer-term understanding about a person.

6.3. Reinforcement Learning

In reinforcement learning (RL), an agent learns how to best interact with its environment to
maximize its rewards (115). RL configurations are generally represented using a Markov decision
process (MDP) defined as (S, A, T, R, y), where S is the set of possible states, A is the set of
possible actions the agent can take, 7 is the transition probability function between states, R is
the reward function of the environment, and y is the discount factor for future rewards (115).
Actions in MDPs can be deterministic (i.e., performing a given action in a given state always leads
to the same next state) or stochastic (i.e., the next state is determined by a probability distribution).
The agent aims to learn an optimal policy 7, or a mapping of states to actions, that maximizes its
expected rewards.

Q-learning is a widely used approach for solving MDPs with unknown reward and transition
probability functions. Traditionally, a robot can take an action and observe the associated reward as
the environment updates to a new state. Many researchers have applied it to the behavior adapta-
tion problem (11,29, 88-99). For instance, Tsiakas et al. (29) used it to modify the kind of feedback
a robot provided based on a person’s engagement in a cognitive training session.

Multiple works frame the behavior adaptation problem as a multiarmed bandit problem (97,
98, 116). The multiarmed bandit problem aims to distribute resources among multiple possible
actions with uncertain results in order to maximize the reward, but the current state remains the
same. This approach is useful for ensuring that a robot can try each action and observe a person’s
behavior before relying too heavily on its learned knowledge of the person’s reactions to its actions.
In behavior adaptation, this can be thought of as selecting behaviors in order to maximize a person’s
engagement, performance, and so on.

Numerous algorithms exist to help balance exploration of new or uncertain actions with ex-
ploitation of existing or learned knowledge, particularly when the available actions have unpre-
dictable outcomes. For instance, Gao et al. (97) implemented Exp3 (Exponential-Weight Algo-
rithm for Exploration and Exploitation) (117) on a Pepper robot for puzzle solving. The robot
would learn the person’s preference for supportive behaviors (e.g., providing hints and encour-
agement) and respond to a person’s performance (measured by the time since they last made an
action, total time elapsed, and correct actions).

Q-learning is model free, meaning it does not require a preexisting model. This is useful for
behavior adaptation where human reactions (i.e., rewards) are difficult to define as a model (29,
88). However, Q-learning and MDPs have many limitations, such as assuming the world is fully
observable and being time and storage intensive (33, 106, 118). Real-time behavior adaptation for
HRI is not always feasible with this approach, as a person’s state cannot always be directly observed,
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and heavy computations may slow a robot’s responses. Thus, there are numerous alternatives to
address these problems.

When the world is not fully observable, a partially observable Markov decision process
(POMDP) is often more suitable. It is defined as (S, A, T, R, , O, y), where S, A, T, R, and y
are the same as in an MDP; w is a set of observations; and O is a set of conditional observation
properties (119). The agent does not know its underlying state and must maintain a probability
distribution of possible states based on previous observations.

Researchers have used POMDPs for behavior adaptation in health applications such as man-
aging food consumption (74), navigating a robotic wheelchair (100), and helping PwD wash their
hands by giving visual or verbal prompts (103). This approach is applicable to behavior adaptation,
as a person’s state is typically unknown and cannot be explicitly observed by a robot (e.g., a frown
could express frustration with training or sadness due to external circumstances). However, the
state space can become intractable to manage for complex interactions and multiple behaviors,
which may make real-time responses infeasible.

For complex interactions with numerous human and robot behaviors, researchers have used
hierarchical RL (10, 28, 104, 105). This approach divides the overall MDP into smaller, more
manageable ones, which simplifies the problem and can help reduce memory requirements (28).
It can also allow for greater modularity of the system’s behaviors; for instance, Chan & Nejat (28)
used the MAXQ hierarchical RL approach (120) to abstract their system into a temporal module,
state module, and subtask module, each of which considered and controlled specific behaviors in
the context of cognitive training. While hierarchical RL approaches can find the optimal policy
for each individual MDP, the global policy is not guaranteed to be optimal, as there is no way to
consider how behaviors can be combined.

Researchers have also applied policy gradient RL methods for behavior adaptation (33, 106).
Policy gradient RL directly adjusts the policy in relation to the gradient to find a locally optimum
policy, defined by behavioral parameters that a robot can adjust. It begins with an initial policy
that it evaluates according to the reward function. Then, it perturbs the policy by modifying each
parameter. Finally, it evaluates the new policy and repeats the process until a local optimum is
found.

This approach enables robot learning for continuous states and actions and can update a robot’s
behavior in real time, both of which are important aspects of behavior adaptation in HRI (106).
However, researchers have reported challenges in deriving an appropriate reward function to ac-
curately translate user behavior to explicit preferences (33, 106).

A slightly different approach is inverse RL, in which the robot learns how to behave from an
expert agent who is assumed to behave optimally (107, 108). The robot can then use standard RL
algorithms following the learned policy to maximize its own reward. In neurorehabilitation, this
may entail the robot observing a human therapist guiding the training in order to learn how to
respond to a patient in future interactions. However, humans do not always behave optimally or
rationally, and it is not always possible to discern an exact policy, so researchers have expanded
inverse RL to help overcome these limitations (109).

Additionally, researchers have worked to infer user preferences solely from observing a user,
as in observational repeated inverse reinforcement learning (ORIRL) (30). In ORIRL, a robot
learns a user’s preferences by watching them complete different tasks, then leverages those learned
preferences when inferring preferences for future activities.

6.4. Artificial Neural Networks

Recently, researchers have begun to leverage advances in neural networks and deep learning for
robot behavior adaptation (110, 111). Neural networks are a broad set of algorithms inspired by
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biological neural networks that enable agents to recognize patterns in data, generally without hav-
ing to define underlying task-specific rules. They have a hierarchical structure where the neurons
(a computational unit) of each layer can extract information from the previous one to learn higher-
level features. Thus, deep learning approaches with multiple hidden layers have gained popularity
for their ability to extract features from raw data without the need for human-defined features, a
large source of variation in other learning methods (121).

Senft et al. (110) used a multilayer perceptron (MLP) to enable a robot to learn from a ther-
apist how to interact with children with autism spectrum disorder. An MLP is a supervised feed-
forward neural network composed of multiple perceptrons, or binary classifiers, with a unique
set of weights (122). The use of multiple perceptrons allows the MLP to approximate nonlinear
functions for multiclass classification. The MLP used by Senft et al. (110) makes estimates about
the child’s engagement level and motivation, labeled with a therapist’s resulting action, to train a
robot to become progressively more autonomous when responding to the child.

Another neural network architecture used for HRI is long short-term memory (LSTM) re-
current neural networks. Unlike MLPs and other feed-forward neural networks, recurrent neural
networks leverage a feedback loop that retains and uses information about previous input when
processing future input. They can thus extract temporal features, which is especially important
when learning over continuous data, as in HRI applications. LSTM networks, composed of LSTM
cells, are able to learn long-term dependencies throughout the data stream by implementing an
input gate and output gate to protect stored memory from irrelevant input (123). This is benefi-
cial in HRI because a person’s behavior may be influenced by previous interactions (e.g., a person
might perform better on a task after the robot gives encouragement). For example, Dermouche
& Pelachaud (111) designed an interaction loop LSTM model that takes as input the behavior of
both the person and robot to continuously adapt to a user.

Neural network and deep learning approaches have proven successful in multiple areas, but
the extensive amount of training data required may make them infeasible for learning the be-
havior of a specific user. Additionally, deep neural networks can be very sensitive to the values of
hyperparameters, and care must be taken to avoid overfitting when tuning.

7. CHALLENGES AND OPPORTUNITIES FOR BEHAVIOR ADAPTATION

There are several opportunities to improve behavior adaptation to advance the efficacy of robots
for longitudinal cognitive neurorehabilitation and other notable applications.

7.1. Combining Domain Knowledge with User Adaptation Approaches

There are many algorithms for learning and adapting to individual preferences, and some that
enable a robot to learn desired behavior from a domain expert. Learning from experts such as a
therapist or a person receiving training can help robots better serve users and ensure their be-
havior is well aligned with training goals. Both are important capabilities for robots, but how to
best integrate these approaches is still an open problem. There has been some work to enable
stakeholders—particularly those with low technology literacy, such as clinicians—to reprogram
and retask robots to integrate this knowledge (see 19), but there are many opportunities to extend
the scalability and automation of such approaches.

The ability to learn about and adapt to a user is essential to maximize adherence and engage-
ment with training. Expanding the means through which robots can learn how they should modify
their behavior may ultimately improve their efficacy and acceptability and increase their function-
ality in numerous other applications.
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7.2. Imbuing Contextual Understanding

As a person continues training, they and a robot may experience many new situations. However,
the majority of existing algorithms for behavior adaptation learn state—action pairs without an un-
derstanding of why those actions are appropriate. Thus, it is difficult for a robot to utilize existing
knowledge in new situations, even if they are similar. Computationally, it is inefficient for a robot
to have to learn how to handle every new situation and context.

Advances in transfer learning can help, but to our knowledge, little work has explored this
avenue of research. There are many possibilities for providing robots with a deeper contextual
understanding, thus enabling them to apply existing knowledge to new situations in order to more
effectively engage with a user (124, 125).

7.3. Interacting with Groups

Another challenge is enabling robots to interact with groups of people. Many of the approaches
discussed in Section 6 focus on dyadic interactions between one human and one robot. However,
many situations may require robots to interact with multiple people (e.g., facilitating a group
activity in nursing homes or interacting with caregivers). Interacting with groups may also help
robots understand how to translate shared preferences (e.g., cultural preferences) to individual
interactions. Developing new algorithms to enable adaptation to groups would improve robot
utility and acceptance in many settings.

7.4. Ending Longitudinal Interactions

While the goal of behavior adaptation is often to sustain engagement throughout training, the goal
of this training is often to teach people how to transfer the skills they practiced to their everyday
lives. Ideally, they will no longer need a robot at the end of training, so researchers have begun
to consider how a robot can alter its behavior throughout an interaction to help users prepare
for its absence (46, 126). This can take many forms depending on the context, such as using a
robot to facilitate interactions between a child with autism spectrum disorder and another person
(e.g., a therapist or classmate) to encourage interactions without the robot (126). However, this
is still an open problem in HRI in general, and particular care must be taken in the context of
neurorehabilitation when working with people with cognitive impairments.

7.5. Ethical Considerations

Finally, there are many ethical considerations that must be thoroughly explored in this space. For
instance, what role should a robot play in the relationship between a person receiving training and
their caregivers, clinicians, and so on (e.g., companion or point of connection), and how can robot
developers help facilitate the specification and modification of these roles? Throughout its use, a
person may begin to see a robot as a friend and companion, so it is important to avoid overreliance
on the robot so that its removal does not have detrimental effects on the person. Research shows
that people can become highly emotionally attached to robots, sometimes seeing them as team
members or pets; people name and dress up robotic vacuums (e.g., Roombas) in their homes (127,
128), and soldiers mourn the “deaths” of explosive ordinance disposal robots (129).

Additionally, humanlike robots have the potential to cause Turing deceptions, when a person
does not know whether they are interacting with a human or a robot, particularly among people
with cognitive impairments (3, 12, 130). This can be confusing for the person and may also in-
advertently give a robot more authority if it resembles a caregiver or clinician. Thus, roboticists
must consider how users may perceive a robot.
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It is also important to consider how a robot can provide critical information to a person’s
caregivers and clinicians while respecting privacy. Recent advances in explainable Al can improve
transparency when communicating to stakeholders why a robot behaved a certain way (see 86), but
to what extent personal information should be shared is still an open problem. As robots become
more ubiquitous in neurorehabilitation and other health applications, researchers must carefully
consider questions such as these to avoid unintended consequences for potentially vulnerable pop-
ulations (131).

8. OUR WORK TO DATE

Our team has several projects that address some of the aforementioned challenges. In particular,
we have begun to address leveraging domain knowledge in robot personalization (19), learning
preferences and abilities independent of specific tasks (30), and learning shared preferences from
multiple users (116, 132).

8.1. Leveraging Domain Knowledge in Robot Personalization

Enabling all stakeholders, including those with low technology literacy, to reprogram robots is
critical for modifying robot behavior, particularly for applications such as neurorehabilitation,
where it is crucial to give control to those who may not have programming experience. Existing
frameworks to support novice programmers are almost entirely procedural, require understanding
code structure, and do not allow high-level specification of desired behavior.

Our system JESSIE (Just Express Specifications, Synthesize, and Interact) (see Figure 4) al-
lows nonprogrammers to quickly and easily specify complex robot behavior. Thus, clinicians can
specify custom behavior for personalized cognitive training regimens and reactions to keep peo-
ple engaged and focused on overarching goals, rather than concerning themselves with specific
implementation details or robot actions (19).

The contributions of this work were as follows. First, we presented JESSIE, which couples con-
trol synthesis methods with an accessible tangible specification interface. JESSIE enables users to
specify and synthesize social robot controllers that afford personalized activities, reactions, and be-
havioral constraints. Second, we demonstrated JESSIE in the context of enabling clinicians to de-
velop cognitive training regimens for people with MCI, promoting quick and easy customization.

Figure 4

The JESSIE (Just Express Specifications, Synthesize, and Interact) system. JESSIE employs control
synthesis with a tangible front end to enable people to create customizable programs for social robots within
the context of neurorehabilitation.
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Finally, we made JESSIE open source as an artifact to support reproducibility for other robotics
contexts (19).

By making the benefits of control synthesis accessible, JESSIE enabled clinicians who had no
prior experience programming robots to integrate their expert knowledge into cognitive ther-
apy sessions with personalized activities, reactions, and constraints. Our observations suggest that
JESSIE enables novice programmers to leverage control synthesis techniques to create complex,
interactive sessions with a social robot that would take more time to write and test with procedural
programming languages. Thus, this system will enable the robotics community to customize social
robot behavior, adapt to end-user preferences, and promote longitudinal HRI in numerous appli-
cation domains, extending the scalability, accessibility, and personalization of social robots (19).

In the future, we will explore how autonomous behavior adaptation methods can incorporate
expert knowledge, particularly for cognitive training. This will help avoid overreliance on already
overburdened caregivers and extend the scalability of this system.

8.2. Task-Independent Understanding of Preferences

Enabling robots to infer task-dependent goals and preferences of users will enable better collab-
oration with humans and faster learning on unseen tasks, particularly when working with people
who may require both physical and cognitive support from robots. To personalize behavior to
the individual needs of users, robots need to learn users’ unique preferences through interaction.
Current preference-learning techniques lack the ability to infer long-term, task-independent pref-
erences in interactive, incomplete-information settings.

Our preference-inference formulation, ORIRL, enables robots to infer user preferences solely
by observing user behavior in various tasks. The robot’s goal is to infer the user’s preferences in a
task-independent manner and to understand how these preferences lead to the observed behavior.

The contributions of this work were as follows. First, we presented ORIRL, which learns user
preferences through observation of a user. Second, we presented an algorithm based on maximum-
margin methods for performing this inference. Finally, we validated ORIRL in a realistic, long-
term robot-assisted interaction study (30).

Because it relies exclusively on observational data gathered as users complete tasks, ORIRL is
highly suitable for assistive robots working with users who are not robotics experts. Our novel for-
mulation successfully infers a user’s task-independent preferences and predicts features of a user’s
actions for unseen tasks, facilitating personalized workflows for each user. The ability to model a
user’s preferences across different situations over long time periods will improve personalization
and collaboration between users and robots (30).

In the future, we will seek to improve the features that map each user action in order to improve
system performance, learn preferences more quickly, and require less data.

8.3. Learning Shared Preferences from Multiple Users

In many scenarios, multiple agents may complete tasks in similar environments. In neurorehabil-
itation contexts, PwD may have similar preferences and may therefore exhibit similar reactions.
By aggregating the data they collect, each agent may learn to perform their respective tasks faster
by leveraging information gathered from the other agents.

We generalized the multiarmed bandit problem and formulated the e-multiplayer multiarmed
bandit problem, which models heterogeneous multitask learning in a multiagent setting. In this
problem, a set of M players (e.g., robots) are deployed to perform similar tasks, simultaneously
interacting with a set of actions/arms (e.g., an activity for PwD) and receiving feedback from
different reward distributions (e.g., a PwD’s personal preferences) for taking the same action;
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€ > 0 is a discrepancy parameter that upper bounds the pairwise distances between different re-
ward distributions for different players on the same arm. The players can communicate and share
information among one another, with a goal of minimizing their collective regret (116, 132).

The contributions of this work were threefold. First, we proposed an upper confidence bound
(UCB)-based algorithm that adaptively aggregates rewards collected by different players and is
robust against negative transfer. Second, we provided performance guarantees by showing that
when € is small, we improve our collected regret bound by a factor of M. Our algorithm also
exhibits robustness; we showed a fallback guarantee that when e is large and it is unsafe for the
players to aggregate data aggressively, our algorithm still has a performance no worse than that
of the baseline algorithm (UCB-1) (133) by a constant factor. Finally, we validated our algorithm
empirically on synthetic data (116, 132).

To our knowledge, this is the first algorithm for multiplayer bandit learning that is adaptive
and robust against dissimilarities between sources of data. The performance guarantees ensure
that robots can leverage information acquired from multiple users without negatively impacting
individuals. Thus, this approach is suitable for working with PwD, who may not have similar
preferences or reactions to robot behavior (116, 132).

In the future, we are interested in exploring this approach with other learning frameworks, such
as contextual bandits and MDPs. We will also evaluate our algorithms in real-world applications,
including cognitive training.

9. CONCLUSION

People with cognitive impairments are in a unique position where their needs and preferences
may change dramatically over the course of a training regimen. However, existing approaches
either assume that a person’s preferences stay constant throughout an interaction or do not take
their preferences into account at all. Thus, these approaches are not necessarily appropriate when
working with people with cognitive impairments. The development of new methods that consider
a person’s dynamic state can help improve the efficacy of robot-assisted neurorehabilitation, for
dementia and beyond.

The robots and methods discussed in this review can improve existing cognitive training prac-
tices, particularly in longitudinal home settings. By building on these approaches, behavior adapta-
tion methods can enable more engaging interactions between people and robots. Through studies
with stakeholders such as PwD and their clinicians and caregivers, robots can improve engagement
and sustainment to benefit people in countless contexts, from improving adherence to training
regimens to bettering their daily life.
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