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With the development of the Energy Internet of1ings (EIoT), it is of great practical significance to study the security strategy and
intelligent control system for solar thermal utilization system to optimize the operation efficiency and carry out intelligent
dynamic adjustment. For buildings integrated with solar water heating systems, computational fluid dynamics simulation was
used in analyzing the process of solar energy output. A method based on machine learning is proposed to predict energy
conversion. Besides, the simulation and analysis are carried out in combination with the possible safety problems such as the
vibration of the control system.1is paper proposed a novel platform of EIoTfor machine learning-based cybersecurity study and
implemented the platform for the temperature monitoring system. After the evaluation of the machine learning-based
cybersecurity study, the EIoT system demonstrated a high performance with the Extreme Gradient Boosting (XGBoost)
training algorithm.

1. Introduction

With the resonant coupling of multiple energy sources, the
new energy supply system under the background of the
Internet of 1ings will have the characteristics of multi-
energy complementation and synergy [1–3]. 1e traditional
thermal and electric demand response will gradually develop
into a comprehensive demand response suitable for inte-
grated energy systems.1e EIoT (Energy Internet of1ings)
has brought a better operation, monitoring, and manage-
ment mode for the new energy utilization systems. It uses
advanced sensors, control, and software applications to
connect a large number of equipment, machines, and sys-
tems at the energy production side, energy transmission
side, and energy consumption side to form the “Internet of
1ings foundation” [4]. Big data analysis, machine learning,
and prediction are the important technical support for the
EIoT to realize the life characteristics. 1erefore, in the solar
water heating system, the sensor measurement technology,
numerical simulation technology, Internet of 1ings tech-
nology, and machine learning technology can be used to

remote monitoring of the control parameters, heat gain, and
status of the solar water heating engineering system, so as to
realize the saving, comfortable, efficient and reliable water,
energy and heat consumption, which has strong practical
application value [5].

However, in the operation environment of EIoT, the
operation control of a high-proportion new energy system
highly relies on low-latency and highly reliable information
and communication technology, which brings excellent
technical challenges to the system’s network security
defense.

In the applications of IoT, in recent years, some critical
solutions have been put forward by many experts and
scholars to security issues. Xu [6] listed some security
problems and critical technologies of IoT. Mahmoud et al.
[7] provide eight frameworks for the security applications in
the IoT field, each of the framework addresses in detail the
security measures and the ability to fight against the attacks.
In each specific application scenario, faced with the security
demand of the smart home environment, Huichen Lin and
Neil Bergmann [8] proposed two critical technologies of
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auxiliary management to deal with these problems. Minoni
et al. [9] provided relevant tools and technologies to address
security vulnerabilities in e-health and assisted living ap-
plications. Baranwal et al. [10] designed a remote control and
monitoring device; it can be used for the security detection
of farmland, grain storage, and cold storage. At the same
time, ML can provide algorithm support for the designed
whole IoT system. For example, when we develop a system
that uses text data for classification, we can adopt the ML
method to process the data and set our system according to
the actual situation. 1e researchers above have given us an
idea to use ML to design a new platform for the temperature
monitoring system. 1e system is equipped with high se-
curity and privacy and can be applied to daily life.

(1) Create a new platform of EIoT for machine learning-
based cybersecurity study

(2) Propose a model stealing attack on the intelligent
energy supply system

(3) Implement the proposed intelligent energy supply
platform and model stealing attack

1e structure and content of this paper are organized as
follows: in Section 2, we review the related works on the
cyber-attacks withmachine learning for the EIoT.1emodel
stealing attack experiments are designed in the methodology
part, which is presented in Section 3. In the next section, the
performance of attacks on the medical platform was dem-
onstrated and discussed. In the last section, we summarize
the results and conclude this paper.

2. Related Work

Another algorithm in machine learning, the Random-
Forest algorithm, also is used in systems of IoT. In the face
of IoT security problems, Nawir et al. [11] directly
summarized various attacks into a well-structured clas-
sification to help researchers and developers, so that se-
curity measures can be planned appropriately in the
development of the IoT. Overall, with the extensive ap-
plication in IoT of various fields, the security of IoT will
always be a hot research direction. However, sometimes
existing solutions are insufficient to cover the security
range of IoT; machine learning (ML) technology can
provide embedded intelligence in IoT devices and net-
works to address security issues [12]. According to the
unique characteristics of IoT devices and environments,
Zeadally et al. [13] mentioned the relevant advantages of
ML algorithms. Gomes et al. [14] used this set of an al-
gorithm for indoor positioning of users in a smart home.
As a basic algorithm in machine learning, the XGBoost
algorithm is applied to a wide range of modern industries.
1e main advantage of XGBoost is its scalability, and
speed of execution is usually superior to other ML models
[15]. When dealing with classification problems, com-
pared to other models, XGBoost has better classification
accuracy [16]. In the field of IoT, sometimes XGBoost is
used as a method to detect if a system has been com-
promised [17]. In this paper, XGBoost has been applied to

solve our data classification; on this basis, our system is
also equipped with high security.

3. New Platform for Mobile and
Intelligent Medicine

3.1. EIoT System Design

3.1.1. Machine Learning Models for Monitoring Water In-
stantaneous Flow. In this article, we use RandomForest to
classify the water temperature measured from the water
tank outlet and then use XGBoost to steal the entire
network. RandomForest is a classifier containing multiple
decision trees, and its output category is determined by
the model number of the categories output by individual
trees. It was first proposed by Leo Breiman and Adele
Cutler. We can think of a decision tree as a collection of if-
then rules. Decision tree learning can be described by Pi �

Xi/M, i � 1, 2, . . .,N, in which x is the input instance
(eigenvector), M is the number of features, and i is the
class tag, i � 1, 2, . . ., N. N is the sample size [breiman] RF
constructs bagging integration on a decision tree-based
learner and further introduces random attribute selection
in the training process of the decision tree. XGBoost is a
tree integration model. Assuming that there are k trees, so
the sum of the predicted values of each of the k trees for
the sample is used as the prediction of the XGBoost model.

Given a dataset, including z samples and s features, T �

(xi, yi)􏼈 􏼉 (|T| � z, xiϵR
s, yiϵR).

1e output of the tree model is

􏽢yi � ∅ xi( 􏼁 � 􏽘
K

k�1
fk xi( 􏼁, fkεF. (1)

1e space of CART tree is F, as follows:

F � f(x) � ωq(x)􏽮 􏽯 q: R
s⟶ H,ωεRH

􏼐 􏼑, (2)

where q represents the model of the tree. Input a sample
and map the selection to the leaf node according to the
model to output the predicted score. ωq(x) represents the
set of fractions of all leaf nodes of tree Q; H is the number
of leaves in the tree q. 1erefore, it can be seen from
equation (1) that the predicted value of XGBoost is the
sum of the predicted values of each tree; namely, the sum
of the scores of the corresponding leaf nodes of each tree
(ω) i represents the score of the ith leaf node. Our goal is to
learn K tree models like this f(x). First, define a target
function:

L(ϕ) � 􏽘
i

l 􏽢yi, yi( 􏼁 + 􏽘
k

Ω fk( 􏼁, whereΩ(f) � cT +
1
2
λω2

.

(3)

1e optimization parameter of the XGBoost model is
model F (x), rather than an additive value, so we cannot
use traditional optimization methods to optimize the
Euclidean distance. We use additive training to learn the
model.
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3.2. Model Stealing Attack to the New Platform

3.2.1. Overview of the <reat Model. As we can see in
Figure 1, the IoT temperature control system is divided into
three different layers by us. In the player, we focus on
collecting the functions that users need to implement in this
system. In this article, it is precisely the temperature
monitoring of the water tank outlet; the second layer is the n
layer, focusing on modelling the entire user requirements. In
this article, the RandomForest algorithm is mainly used to
monitor the temperature of the water tank, and after ex-
periencing our system, users will provide suggestions, and
then we make improvements to our system based on these
suggestions. 1is layer is to feed back user opinions to us so
that our network can better meet customer needs.

Dividing the IoTnetwork into three different layers is the
result of consideration from the perspective of network
security. Doing so can reduce the risk of network attacks on
the entire system. In the perceptual layer, Ian et al. [18]
proposed the concept of input, which forms input by im-
posing small but deliberate worst-case perturbations on the
examples in the dataset, so that they can output a high-
confidence wrong answer.

For the solar hot water monitoring platform, its main
purpose is to monitor and effectively dispatch the relevant
data in the solar hot water system, such as monitoring the
water level data of the water tank, and setting different water
replenishment strategies according to the change of water
level; or setting different water temperature heating strate-
gies, so that the solar hot water system with insufficient
sunlight can heat up automatically in time. 1erefore, the
system needs to effectively receive the data from the data
acquisition end and establish the corresponding database, so
as to obtain the corresponding data change curve, such as the
water temperature change curve of the water tank, so as to
facilitate the subsequent prediction of the water temperature
change and set the corresponding maintenance strategy.

3.2.2. <eoretical Description of the Model Stealing Attack.
We will introduce how to use data stolen from an existing
target network (RandomForest in this case) to build our
copycat network, in this part. 1e importance of the whole
process is to use random natural data to instruct a network
of imitators from the existing target network. Two steps have
been included: the creation of pseudo training data is used to
train the imitator network. First, use the target network as a
grey box to label random natural data to generate a pseudo
dataset. 1en, use the pseudo dataset to train the simulated
network and copy the attributes of the target network
(Figure 2).

In Figure 2, we briefly explained how to build a copycat
network. Now, we will introduce this process in detail.
Corresponding to Figure 2, the entire copycat network
training process should be divided into two parts. 1e first
is an essential training set. 1e training set used by copycat
builds and the training set used by the target network are in
the same problem [19–21]. 1e point that needs to be
emphasized here is that although they use data in the same

problem domain, their datasets are not the same, because
random sampling is generally used when collecting data. If
there is a large amount of data duplication when adopting
the copycat dataset, we can also go online and use natural
data to augment the copycat dataset, so as to avoid copycat
and the target network using the same dataset and affecting
the final result judgment error. Importing the selected
dataset into the original professional network to steal the
corresponding labels is the most critical step for the entire
copycat network. At this time, the quality of the titles stolen
will often determine whether the copycat network can fully
implement the original network.

After using the copycat dataset to steal the appropriate
labels from the target network, the next step is to use these
datasets to train the selected network. In this article, we
chose the XGBoost t as the attack model. 1e reason for the
choice is that it is the same machine learning algorithm as
RandomForest, but there are also differences: RandomForest
processes data in serial, while XGBoost processes data [22].
It is parallel processing. 1is choice of the network also
proves the feasibility of our network attack from the side.
During training, we imported the copycat dataset and its
corresponding labels generated by ourselves into the
XGBoost network and imported the same test set as the
original network to determine whether the copycat network
we created can achieve the accuracy of the average tem-
perature and abnormal temperature in the input data
classification.

Next, we will explain the assignability of adversarial
samples. Suppose that the adversary is interested in classi-
fying the wrong sample and producing a hostile sample ω∗

�→

different from the model in which the class is assigned to the
legal input ω→. In the following optimization formula, we can
achieve this:

ω∗
�→

� ω→ + θ ω→where θ ω→ � argmin
α→

g(ω→ + α→)≠g(ω→).

(4)

ω∗
�→

is the hostile sample, and g is the activation function.
However, adversarial samples are often incorrectly classified
as g′ instead of g in practice. For the convenience of dis-
cussion, the concept of transferability of adversarial samples
is formalized [23]:

Modeling according to
user requirements

Perception layer

Organizing the 
requirements of users

Network layer

Application layer

Practical application

Feedback
Is attached to

Is associated with

Figure 1: EIoT system framework based on the temperature
control system.
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ΠY g, g′( 􏼁 � g′(ω→)≠g′ ω→ + θ ω→
��→

: ω→ ∈ Y􏼒 􏼓􏼚 􏼛

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (5)

Set Y represents expected input distribution solved by
the models g and g′ in the task. We divide the trans-
ferability of adversarial samples into two variables to
describe the models (g, g′). 1e first is the transferability
within the technology, the transferability between dif-
ferent parameter initializations of the same technology or
training models of different datasets (for example, g and
g′ are both deep learning networks or both support vector
machines (SVM)) is defined by which. Second, for cross-
technology transferability, two technologies can be used
to train models (for example, g is a deep learning network
and g′ is SVM).

4. Experiments and Results

4.1. Implementation of the Platform

4.1.1. Discussion on Specific Temperature Control System
Usage Scenarios and the Attack. 1e solar heating system is
the most widely used solar energy utilization system. 1e
dynamic modelling, characteristic analysis, and optimal
control of solar heating systems play an essential role in
promoting intelligent applications, safety, and conve-
nience. 1e numerical calculation method of the dynamic
thermal characteristics of the solar heating system is an
effective means for the thermal dynamic modelling and
analysis of the heating pipe network. However, the time
and space complexity of the numerical calculation method
are relatively large, and it is necessary to deeply analyze
the time and space of the numerical calculation method.
Due to its excellent algorithm, machine learning can
optimize the numerical calculation performance of the
thermal dynamics of the heating system, thereby pro-
viding a basis for the rapid analysis and optimization of
the non-steady thermal process of an extensive heating
network. Moreover, when the heating network performs

frequent and wide-range temperature and flows adjust-
ments, it may cause the control system to oscillate, which
in turn causes the dynamic instability and imbalance of
the heating network, so that our temperature control
system has its place.

1e intelligent solar heating control system based on
EIoT can be seen in Figure 3. Energy supply, storage and
transfer, energy management system, and energy con-
sumption have been contained within the system. 1e
working process of the whole system can be described as
follows: after the solar energy is captured by the energy
acquisition system, the energy is converted into thermal
energy for storage by heating cold water. After the energy
monitoring system determines that the output water tem-
perature reaches the safe water temperature, the energy will
be output to the user’s home.

4.1.2. Discussion on Specific Temperature Control System
Usage Scenarios and the Attack. In this section, a solar water
heating system for buildings is studied, and its hot water
output process is simulated by computational fluid dynamics
(CFD). Considering the actual operation of the solar balcony
wall hanging system, the inlet temperature of the circulating
working medium is set as 338K, and the initial water
temperature inside the water tank is 288K. 1e temperature
contours and velocity vector diagram change with time
when the mass flow rate of the circulating working medium
is 0.022 kg/s. 1e temperature and internal velocity fields
change with time as shown in Figure 4. When the inlet cold
water penetrates a certain height in the water tank, it falls
back. 1e falling fluid sucks hot water from its adjacent hot
water area, forcing the cooler fluid to move down to the
bottom of the solar water tank gradually. At the same time,
the hot water in the water tank is discharged through the
tank outlet. However, with the increase of time, the tem-
perature difference between the cold water and the hot water
decreases.

Text data
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Original
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ACGAN
model

Fake
dataset

CNN
model

Text data

Labels

Trained
ACGAN

Text data

Labels

Text data
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Grey box Thief
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Figure 2:1e figure shows how to steal a model from a trained network.1e entire network can be divided into two parts; that is, copycat is
divided into two parts. First of all, we see that the part on the left is the existing network, which is what we call the target network. It uses the
data we already have for training and testing, while the network on the right is the copycat network. Its basics are that it is based on a certain
cognition of the target network, and its training set and the training set used by the original network are in the same problem domain.
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After we monitored the temperature of the water
outlet of our experimental platform, we obtained a set of
temperature records at different times under the same
water flow conditions, including 909 sets of abnormal data
and 230 sets of average data. Here, we classify the data
based on the body’s tolerance to water temperature during
bathing: 310.15 (K) ∼ 315.15 (K). All temperatures data

within the range are classified as standard data, and data
outside this temperature range are classified as abnormal
data. 1e above is our design philosophy for the tem-
perature monitoring system of the Internet of 1ings.
However, if this temperature monitoring system is
attacked by the network, the following results will be
produced: the failure of the temperature alarm system will
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Figure 3: 1e intelligent solar heating control system based on EIoT.
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Figure 4: Temperature contours (top row) and velocity streamline (bottom row) in solar water storage tank in the discharging mode. (a)
(t)� 100 s, (b) (t)� 900 s, (c) (t)� 1800 s, (d) (t)� 2700 s, and (e) (t)� 3600 s.
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threaten the personal safety of users. 1e theft of the entire
network of the temperature control system will cause
direct economic losses to the owner. And the whole
copycat network we designed is based on stealing the
whole of RandomForest prediction system to warn our
system.

4.2. Performance of the Temperature Control System. 1e
confusion matrix is generally used to evaluate the network
output. 1e following is the definition of confusion ma-
trix. Confounding matrix is a situation analysis table that
summarizes the prediction results of classification models
in machine learning. In the form of matrix, records in the
dataset are summarized according to two criteria of real
classification and classification judgment predicted by
classification models. TP (True Positive), FN (False
Negative), FP (False Positive), and TN (True Negative) are
the four elements of the confusion matrix that reflect the
performance of the model [24]. A high proportion of TP
means that the performance of the entire network is
satisfied.

In the predictive classification model, the larger the
number of TP and TN, and the smaller the number of FP
and FN, the higher the prediction accuracy (as can be
seen from Figure 5). However, the calculations in the
confusion matrix are numbers. Sometimes, in the face of
large amounts of data, it is difficult to measure the
number of models by counting. 1erefore, the confusion
matrix is an extension of the secondary and tertiary
indicators (the lowest indicator addition, subtraction,
multiplication, and division) in the basic statistical re-
sults [25].

Acc �
tp + tn

tp + fp + fn + tn
,

Rec �
tp

tp + tn
,

pre �
tp

tp + tn
,

f1 � 2∗
Pre∗Rec
Pre + Rec

.

(6)

We analyzed the confusion matrix obtained by Ran-
domForest to classify the existing temperature dataset and
found that TP and TN accounted for the highest proportion
of the total output (278 + 60� 338, the total of which is 342).
Based on this data, we can draw a conclusion: using Ran-
domForest to create a temperature control system can get a
high accuracy.

Macro average refers to averaging the recall rates of
category 1 and category 0.1e weighted average is calculated
using the proportion of the sample as the weight. It can be
seen from the above table that our model has high prediction
accuracy. As can be seen from Table 1, our model has
reached a very high accuracy.
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Figure 5: 1e confusion matrix for average temperature and abnormal temperature prediction.

Table 1: Values of different indicators based on the source model.

Object Precision Recall F1-score
Normal T 0.94 1.00 0.97
Abnormal T 1.00 0.99 0.99
Macro avg 0.97 0.99 0.98
Weighted avg 0.99 0.99 0.99
Accuracy — — 0.99
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4.3. Effectiveness of Model Stealing Attack. A RandomForest
was trained to predict the average temperature and ab-
normal temperature. Based on the understanding of tem-
perature data, we set the maximum depth of the (decision)
tree in RandomForest to 30. In some other hyperparameters,
min_samples_leaf is set to 3, min_samples_split is set to 4,
n_estimators is set to 8000, and the values of verbose and
n_jobs are both set to 1 [26].1e implementation is based on
Pytorch and uses NVIDIA GTX 1070 GPU.

1e difference between the original network and the
copycat network is fully reflected in Figure 6. Although the
precision, recall, and F1-score values obtained by the copycat
network are about 15% lower than those of the original
network, the accuracy obtained by the copycat network is
6.1% higher than that of the original network, which is
enough to prove that the copycat network can pose a threat
to the original network.

Based on the data in Table 2, we can conclude that the
model that uses machine learning to classify text data can be
stolen by different kinds of machine learning. It can be seen
from Table 1 that, without considering the average tem-
perature output, the model we used XGBoost to steal can be
able to distinguish abnormal temperature data. So in terms
of classifying abnormal temperature, the model we stole can
already achieve this function.

5. Conclusions

A solar water temperature monitoring system based on the
Internet of 1ings was established in this article. Based on

the temperature monitoring system, we propose a Ran-
domForest for normal temperature and abnormal temper-
ature classification. In order to demonstrate the attack on the
established model on the IoT platform, an XGBoost model
was built by using a small number of labeled samples to steal
the known target model. Experimental results show that the
replication model can successfully replicate the performance
of the target RandomForest, with small performance dif-
ferences. 1e success of this attack shows that intellectual
property rights such as artificial intelligence models similar
to temperature monitoring systems that have been suc-
cessfully established can be stolen. How to effectively solve
these problems has become an urgent problem in the field of
deep learning.
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