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Abstract
fMRI studies have reported three regions in human ventral visual cortex that respond selectively to
faces: the occipital face area (OFA), the fusiform face area (FFA), and a face-selective region in the
superior temporal sulcus (fSTS). Here, we asked whether these areas respond to two first-order
aspects of the face argued to be important for face perception, face parts (eyes, nose, and mouth),
and the T-shaped spatial configuration of these parts. Specifically, we measured the magnitude of
response in these areas to stimuli that (i) either contained real face parts, or did not, and (ii) either
had veridical face configurations, or did not. The OFA and the fSTS were sensitive only to the
presence of real face parts, not to the correct configuration of those parts, whereas the FFA was
sensitive to both face parts and face configuration. Further, only in the FFA is the response to
configuration and part information correlated across voxels, suggesting that the FFA contains a
unified representation that includes both kinds of information. In combination with prior results from
fMRI, TMS, MEG, and patient studies, our data illuminate the functional division of labor in the
OFA, FFA, and fSTS.

INTRODUCTION
Prior work with fMRI has identified three face-selective regions in occipito-temporal cortex:
the fusiform face area (FFA) (1997; McCarthy, Puce, Gore, & Allison, 1997), found in the
mid-fusiform gyrus; the occipital face area (OFA) (Gauthier et al., 2000), found in the lateral
inferior occipital gyri; and a face-selective region in the posterior part of the superior temporal
sulcus that we will refer to here as the “fSTS” (Allison, Puce, & McCarthy, 2000; Hoffman &
Haxby, 2000). Despite considerable research, the precise role of each of these regions in face
perception remains unclear. Here, we approached this question by asking what aspects of the
face stimulus each of these regions is sensitive to: the configuration of the face (i.e., the T-
shaped configuration of eyes above nose above mouth), and/or the presence of individual face
parts (i.e., eyes, nose, and mouth).

Several prior studies suggest a functional division of labor among the three face-selective
regions, with each apparently involved in a different aspect of face perception. Specifically,
several studies have supported the hypothesis (Calder & Young, 2005; Haxby, Hoffman, &
Gobbini, 2000) that the OFA and the FFA are more involved in recognition of individual
identity, whereas the fSTS is more involved in recognition of social information in faces. For
example, the FFA and the OFA, but not the fSTS, are correlated trial-by-trial with successful
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detection and identification of faces (Grill-Spector, Knouf, & Kanwisher, 2004), whereas
attention to eye-gaze direction of faces (vs. identity of the same faces) increases the fMRI
response of the fSTS but not the FFA or the OFA (Hoffman & Haxby, 2000; see also Winston,
Henson, Fine-Goulden, & Dolan, 2004). Further evidence showing that the FFA and the OFA
are necessary for determining face identity comes from the fact that the critical lesion site for
apperceptive prosopagnosia is in the region of the FFA (Riddoch, Johnston, Bracewell,
Boutsen, & Humphreys, 2008; Barton, Press, Keenan, & O’Connor, 2002; Wada & Yamamoto,
2001) and/or OFA (Steeves et al., 2006; Rossion et al., 2003) as defined by anatomical
coordinates.

Almost all prior work on these regions has investigated the effect of task or repetition on
second-order aspects of face stimuli, that is, how one individual face differs from another.
Here, we ask the more basic first-order question of how the response of each region is affected
by the mere presence (vs. absence) of basic properties of face stimuli: face parts (eyes, nose,
and mouth) and the basic T-shaped face configuration of those parts. Given that face processing
is, in large part, automatic (Vuilleumier, 2000), the stimulus manipulations used here may be
stronger than the relatively weak (Hoffman & Haxby, 2000) or nonexistent (Yovel &
Kanwisher, 2004) effects of task manipulations on face-selective regions tested in prior work.
Any differences between face-selective regions in the aspects of face stimuli they respond to
should provide clues about the function of those regions. For example, prior evidence linking
the FFA to face identification suggests that this region must be sensitive to both face parts and
face configurations, as both are relevant to face identification. Consistent with this hypothesis,
Yovel and Kanwisher (2004) found strong activation in the FFA when subjects discriminated
between faces either on the basis of part appearance or part spacing. On the other hand, the
higher response in the fSTS during an eye-gaze direction discrimination task than an identity
discrimination task (Hoffman & Haxby, 2000) and the recent report of a patient with a
circumscribed STS lesion with a deficit in gaze perception (Akiyama et al., 2006) suggest that
this region may be more sensitive to face parts (at least eyes). Although the functional profile
of the OFA is harder to predict, several lines of evidence suggest that it may be more selective
for face parts (Pitcher, Walsh, Yovel, & Duchaine, 2007; McCarthy, Puce, Belger, & Allison,
1999), and for “earlier” representations closer to the physical properties of faces (Rotshtein,
Henson, Treves, Driver, & Dolan, 2005; Tanskanen, Nasanen, Montez, Paallysaho, & Hari,
2005).

Here, we measured the response of the OFA, FFA and fSTS to the first-order properties of face
stimuli by decomposing face stimuli into two relatively independent and intuitively natural
components: face configuration and face parts. Specifically, we measured fMRI responses to
face stimuli in which we orthogonally varied whether the images contained: (a) real face parts
versus solid black ovals in the corresponding locations; and (b) veridical face configurations
versus rearranged nonface configurations (Figure 1). Because external contours (a roughly oval
shape with hair on the top and sides) may interact with the processing of internal face features
(Sinha & Poggio, 1996), we varied part and configuration information both in the context of
whole faces (including external contours) and in versions of the same stimuli from which
external contours were removed, leaving only a bounding rectangle around the central face
region. During the scan, subjects were instructed to passively view the images to minimize
biases toward specific aspects of the face stimuli that may arise in the context of a given face
task. Based on previous reports, we predicted that the response of the FFA would depend
strongly on the presence of both a veridical face configuration and veridical face parts, whereas
the responses of the OFA and the fSTS would depend more strongly on the presence of real
face parts in the stimuli.
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METHODS
Subjects

Nine subjects (age 18–45; 7 men) participated in the study, which was conducted at the
Athinoula A. Martinos Center for Biomedical Imaging at the Massachusetts General Hospital,
Charlestown, MA. All subjects were right-handed, and had normal or corrected-to-normal
vision. The fMRI protocol was approved by both MIT COUHES and by the Partner’s IRB.
Informed consent was obtained from all subjects before participating.

Stimuli
Eight stimulus categories (Figure 1) were constructed from veridical face photographs by
orthogonally eliminating versus preserving face parts (i.e., eyes, nose, mouth), face
configurations, and external contours (i.e., hairline, chin, ears). To vary whether information
about face parts and face configuration was present, face parts were either intact, or were
replaced by black ovals in their corresponding locations, and face configurations were either
left intact, or were rearranged into novel nonface configurations. The size of the ovals was
approximately matched to the actual size of corresponding face parts in each face stimulus,
and the arrangements of nonface configurations varied across exemplars. The effect of external
contours was eliminated by cropping stimuli to show the central face region only. In addition,
two other stimulus categories were included for comparison: photographs of houses, and
images containing only external contours. There were 50 exemplars from each stimulus
category, and each exemplar occurred twice in the whole session (i.e., 100 trials per category).

Experimental Procedure
Each subject participated in a single session consisting of (1) two blocked-design functional
localizer scans, and (2) 10 event-related experimental scans. The localizer scan lasted 5 min
and 15 sec and consisted of sixteen 15-sec epochs with fixation periods interleaved. During
each epoch, 20 different photographs of a given stimulus category (frontal-view human faces
or familiar objects) were shown. Each photograph was presented for 300 msec followed by a
blank interval of 450 msec. The experimental scan contained a total of 176 trials, with 10
experimental trials for each of the 10 conditions (8 stimulus manipulations plus house and
external-feature-only conditions) plus 76 fixation trials. A new trial began every 1.5 sec. In
each trial, an image from the relevant condition (subtending about 6.2° by 6.2° visual angle)
was presented at the center of gaze for 300 msec followed by a fixation-only interval of 1.2
sec. The order of conditions was counter-balanced using the optseq2 program
(http://surfer.nmr.mgh.harvard.edu/optseq) so that trials from each condition, including the
fixation condition (i.e., temporal jitter), were preceded, on average, equally often by trials from
each of the other conditions.

Subjects pressed a button whenever they saw two identical pictures in a row (1-back task) in
the localizer scan, and in the experimental scan they fixated on a black dot continuously present
in the center, and passively viewed stimuli displayed in a pseudorandom order.

Scanning Procedures and Data Analysis
Scanning was done on a 3-T Siemens Trio scanner, using a custom eight-channel phased-array
surface coil (built by Dr. Lawrence Wald), which provided a relatively high spatial resolution
and signal-to-noise ratio in posterior brain regions. Fifteen 2-mm-thick (20% skip) near-axial
slices were collected (in-plane resolution = 1.4 × 1.4 mm), oriented parallel to each subject’s
temporal cortex to cover the inferior portion of the occipital lobes as well as the posterior
portion of the temporal lobes, including the OFA, the FFA and part of the STS. T2*-weighted,
gradient-echo, echo-planar imaging procedures were used (TR = 3 sec, TE = 32 msec, flip

Liu et al. Page 3

J Cogn Neurosci. Author manuscript; available in PMC 2010 June 23.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

http://surfer.nmr.mgh.harvard.edu/optseq


angle = 90°). Motion correction, intensity normalization, and spatial smoothing (FWHM = 3
mm) were performed prior to signal averaging (FreeSurfer functional analysis stream,
Cortechs, Charlestown, MA).

Face-selective regions of interest (ROIs) were identified separately for each subject and
hemisphere from the localizer scan. Specifically, the FFA was defined as the set of contiguous
voxels in the mid-fusiform gyrus that showed significantly higher responses to front-view
human faces compared to familiar objects (p < 10−4, uncorrected). The OFA and the fSTS were
defined in the same way but localized in inferior occipital cortex and the STS, respectively
(Figure 2). Finally, a non-face-selective region, the lateral occipital (LO), was also localized
by the contrast of objects versus faces. This region was designed to serve as a control for the
possible con-founding role of attention because stimuli with black ovals may not attract as
much attention as those with face parts. For the ROI analysis, percent signal change data were
extracted and averaged by condition across all 10 runs and all voxels within each subject’s
predefined ROIs. Because the fMRI response typically lags 4 to 6 sec after the neural response,
the magnitude of the ROI activity was measured as the average percentage change in MR signal
at the latency of 6 and 9 sec (TR = 3) compared to a fixation as a baseline.

In addition to the traditional ROI-based analysis, we also employed multivoxel pattern analysis
(O’Toole et al., 2007; Haynes & Rees, 2006; Norman, Polyn, Detre, & Haxby, 2006) to
examine whether face configurations and face parts were represented by the same or different
sets of neuronal populations in the previously defined ROIs. Rather than pooling the responses
across voxels, we measured the sensitivity of each voxel to configural effect (indexed by the
t value for that voxel comparing conditions with vs. without face configurations) and featural
effect (indexed by the t value for that voxel comparing conditions with vs. without parts). For
this analysis, the data were first re-preprocessed without spatial smoothing so as to maximize
the sensitivity to any information present in the spatial pattern of response. Finally, the
correlation across voxels was then calculated between these two sets of t values to measure the
similarity of the spatial activation patterns of these two effects.

RESULTS
The FFA and the OFA were successfully localized in both hemispheres of all subjects. Analysis
of the data from the experimental scan showed no difference in the pattern of response between
the right and left hemispheres for each of the ROIs (ps > .1). Therefore, analysis of these two
regions was based on a pooled analysis in which right- and left-hemisphere voxels were
combined in each ROI. The right fSTS was localized in all nine subjects, whereas the left fSTS
was found in only four subjects. Therefore, the analysis of the fSTS was carried out in the right
fSTS only. Having identified the ROIs in each subject, we then calculated the magnitude of
the BOLD response in each of these ROIs in each of the conditions of the main experiments.
These data were used to examine what stimulus information each of the three ROIs is sensitive
to.

The magnitude of the response of each ROI to each stimulus condition (Supplementary Figure
1) was analyzed in a four-way ANOVA, where the factors were face-selective cortical region
(OFA vs. FFA vs. fSTS), face parts (real vs. black ovals), face configurations (veridical vs.
scrambled), and external contours (external contours vs. square cutouts). This ANOVA found
significant main effects of cortical region [F(2, 8) = 28.0, p < .001], face parts [F(1, 8) = 180.2,
p < .001], and external contours [F(1, 8) = 53.6, p < .001]. The significant interactions of
cortical region by face configuration [F(2, 7) = 12.7, p < .005], by face parts [F(2, 7) = 28.0,
p < .001], and by external contours [F(2, 7) = 21.8, p < .001] indicated that the amount of
information about each of these dimensions differs across ROIs. No other main effects, or two-
way, three-way, or four-way interactions reached significance (all ps > .1). In addition, these
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predefined ROIs also showed a significantly higher response to faces than nonfaces (i.e.,
houses) in the experimental scans (ps < .01), indicating that the localizer-defined face-selective
regions were reliably face selective.

The significant main effect of face parts was also found individually in each region, indicating
that all three face-selective regions are sensitive to face parts. Specifically, FFA [F(1, 8) =
426.7, p < .001], OFA [F(1, 8) = 89.0, p < .001], and fSTS [F(1, 8) = 31.1, p < .001] responses
were each independently significantly higher when real face parts rather than black ovals were
present (Figure 3, left). This featural effect was observed independent of whether the face
configuration was present [FFA: F(1, 8) = 95.7, p < .001; OFA: F(1, 8) = 22.0, p < .002; fSTS:
F(1, 8) = 23.1, p < .001] or absent [FFA: F(1, 8) = 55.7, p < .001; OFA: F(1, 8) = 54.8, p < .
001; fSTS: F(1, 8) = 9.1, p < .02]. Nonetheless, the sensitivity to face parts varies across face-
selective regions as the featural effect was significantly higher in both the FFA and the OFA
than that in the fSTS [FFA vs. fSTS: F(1, 8) = 45.6, p < .001; OFA vs. fSTS: F(1, 8) = 22.3,
p < .002; FFA vs. OFA: F < 1]. Finally, the higher response to parts is unlikely to reflect an
overall attentional bias favoring stimuli with parts because the higher response to parts was
not found in the non-face-selective region LO (F < 1).

Much like the responses to face parts, the FFA [F(1, 8) = 37.4, p < .001], OFA [F(1, 8) = 70.8,
p < .001], and fSTS (F(1, 8) = 23.5, p < .001) also showed a greater response to the stimuli
with external contours compared to stimuli from which the external contours were cropped
(Supplementary Figure 2). In addition, the sensitivity to external contours was the highest in
the FFA [FFA vs. OFA: F(1, 8) = 6.3, p < .05], and the lowest in the fSTS [OFA vs. fSTS: F
(1, 8) = 15.4, p < .002].

However, only the FFA, not the OFA or the fSTS, is sensitive to face configurations. This was
revealed by the previously mentioned significant interaction of cortical regions by face
configuration, along with a significant configural effect for the FFA [F(1, 8) = 11.8, p < .01],
but not for the OFA or the fSTS (both Fs < 1) (Figure 3, right). This interaction of cortical
region by face configuration was observed independent of whether the face parts were present
[FFA vs. OFA: F(1, 8) = 17.3, p < .001] or absent [FFA vs. OFA: F(1, 8) = 12.0, p < .005]. In
addition, no significant interaction of face configurations by face parts in the FFA was observed
[F(1, 8) < 1], consistent with the fact that the FFA showed a significantly larger response to
stimuli with face configurations regardless of whether face parts were present [F(1, 8) = 5.7,
p < .05] or absent [F(1, 8) = 11.3, p < .01].

Are face parts and face configurations represented by a single neural population in the FFA,
or does the FFA contain distinct neural populations, one responsive only to face parts and
another responsive only to face configurations? To test these two alternatives, we used
multivoxel pattern analysis to compare the similarity between the spatial activation pattern of
face configurations and that of face parts. Specifically, a t value was extracted for the configural
effect (stimuli with face configurations–stimuli without) and the featural effect (stimuli with
face parts–stimuli without) for each voxel within the FFA in each subject, and then a correlation
between these two sets of t values was calculated, separately for each subject. The correlation
score of the right FFA’s spatial activation patterns of two effects from a representative subject
is shown in Figure 4A (r = .29, p < .001). To check further the distribution of r values against
chance, we used a permutation test that randomly shuffled the pairings between the configural
and featural effect for each voxel 1000 times and computed a correlation coefficient each time.
This gave us random distributions of r values for each ROI, which enabled us to measure the
difference between the observed r value and the mean of the shuffled r values in Z-score units.
The Z score of the r value for this subject shown in Figure 4B was 7.8, which was significantly
different from the mean value (r = 0) of the correlation coefficients from the permutation test
(p < .001). Eight out of nine subjects showed significant Z scores (evaluated at p < .02) in the
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FFA, which was significantly greater than chance (χ2 = 5.4, p < .02), suggesting that the FFA
not only is sensitive to both face configurations and face parts, but also is engaged in integrating
them into a single holistic representation. Similar correlations between configural and featural
effects among voxels were not observed in the OFA and the fSTS (ps > .3).

DISCUSSION
In this study, we measured the extent to which two first-order aspects of face stimuli, the
presence of face parts and the configuration of those parts, drive three face-selective regions
in occipito-temporal cortex, namely, the OFA, the FFA, and the fSTS. We find that the OFA
and the fSTS are sensitive to the presence of face parts in the stimulus but not to the presence
of a veridical face configuration, whereas the FFA is sensitive to both kinds of information.
Further, only in the FFA is the response to configuration and part information correlated across
voxels, implying that the FFA contains a unified representation that includes both kinds of
information. These results dovetail interestingly with a number of recent findings that
collectively help specify the functional division of labor and connectivity between the different
face-selective regions in the human ventral visual pathway.

Our results fit most strikingly with those of Pitcher et al. (2007), who applied TMS to the right
OFA and selectively disrupted subjects’ ability to discriminate faces on the basis of differences
in face parts, but not differences in the spacing among those parts. Importantly, that study found
that this disruption occurred at a relatively early latency, only when TMS was applied 60 and
100 msec after stimulus onset, not later. Although this study manipulated the second-order
property of face parts (i.e., the shape of face parts), whereas we measured the first-order
property (i.e., the presence vs. absence of face parts), it clearly reinforces our finding that the
OFA is involved in the analysis of face parts but not face configurations, and further shows
that the OFA is not only activated by but necessary for the analysis of face parts (see also
Rossion et al., 2003), and that it conducts a relatively early stage of face processing.

The idea that the OFA conducts an earlier stage of face processing than the FFA is consistent
with its location posterior to the FFA as well as the fact that its response is more biased to the
contralateral hemifield than that of the FFA (Hemond, Kanwisher, & Op de Beeck, 2007). This
idea is further consistent with the hypothesis that the OFA is the source of the face-selective
M100 response, whereas the FFA is the source of the face-selective M170 response (Liu,
Harris, & Kanwisher, 2002; Halgren, Raij, Marinkovic, Jousmaki, & Hari, 2000; but see
McCarthy et al., 1999; Bentin, Allison, Puce, Perez, & McCarthy, 1996 for evidence that the
FFA may not be the source of the N170 measured with ERPs). That hypothesis, if correct,
provides another link to the present data because an MEG experiment parallel to that described
here (Liu et al., 2002) found that the face-selective M100 response is sensitive only to face
parts, whereas the M170 is sensitive to both face parts and face configurations.

In contrast to the OFA, the FFA responded both to the presence of face parts and to their
veridical configuration. This finding is generally consistent with previous studies that have
shown a link between the neural activity of the FFA and behavioral signatures of the holistic
processing of faces, including the face-inversion effect (Mazard, Schiltz, & Rossion, 2006;
Yovel & Kanwisher, 2005; Gauthier, Tarr, Anderson, Skudlarski, & Gore, 1999; Haxby et al.,
1999; Kanwisher, Tong, & Nakayama, 1998; but see Aguirre, Singh, & D’Esposito, 1999), the
composite effect (Schiltz & Rossion, 2006), and the discrimination of the fine distance among
face parts (Rotshtein, Geng, Driver, & Dolan, 2007; Yovel & Kanwisher, 2004; Barton et al.,
2002; but see Maurer et al., 2007). However, our findings of a similar response to face
configurations and face parts in the right and left FFAs do not fit straightforwardly with the
findings of a previous study (Rossion et al., 2000), which found a higher response in the region
of the right FFA when subjects attended to a whole face relative to a face part and the opposite
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pattern in the region of the left FFA. Although the reason for this discrepancy is not clear, the
paradigms are quite different, with Rossion et al. (2000) relying on an attention/task
manipulation, and our study relying on a stimulus manipulation. Other studies have found both
FFAs to be involved in processing configural information of faces, with the right FFA showing
either no higher engagement (Yovel & Kanwisher, 2005; Haxby et al., 1999) or only a slight
preference for configural processing (Mazard et al., 2006; Schiltz & Rossion, 2006).

Thus, considerable converging evidence suggests that the OFA conducts an early analysis of
faces that is necessary for the perception of face parts, and the FFA conducts a later analysis
of both the parts and configurations of faces (see also Calder & Young, 2005; Haxby et al.,
2000). An obvious extension of the above conclusion is the speculation that the FFA and the
OFA comprise a hierarchical network for face perception with the FFA inheriting the part
sensitivity of the OFA, and then further integrating or elaborating this information to include
sensitivity to the spatial configuration of these parts. This hierarchical representation of faces
seems to reflect a widely held view, according to which global properties of an object are
represented by the activity of neurons that receive convergent input from populations of
neurons that encode relatively simple and local features of the object at lower levels in the
hierarchy (Lerner, Hendler, Ben-Bashat, Harel, & Malach, 2001; Tanaka, 1996; Barlow,
1972). Consistent with this hypothesis, high spatial frequencies have been found to be critical
for identifying face parts, whereas low spatial frequencies are more important for
discriminating spacing differences between those parts (Goffaux, Hault, Michel, Vuong, &
Rossion, 2005), suggesting that the OFA and the FFA may process faces at difference scales,
with local properties of face extracted in the OFA and then more global properties in the FFA
for further global processing (see also Tanskanen et al., 2005).

Although the hierarchical hypothesis is plausible, several considerations suggest that the OFA
is not the only input to the FFA. First, given that the OFA is responsive only to face parts and
not to face-like configurations of ovals, it cannot be the only input to the FFA, which responded
to face-like configurations of ovals in the present study. That is, the representation of face parts
in the OFA is not a necessary intermediate step for the representation of face configurations
in the FFA. Second, both intact discrimination of face spacing (Pitcher et al., 2007) and
activation of the FFA (Steeves et al., 2006; Rossion et al., 2003) can occur when the OFA is
disrupted. Thus, although the OFA likely sends input to the FFA, the FFA likely receives input
from other areas as well (see also Barbeau et al., 2008; Allison, Puce, Spencer, & McCarthy,
1999; Halgren et al., 1994).

Our further finding that the response to face parts and face configurations is correlated across
voxels in the FFA is consistent with several other lines of evidence for an integrated, holistic
representation that contains both kinds of information. First, Yovel and Kanwisher (in press)
have found high correlations across subjects in performance discriminating face parts and face
spacing, but only for upright faces, consistent with the idea that a common mechanism is
engaged in the analysis of both kinds of information. Second, although Schiltz and Rossion
(2006) found evidence for holistic representations in both the OFA and the FFA using
“composite” face stimuli, this effect was largest for the FFA. Third, recent work manipulated
binocular disparity of stimuli so that faces were perceived either as wholes or parts and again
found that, although both the OFA and the FFA have both holistic and part-based
representations, only in the FFA are such representations modulated by familiarity (Harris &
Aguirre, 2008). These lines of evidence indicate that information about different aspects of the
face (parts and configuration) is ultimately integrated into a single holistic representation of
the face, and this holistic representation may reside in the FFA (see also Rotshtein et al.,
2007).
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Much like the OFA, the fSTS was sensitive only to face parts, not face configurations. This
finding is generally consistent with prior findings implicating this region in the discrimination
of gaze direction and expression. However, the OFA and the fSTS may extract different aspects
of information from face parts. For example, a recent fMRI study reports that the fSTS was
activated by the directional information from eye gaze but not from the physical properties of
the eyes, whereas the OFA showed the opposite pattern (Materna, Dicke, & Thier, 2008). On
the other hand, even gaze and expression perception are presumably clearer in faces with
veridical configurations than faces with parts rearranged, which seems inconsistent with our
finding that the fSTS was sensitive only to face parts. One possibility is that the STS regions
previously implicated in the perception of gaze and expression may not be identical to the
region tested here (see also Winston et al., 2004).

Finally, our finding that all three face-selective regions are sensitive to the external contours
of faces suggests that this aspect of faces is also used for constructing the representation of
faces at different stages of face processing. Indeed, when fine-grained details of the internal
face features are missing, the coarse information of external features may help to detect faces
among objects (see also Cox, Meyers, & Sinha, 2004). Further, a change of the external
contours can actually alter our identification of faces even when the internal features remain
constantly (Sinha & Poggio, 1996; Haig, 1986). Alternatively, the sensitivity to the external
contours of the face-selective regions may reflect the remnant of its critical role in recognizing
faces for infants and children which becomes less important with age compared to the internal
features (Want, Pascalis, Coleman, & Blades, 2003; Campbell & Tuck, 1995; Campbell,
Walker, & Baron-Cohen, 1995). Further investigations are necessary to reveal the functional
role of the external contours of faces in these three face-selective regions.

In sum, the current data dovetail with prior results from fMRI, TMS, MEG, and patient studies
to indicate that the OFA is selectively involved in perceptual processing of face parts, whereas
the FFA processes both the parts and configurations of faces. Although a feedforward model
from the OFA to the FFA and the fSTS is likely to be part of the story (e.g., Rotshtein et al.,
2007), several mysteries remain for future investigation. First, how can activation of the FFA
and processing of face spacing can be preserved when the OFA is disrupted? Second, what is
the role of the anterior temporal lobe in face perception (Behrmann, Avidan, Gao, & Black,
2007; Kriegeskorte, Formisano, Sorger, & Goebel, 2007)? Third, by what route does face
information reach the fSTS? These and other mysteries will require better methods for tracking
the responses of each of these regions over time to discover how exactly information flows in
this face processing network.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Stimulus manipulations. The 2 × 2 design involved orthogonal manipulation of the presence
versus absence of face parts (eyes, nose, and mouth; horizontal axis) and face configurations
(the placement of these parts in a face arrangement vs. scrambled arrangement; vertical axis).
External contours were either intact or removed.
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Figure 2.
Face-selective regions, the OFA, FFA, and fSTS, from an fMRI localizer scan (p < 10−4,
uncorrected) in the right hemisphere of a typical subject, shown on a flattened surface. Sulci
are shown in dark gray and gyri in light gray. Talairach coordinates and statistics for each ROI
from a group analysis (right hemisphere): OFA (BA 18), coordinates = 46, −78, −7, voxel
number = 118, max t value = 4.6; FFA (BA 37), coordinates = 43, −53, −12, voxel number =
71, max t value = 3.9; fSTS (BA 22), coordinates = 60, −51, 9, voxel number = 259, max t
value = 6.3.
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Figure 3.
Responses of the FFA, the OFA, and the fSTS to face parts and configurations. Featural effect
(left): The stimuli were pooled by the presence (black) versus absence (gray) of face parts. The
hemodynamic responses of the face-selective regions were averaged across voxels, stimulus
categories, and subjects. The y-axis indicates the percent signal change. The error bars show
the standard error of the mean of the BOLD responses across subjects. Configural effect (right):
The stimuli were pooled by whether stimuli contain veridical face configurations or not.
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Figure 4.
The correlation of the configural and featural effect in the FFA from a typical subject. (A) The
featural effect was significantly correlated with the configural effect indexed by t values across
voxels in both the right (r = .29) and left (r = .24, not shown) FFA. (B) Distribution of correlation
coefficients for randomly shuffled pairs of configural and part effect across voxels pooled from
both the right and left FFA. The vertical dotted line indicates the mean value (r = 0) of the
correlation coefficients from the permutation test, and the solid line indicates the observed
correlation coefficient.
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