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Abstract

Millions of adults worldwide are faced with the task of learning a second language (L2). 

Understanding the neural mechanisms that support this learning process is an important area of 

scientific inquiry. However, most previous studies on the neural mechanisms underlying L2 

acquisition have focused on characterizing the results of learning, relying upon end-state outcome 

measures in which learning is assessed after it has occurred, rather than on the learning process 

itself. In the present study, we adopted a novel and more direct approach to investigate neural 

mechanisms engaged during L2 learning, in which we recorded ERPs from beginning adult 

learners as they were exposed to an unfamiliar L2 for the first time. Learners’ proficiency in the 

L2 was then assessed behaviorally using a grammaticality judgment task, and ERP data acquired 

during initial L2 exposure were sorted as a function of performance on this task. High proficiency 

learners showed a larger N100 effect to open-class content words compared to closed-class 

function words, while low proficiency learners did not show a significant N100 difference 

between open- and closed-class words. In contrast, amplitude of the N400 word category effect 

correlated with learners’ L2 comprehension, rather than predicting syntactic learning. Taken 

together, these results indicate that learners who spontaneously direct greater attention to open- 

rather than closed-class words when processing L2 input show better syntactic learning, 

suggesting a link between selective attention to open-class content words and acquisition of basic 

morphosyntactic rules. These findings highlight the importance of selective attention mechanisms 

for L2 acquisition.

Introduction

The ability to acquire a second language (L2) as an adult is becoming increasingly important 

in today's multi-cultural world, and the neural mechanisms that support this ability are an 

important topic of scientific inquiry. Most studies on the neural mechanisms supporting L2 

acquisition have relied upon end-state outcome measures, in which the results of learning 

are assessed after learning has occurred. For example, McLaughlin, Osterhout and Kim 

(2004) found that L2 learners show an N400 effect to L2 pseudowords after 14 hours of 

classroom instruction. Similarly, a number of studies have demonstrated that L2 learners 

elicit P600 effects to syntactic violations after relatively short periods of classroom 

instruction (McLaughlin et al., 2010; Osterhout et al., 2008), or after brief periods of 

NIH Public Access
Author Manuscript
J Cogn Neurosci. Author manuscript; available in PMC 2015 September 01.

Published in final edited form as:
J Cogn Neurosci. 2014 September ; 26(9): 2005–2020. doi:10.1162/jocn_a_00618.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



laboratory training (e.g., Mueller et al., 2005; Batterink & Neville, 2013; Davidson & 

Indefrey, 2008). While these findings have provided important insight into the neural 

mechanisms underlying L2 processing, such findings characterize the results of learning, 

rather than the learning process per se.

An alternative approach, which may be better suited to understanding the neural 

mechanisms involved in the learning process itself, involves the online recording of neural 

activity during learning. Such an approach has been most widely used in the memory 

literature, by studies employing the subsequent memory paradigm (e.g., Paller, Kutas & 

Mayes, 1987; Paller, McCarthy, & Wood, 1988; Neville, Kutas, Chsney & Schmidt, 1986; 

Schott et al., 2002; Roeder, Rosler, & Neville, 2001). In the most common variant of this 

paradigm, participants’ ERPs are recorded while they encode a list of items. Participants are 

subsequently tested on these items, and ERP data from the initial encoding period are sorted 

as a function of participants’ subsequent memory for each item. The difference in the neural 

response to remembered versus forgotten items is referred to as the Dm effect, operationally 

defined as the “difference based on later memory performance” (Paller, Kutas & Mayes, 

1987). ERP studies using this procedure typically find that subsequently remembered items 

elicit a late positivity, usually occurring between 400 to 800 msec post-stimulus and 

distributed over centro-parietal recording sites (e.g., Schott et al., 2002; Roeder, Rosler, & 

Neville, 2001; Paller, 1990; Paller, McCarthy, & Wood, 1988; Paller, Kutas, & Mayes, 

1987; Neville et al., 1986). This positivity has been proposed to index elaborative encoding 

and consolidation processes engaged for the formation of distinctive memory traces 

(Mitchell et al., 1993; Besson et al., 1992; Van Petten et al., 1991). The Dm effect has also 

been shown to be sensitive to individual differences in encoding strategy, with dissociations 

occurring between participants who use elaborative rehearsal compared to the less effective 

rote rehearsal strategies (Karis, Fabiani & Donchin, 1984).

More recently, online recordings of neural activity have also been used to investigate neural 

mechanisms involved in statistical learning. In this approach, learners’ ERP (or fMRI) data 

are recorded while they are exposed to complex auditory or visual patterns, such as a 

continuous speech stream composed of nonsense words (e.g., Karuza et al., 2013; Abla et 

al., 2008, 2009; Cunillera et al., 2006, 2009). After the initial exposure period, learning is 

assessed behaviorally, typically with a familiarity judgment task in which learners must 

discriminate between previously-presented and novel sequences. ERP data are then sorted 

on the basis of participants’ individual performance, for example by dividing participants 

into groups of high and low performers. Studies following this approach have found that 

better statistical learning, as assessed by the subsequent familiarity task, is associated with 

enhanced N100 and/or N400 effects to sequence onsets during initial exposure (Abla et al., 

2008; 2009; De Diego Balaguer et al., 2007; Sanders et al., 2002). Both the N100 and the 

N400 have been proposed to index online speech segmentation processes in this context, 

which occur earlier and more robustly in better learners (Abla et al., 2008; Cunillera et al., 

2006; Sanders et al., 2002). Specifically, the N400 has been proposed to index lexical 

search, which depends upon the successful segmentation and identification of the recently 

learned words (Sanders et al., 2002). In contrast, the N100 may reflect learners’ greater 

allocation of attention to the onsets of sequences (Sanders et al., 2002). At a domain-general 
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level, the N100 is known to be a sensitive index of selective attention—the ability to attend 

to one type of input while suppressing distracting stimuli. Attended stimuli elicit larger 

N100 potentials than the same stimuli when unattended (e.g., Hillyard, Hink, Schwent & 

Picton, 1973; Van Voorhis & Hillyard, 1977; Hink, Hillyard & Benson, 1978; Hansen & 

Hillyard, 1980), suggesting that the N100 indexes an early sensory gain control mechanism 

of attention (Luck, Woodman & Vogel, 2000). Thus, the finding that the N100 predicts 

learning success suggests that selective attention to sequence onsets is an important 

component of statistical learning.

In sum, recordings of neural activity during learning have proven to be a powerful approach 

to understanding mechanisms involved in both long-term memory formation as well as 

statistical learning. However, this method has seldom been employed to examine other types 

of human learning. In the current study, we applied this approach to investigate the neural 

mechanisms involved in the early stages of adult L2 acquisition. Of the many different types 

of human learning, the study of L2 acquisition may be particularly likely to benefit from this 

type of approach. It has long been noted that there is a tremendous degree of individual 

variation in L2 acquisition (for reviews, see Segalowitz, 1997; Dornyei, 2005; Ellis, 2004). 

Adult L2 learners often attain drastically different levels of proficiency, even when factors 

such as age, native language, educational level, and L2 experience are similar. By using 

ERPs to index learning processes that occur during early L2 exposure, neural and cognitive 

mechanisms that contribute to high levels of L2 attainment may be identified. Identifying 

such mechanisms may yield new insight into why some L2 learners are more successful than 

others, even when they share comparable backgrounds and experience similar learning 

environments.

One candidate mechanism that may predict L2 acquisition success is the level of attention 

that learners direct towards particular linguistic elements in L2 input. This idea is central to 

a number of theoretical accounts of L2 acquisition, which propose that attention plays a key 

facilitative role in L2 development (e.g., VanPatten, 1996, 2004, 2007; Tomlin & Villa, 

1994; Schmidt, 1990, 2001; Robinson, 1996, Robinson et al., 2012). For example, 

VanPatten's Input Processing model assumes that the processing capacity of L2 learners is 

limited, and that only certain grammatical features receive attention during processing. 

Grammatical elements that are not attended will not be fully processed, preventing learners 

from making form-meaning connections and delaying acquisition of these features. 

Similarly, Schmidt's Noticing Hypothesis argues that learners must somehow notice 

elements in the L2 input for learning to occur. Schmidt views awareness and attention as 

essentially isomorphic, proposing that attention controls access to awareness and is thus 

necessary for subsequent learning. Tomlin and Villa (1994) also contend that attention is 

necessary for learning, though their view of the role of awareness diverges from Schmidt's 

account. According to their model, attention functions to enhance detection, defined as the 

cognitive registration of stimuli that does not require awareness, which in turn leads to 

further processing and learning. Finally, Robinson (1995, 2012) describes an attentional 

model that accommodates both Schmidt's Noticing Hypothesis and Tomlin and Villa's 

theory. Robinson argues that only a subset of input that is detected is subsequently focally 

attended and noticed; it is this focally attended input that is then available for learning. Of 
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relevance to the present study, Robinson also proposes that individual differences in 

memory and attentional capacity affect the extent of noticing, ultimately predicting 

subsequent L2 learning. In sum, all of these theories propose that the mere perception of 

certain L2 elements may not be sufficient to support learning and that attention plays a key 

role in facilitating L2 acquisition.

The recording of neural activity during L2 learning represents a valuable tool to test these 

ideas, providing an online index of where learners spontaneously direct their attention when 

processing L2 input. Attention- and language-related ERP effects can then be related to 

subsequent L2 performance, providing insight into optimal L2 processing strategies for 

beginning adult learners. Following this approach, we recorded ERPs from beginning adult 

learners as they were exposed to a novel L2 for the first time. We presented learners with a 

set of simple, syntactically correct L2 sentences, paired with pictures in order to illustrate 

their meaning. After the initial exposure period, we behaviorally assessed L2 syntactic 

learning using a grammaticality judgment task (GJT), and then sorted participants’ ERP data 

as a function of their subsequent performance. We used performance on the grammaticality 

judgment task as a measure of L2 proficiency because grammatical sensitivity is theorized to 

be an important component of language aptitude (e.g., Carroll, 1981; Skehan, 2002). 

Further, the acquisition of L2 grammatical rules typically poses a particular challenge for L2 

speakers (e.g., Johnson & Newport, 1989; Weber-Fox & Neville, 1996), and thus assessing 

learning mechanisms that contribute to this ability is especially important. (Nonetheless, it is 

important to note that this assessment of proficiency is rather limited, and does not include 

many other abilities known to be important for L2 attainment, such as verbal fluency, 

vocabulary, language comprehension, and communicative competence).

In order to facilitate learning, no syntactic violations were presented during the initial 

exposure period, and thus we focused on comparing the ERP response to words that 

primarily provide semantic information (open-class words) with those that primarily carry 

syntactic information (closed-class words). Previous studies have established that these two 

word categories elicit different ERPs in native speakers, with three major differences 

emerging (Neville, Mills, & Lawson, 1992; Weber-Fox & Neville, 2001; Brown, Hagoort, 

and ter Keurs, 1999; Munte et al., 2001). The N280 component, a negativity that is typically 

maximal over left anterior scalp, has been reported to be larger and/or to peak earlier for 

closed-class words relative to open-class words. In contrast, the N400 component, as a 

marker of semantic processing, is typically much larger for open-class words. Finally, from 

400 to 700 msec, a slow negative potential is generally elicited by closed-class words, and 

not by open-class words. Since word category is typically confounded with other factors 

such as word length, word frequency, number of repetitions, and even low-level visual 

differences, there has been a great deal of debate regarding the functional interpretation of 

these word class differences (e.g., Neville et al., 1992; Brown et al., 1999; Munte et al., 

2001; Brunelliere et al., 2005; Osterhout, Allen & McLaughlin, 2002; Osterhout, Bersick & 

McKinnon, 1997). Nonetheless, the important finding for the present study is that reliable 

differences are observed to open- and closed-class words. This feature allows us to examine 

word category ERP effects during normal canonical sentence processing in a group of L2 

learners, without having to introduce syntactic violations that could slow or prevent 

language learning. In the present study, our primary goal was to compare word class effects 
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between learners in order to examine whether ERPs recorded during learning may predict 

learners’ subsequent proficiency, rather than investigating the functional significance of the 

ERP word class effects per se.

Based upon findings from the Dm and statistical learning literatures, we hypothesized that 

learners’ sensitivity to differences between open- and closed-class words—as indexed by 

their ERPs during early L2 exposure—would predict their subsequent proficiency. Guided 

by theoretical models of L2 acquisition, we further hypothesized that ERP differences 

between successful and unsuccessful learners would at least partially reflect differences in 

attentional mechanisms engaged during L2 learning. Regarding which specific ERP effects 

would be predictive of later performance, perhaps the most comparable studies have been 

those investigating statistical learning, in which learners’ ERPs are recorded during initial 

exposure and then divided based on their individual performance on a subsequent test. 

Although L2 syntactic learning is quite different from statistical learning on the surface, 

these two types of learning both depend upon a learner's sensitivity to predictable sequences 

or patterns, and thus L2 syntactic learning may rely upon some of the same mechanisms that 

have been implicated in statistical learning.

As described previously, statistical learning studies have indicated that the N100 is 

associated with statistical learning and often predicts subsequent performance, with good 

learners eliciting larger N100s to sequence onsets than poor learners (Cunillera et al., 2006; 

Abla et al., 2008; Sanders et al., 2002). This N100 effect is thought to reflect learners’ 

greater allocation of attention to the onsets of sequences, which are the most unpredictable 

units that occur in the stimulus stream (Sanders et al., 2002). Based on these findings, we 

hypothesized that a differential N100 response to open- versus closed-class words may 

predict subsequent proficiency, with better learners showing a larger attentional 

enhancement to less predictable, more semantically meaningful open-class words compared 

to closed-class words. By directing greater attention to open class words, learners may better 

encode the morphological endings of these words, leading to better syntactic learning. Such 

an effect would be consistent with theoretical accounts of L2 acquisition, described 

previously, which posit a key role of attention in L2 development (e.g., VanPatten, 2007; 

Tomlin & Villa, 1994; Schmidt, 2001; Robinson, 1996). Another effect commonly reported 

by studies of statistical learning is a larger N400 effect to sequence onsets in good learners 

compared to poor learners. This effect is thought to reflect the identification of recently 

segmented words and corresponding lexical search processes (Abla et al., 2008; Cunillera et 

al., 2006; Sanders et al., 2002). Given these results, we also hypothesized that better learners 

may show a larger N400 effect than poor learners to open- versus closed-class words, 

indexing better recognition of novel content words and corresponding efforts to link these 

words with their conceptual representations. We also considered the possibility that the 

N400, as a marker of semantic processing, may be more strongly related to semantic 

learning compared to syntactic learning, and thus also examined the relationship between 

N400 amplitude and overall comprehension.

In addition to examining whether the N100 and N400 components were sensitive to 

subsequent syntactic learning, we also conducted exploratory analyses to investigate 

whether ERPs at any other time window predicted later proficiency. This analysis allowed 
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us to broadly test our hypothesis that ERPs recorded during L2 learning would be sensitive 

to subsequent proficiency.

Finally, in order to confirm that learners processed the novel L2 stimuli in a language-like 

way, we examined previously reported word category effects (the N280, the N400, and the 

late negative shift; Neville et al., 1992; Weber-Fox & Neville, 2001; Brown et al., 1999; 

Munte et al., 2001), in both our group of learners as well as an additional group of native 

speakers.

Method

Participants

Sixty-seven native English speakers (33 women, mean age = 21.6 years) were recruited at 

the University of Oregon to participate in the experiment. All participants were carefully 

screened to ensure that they had never studied French or another Romance language in 

school or been otherwise exposed to a Romance language to a significant degree. Because 

the data described in this paper were collected as part of a larger study on the effects of 

implicit and explicit L2 training conditions (Batterink & Neville, 2013), participants were 

randomly assigned to either an implicit (n = 44) or an explicit (n = 23) training condition, 

described in greater detail in the Procedure.1 (A larger number of participants were assigned 

to the implicit condition because behavioral performance of implicitly trained participants 

was more variable). All participants in both training conditions were right-handed. Implicit 

and explicit groups did not significantly differ in terms of age, gender, number of L2s 

studied, years of L2 study, prior study of a richly inflected language (e.g., German or 

Russian), or age of first exposure to an L2 (all p values > .2). Based on performance on the 

subsequent grammaticality judgment task (described in detail below), all learners were 

eventually divided by median-split into a high proficiency and low proficiency group. High- 

and low-proficiency groups also did not significantly differ in age, gender, number of L2s 

studied, years of L2 study, prior study of a richly inflected language, or age of first exposure 

to an L2 (all p values > 0.2; see Table 1). Significantly more implicitly trained learners 

comprised the low proficiency group, and significantly more explicitly trained learners 

contributed to the high proficiency group, as reflected in the finding that explicitly-trained 

participants outperformed implicitly-trained participants on the grammaticality judgment 

task (χ2(1) = 17.7, p < 0.001; Table 1).

In addition, data from 24 native French speakers (21 women, mean age = 26.4 years) run on 

the same paradigm were analyzed in order to directly compare word class effects in native 

speakers and in very early L2 learners. French-speaking participants’ countries of origin 

included France (n = 18), Cameroon (n = 3), Belgium (n = 1), Burkina Faso (n = 1), and 

Italy (n = 1). All French speakers were born to at least one native French-speaking parent, 

spoke French in the home from infancy, and considered French to be their native language. 

Four French-speaking participants were left-handed.

1Because the hypotheses for the present study did not relate to training condition and there were no significant effects of training 
condition on any of our ERP effects, we collapse across training condition in all analyses in order to increase our statistical power.
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All participants had normal or corrected-to-normal vision and had no history of neurological 

problems. Three participants in total (2 from the implicit group and 1 from the explicit 

group) were excluded from EEG analyses because of excessive EEG artifact. Two additional 

native French speakers were excluded from all analyses because of abnormally poor 

performance on the grammaticality judgment task (both below 66% accuracy).

Stimuli

Training task—In the initial training paradigm, short narratives made up of simple French 

sentences that conformed to the same subject–verb–object (SVO) grammatical structure 

were presented. Each sentence contained five words, consisting of an article, noun, direct 

verb, a second article, and a second noun. This “miniature” French language was 

intentionally designed to consist of only a limited number of words and a small set of 

syntactic rules to facilitate learning. Only three articles (definite articles le masc sing, la

fem sing, and les plural) and two verb conjugations (third-person singular and plural) were used 

throughout the training paradigm. A small pool of open-class words (98 nouns and 56 verbs) 

was frequently repeated across sentences and narratives (mean number of repetitions = 7). 

Nouns generally referred to people or common, everyday objects in the environment (e.g., 

boy, girl, dog, cat, bicycle, cookie). Verbs followed the regular French “-er” infinitive 

conjugation pattern and generally referred to simple actions that could be easily illustrated 

(e.g., eat, throw, catch). All sentences conformed to three grammatical rules: (a) article–

noun agreement (e.g., le garçon/les garçons = “thesing boy/ theplural boys”), (b) subject–verb 

agreement (e.g., le garçon mange/les garçons mangent = “the boy eatssing/the boys 

eatplural”), and (c) correct word order (e.g., Le garçon mange le gateau = “The boy eats the 

cake.”).

To illustrate meaning, each sentence was paired with an accompanying picture. The picture 

was presented for 3 sec before the onset of the sentence. The picture was then faded out to 

reduce its visibility, and a fixation box was presented below the faded image. Next, the 

sentence was presented one word at a time in the center of the fixation box; each word had a 

duration of 400 msec with a 200-msec ISI. Both the faded image and fixation box stayed on 

the screen until 1500 msec after the onset of the final word. To ensure adequate attention, 

two alternative multiple-choice comprehension questions were presented after every 

narrative. The questions were in English, although the possible responses were French 

nouns. The questions focused on both subject and object nouns of the sentences; syntactic 

agreement was not probed. Examples of comprehension questions include “Who caught the 

ball?” (possible responses: le chien [the dog], le chat [the cat]) and “What did the girls 

buy?” (possible responses: la robe [the dress], les souliers [the shoes]). A total of 357 

sentences, comprising 18 narratives, were presented. The number of sentences comprising 

each narrative ranged from 12 to 29 (average = 20 sentences). Examples of the sentences 

and pictures used in training are shown in Figure 1A. All stimuli were presented on a 

computer monitor placed approximately 140 cm away from the participant.

Grammaticality judgment task—A grammaticality judgment task was used to assess 

participants’ learning of the syntactic rules of the novel language. In this task, new sentences 

that either conformed to or violated the grammatical rules established during the initial 
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training phase were displayed. These sentences consisted of new verbs and nouns to which 

participants had not been previously exposed during training. Articles and verb conjugation 

endings did not differ from the forms that had been used in the training paradigm. As 

illustrated in Figure 1B, three grammatical constructions were tested: article–noun 

agreement, subject–verb agreement, and word order. Article–noun violations comprised 

number agreement mismatches between articles and nouns (e.g., Le garcons* = “thesing 

boys”). Subject–verb violations consisted of incorrectly inflected verbs that disagreed in 

number with the subject (e.g, Le garçon mangent* = “the boy eatplural”). Word order 

violations were made up of sentences in which an article was immediately followed by an 

inflected third-person-plural verb instead of a noun (e.g., Les mangent* = “theplural eat”) or 

in which a noun was immediately followed by another noun instead of a verb (e.g., Les 

livres garçons = “theplural books boys”). Each sentence containing a grammatical violation 

was matched with a grammatically correct control sentence. A total of 240 sentences were 

presented, with 40 sentences in each of the six conditions (article–noun violation, article–

noun canonical control, subject–verb violation, subject–verb canonical control, word order 

violation, word order canonical control). Sentences were presented visually one word at a 

time, and participants made off-line grammaticality judgments to each sentence.

Procedure

Participants were tested individually in a single 2.5 hour session. After application of an 

electrode cap, participants were seated in a comfortable chair in a dimly lit, acoustically and 

electrically shielded booth. Participants assigned to the implicit group were told that they 

would be reading stories in a foreign language that were paired with pictures to aid 

comprehension. They were instructed to read the sentences carefully, to follow each story as 

well as they could, and to learn as many of the new foreign language words as possible. No 

mention was made of grammar or of the upcoming grammaticality judgment task. 

Participants assigned to the explicit group were also informed that they would be reading 

stories in a foreign language. However, before the training task began, they were given a 

sheet of paper with a list and description of each of the grammatical rules of mini-French. 

They were told to read these rules carefully and informed that they would be tested on these 

rules in the second part of the experiment. They were further instructed that all of the 

sentences in the exposure task would conform to these grammatical rules and were asked to 

focus on both the grammar and meaning of these sentences. Additional details concerning 

the two training conditions have been previously published (Batterink & Neville, 2013). The 

training task took approximately 1 hour to complete.

The grammaticality judgment task was performed immediately after the training task. 

Participants in the implicit group were told that all of the sentences that they had read were 

examples of grammatically correct sentences and that, based on the knowledge that they had 

acquired during the training phase, they would now need to decide whether new sentences in 

the same language were grammatically correct or incorrect. Participants in the explicit group 

were instructed to judge whether each sentence was correct or incorrect based on the rules 

that they had learned in the training phase.
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Native French speakers performed the same paradigm. They were instructed simply to read 

the sentences in the training task for comprehension and to judge each sentence in the 

grammaticality judgment task as grammatically correct or incorrect.

ERP Recording and Analysis

EEG data were collected throughout the training task and the grammaticality judgment task. 

Only data from the training task are reported here; data from the grammaticality judgment 

were reported in a previous publication (Batterink & Neville, 2013). EEG was recorded at a 

sampling rate of 512 Hz from 64 Ag–AgCl- tipped electrodes attached to an electrode cap 

using the 10–20 system. Recordings were made with the Active- Two system (Biosemi, 

Amsterdam, Netherlands), which does not require impedance measurements, an online 

reference, or gain adjustments. Additional electrodes were placed on the left and right 

mastoid, at the outer canthi of both eyes, and below the right eye. Scalp signals were 

recorded relative to the Common Mode Sense active electrode and then re-referenced off-

line to the algebraic average of the left and right mastoid. In order to facilitate recognition of 

eye artifacts during data cleaning, a separate HEOG channel was computed by referencing 

the left and right horizontal eye channels to one another and a separate VEOG channel was 

computed by referencing the vertical eye channel to FP1.

ERP analyses were carried out using EEGLAB (Delorme & Makeig, 2004). Data were band-

pass filtered from 0.1 to 20 Hz. Next, epochs beginning 300 ms prior to the onset of the first 

word in each sentence and continuing until 1000 ms after the final word of the sentence 

(total epoch length = 3700 ms) were extracted. Data containing large or paroxysmal artifacts 

or movement artifacts were identified by visual inspection and removed from further 

analysis. Data (excluding the computed HEOG and VEOG channels) were then submitted to 

an independent component analysis (ICA) using the extended runica routine of EEGLAB 

software. Ocular artifacts were identified from component scalp topographies and the 

component time series and removed, and ICA-cleaned data were then subjected to a manual 

artifact correction step to detect any residual or atypical ocular artifacts not removed 

completely with ICA. Finally, epochs time-locked to the onset of the first, second, third, and 

fourth word of each sentence were extracted from −100 to 600 ms.

To avoid sentence wrap-up effects (e.g. Osterhout, Holcomb & Swinney, 1994; Hagoort, 

2003), sentence-final words were not included in open-class word averages (closed-class 

words never occurred in sentence-final positions). Thus, open-class averages included the 

first noun and verb from every sentence (but not the last noun), while closed-class averages 

included both the first and second article. After artifact rejection, there were a total of 41518 

open-class word trials and 41606 closed-class word trials across all learners. The number of 

trials identified as artifacts and rejected from analysis did not differ between the high 

proficiency (mean = 118 trials out of 1428) and low proficiency participants (mean = 140 

trials out of 1428; t(62) = 1.05, p = 0.30).

In order to increase the signal-to-noise ratio over the 64 channels, amplitudes were averaged 

across neighboring electrodes to form nine channel groups of interest for statistical analysis 

(left anterior region: AF7, AF3, F7, F5, F3; left central region: FT7, FC5, FC3, T7, C5, C3; 

left posterior region: TP7, CP5, CP3, P7, P5, P3, PO7, PO3; midline anterior region: AFZ, 
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F1, FZ, F2; midline central region: FC1, FCZ, FC2, C1, CZ, C2; midline posterior region: 

CP1, CPZ, CP2, P1, PZ, P2, POZ; right anterior region: AF4, AF8, F4, F6, F8; Right central 

region: FC4, FC6, FT8, C4, C6, T8; right posterior region: CP4, CP6, TP8, P4, P6, P8, PO4, 

PO8).

First, general word class effects—the N280, the N400, and the late negative shift—were 

examined in both L2 learners and in native speakers in order to examine whether learners 

processed the L2 stimuli in a language-like way. Mean amplitudes for these components 

were computed using time windows selected on the basis of visual inspection of the 

waveforms and on previously published findings. The N280 time window was selected from 

200 to 380 msec post-stimulus, the N400 time-window was selected from 300 to 400 msec 

post-stimulus, and the late negative shift was captured from 400 to 600 msec post-stimulus. 

All measurements were computed relative to a 100 msec prestimulus baseline. Repeated 

measures ANOVAs were conducted with group (native, non-native) included as a between-

subjects factor, and with the three distributional factors described above as within-subjects 

factors.

To address the main hypothesis of the study, that N100 and N400 effects to open- versus 

closed-class words presented during initial L2 exposure would predict subsequent 

proficiency, mean amplitudes for the N100 and N400 to open- and closed-class words were 

computed for each learner. Mean N100 amplitude was computed from 100 to 120 msec 

post-stimulus for open-class words, and from 130 to 150 msec post-stimulus for closed class 

words, as the N100 effect peaked earlier for open-class words than closed-class words. 

Mean N400 amplitude was again computed from 300 to 400 msec post-stimulus for both 

open- and closed class words. The N100 and N400 word-class effects were calculated by 

subtracting the response to closed-class words from the response elicited by open-class 

words, within each time window. Multiple regression was then used to test whether N100 

and N400 differences between open- and closed-class words predicted subsequent 

proficiency. Separate multiple regression analyses were conducted for both time windows, 

using d’ on the grammaticality judgment task as the dependent variable and mean amplitude 

of the word class effect at each of the nine electrode regions as the predictors. If a model 

was found to significantly predict subsequent performance on the grammaticality judgment 

task, a series of simple linear regression analyses were used to examine which electrode 

regions individually predicted performance, using d’ on the grammaticality judgment task as 

the dependent variable and mean ERP amplitude at a single electrode region as the predictor 

variable.

Group analyses were also conducted in order to examine N100 and N400 grand averages as 

a function of proficiency. Learners were divided by median-split into high- and low- 

proficiency groups. Group differences in mean amplitude of the N100 and N400 were 

analyzed using separate repeated-measures ANOVAs, including word class (open, closed), 

left/right (left-hemisphere, midline, right-hemisphere), and anterior/posterior (anterior, 

central posterior) as within-subjects factors and group (high proficiency, low proficiency) as 

a between-subjects factor. Where significant group differences were found, effects within 

each group were quantified in follow-up analyses using separate ANOVAs for each group. 

An additional follow-up analysis examined whether significant group effects changed during 
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the training session. In this analysis, the training session was divided into 9 equal blocks (2 

stories per block). A repeated-measures ANOVA was then conducted with group (high 

proficiency, low proficiency) as a between-subjects factor and block (1-9), word class, and 

the three distributional factors as within-subjects factors.

In addition, as a broad test of whether ERPs during any time window were sensitive to 

subsequent performance on the grammaticality judgment task, we conducted an exploratory 

analysis designed to examine potential proficiency effects over the entire averaging epoch 

(−100 to 600 msec). A running independent samples t-test comparing high and low 

proficiency groups at each time point and electrode location was conducted. Significant p-

values (p < 0.05) were then plotted superimposed over a grand average of the group 

difference waves, allowing us to visualize any ERP components that were potentially 

sensitive to subsequent proficiency. Any effect that persisted for at least 50 msec and was 

evident across at least 4 neighboring channels was identified as a candidate for further 

analysis.

Finally, we examined whether N100 and N400 effects correlated with online 

comprehension, with the caveat that our two-alternative forced choice comprehension 

questions were primarily designed to ensure that learners paid adequate attention to the L2 

stories and represent a rather crude measure of online comprehension.

Results

Behavioral Results

Training task—All learners performed well on the comprehension task of the training 

paradigm (mean percentage correct = 94% (5%)), indicating that they paid adequate 

attention to the presented stimuli. Native French speakers achieved significantly higher 

comprehension scores than learners (mean = 99% (2%); t(84) = 5.89, p < .001).

Grammaticality judgment task—As expected, performance on the subsequent 

grammaticality judgment task was highly variable across participants, with scores ranging 

from at-chance to ceiling levels (mean d’ score = 1.66 (SD = 1.45); range in d’ scores = −0.1 

to 4.52, mean accuracy = 72% (18%); range in accuracy = 48% to 99%). As a group, 

implicitly-trained participants performed more poorly than explicitly-trained participants 

(t(62) = 7.20, p < 0.001), though both groups scored significantly above chance (implicit 

group: mean accuracy = 64% (14%); mean d’ score = 0.96 (1.0); t(41) = 6.18, p < 0.001; 

explicit group: mean accuracy = 89% (13%); mean d’ score = 3.00 (1.2); t(21) = 11.56, p < 

0.001).

Across all learners, performance was significantly lower in the verb agreement condition (d’ 

= 1.42 (1.72)) relative to the other two conditions (omnibus ANOVA: F(2,126) = 7.01, p = 

0.002; contrast: F(1,63) = 10.1, p = 0.002). Performance did not significantly differ between 

the noun agreement condition (d’ = 1.73 (1.49)) and the word order condition (d’ = 1.85 

(1.48); contrast: F(1,63) = 1.44, p = 0.235). Training condition did not interact with 

differences in performance on the three grammatical conditions (F(2,124) = 0.95, p = 0.38). 

Performance on the three grammatical conditions was highly correlated across learners (all r 
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values > 0.77, all p values < 0.001), indicating that learners who successfully learned one 

grammatical rule were also more likely to acquire the other two rules.

Native French speakers performed near ceiling on this task, significantly outperforming the 

non-native learners (mean accuracy = 97% (3%); mean d’ score = 3.96 (0.56); t(84) = 10.57, 

p < 0.001).

High versus Low Proficiency Groups

As described in the Methods, participants were divided by median-split into high- and low-

proficiency groups based upon overall performance on the grammaticality judgment task. 

Comprehension scores during the initial training task did not significantly differ between 

learners who were subsequently assigned to the high and low proficiency groups (high 

proficiency group mean = 95% (6%); low proficiency group mean = 93% (5%), t(62) = 1.35, 

p = 0.18). Similarly, there was no significant correlation between performance on the 

comprehension task and on the subsequent grammaticality judgment task across learners (r 

= 0.20, p = 0.11).

ERP Results

General Word Class Effects in Native Speakers and Early L2 Learners—
Characteristic word class effects that are typically observed in native speakers—the N280, 

the N400, and the late negative shift—were also observed in our L2 learners, establishing 

that learners processed the novel L2 stimuli in a language-like way (Figure 2). Nonetheless, 

some differences between groups were also observed, described in more detail below.

N280 time window (200 to 380 msec): Native French speakers showed a significantly 

larger N280 effect, reflecting a greater negativity to closed-class words relative to open-class 

words, than L2 learners (NS versus L2 Group: F(1,84) = 8.06, p = 0.006). Step-down 

analyses revealed that the N280 was nonetheless significant in both native French speakers 

as well as non-native learners, with similar distributions in both groups, maximal over left 

anterior sites (Native group: Word Class: F(1,21) = 11.91, p = 0.002; Word Class × Left/

Right: F(2,42) = 6.74, p = 0.004; Word Class × Ant/Post: F(2,42) = 6.03, p = 0.016; Non-

native group: Word Class × Left/Right: F(2,126) = 7.82, p = 0.001; Word Class × Ant/Post: 

F(2,126) = 21.1, p < 0.001; Follow-up ANOVA over left anterior region: Word Class: 

F(1,63) = 12.63, p = 0.001; Figure 2).

N400 time window (300 to 400 msec): Non-native learners showed a significantly larger 

N400 effect than native French speakers (NS versus L2 Group × Word Class: F(1,84) = 

6.93, p = 0.010). During this time-window, native French speakers showed an extended 

negativity to closed-class words that was maximal over left anterior sites (Word Class: 

F(1,21) = 4.39, p = 0.049; Word Class × Left/Right: F(2,42) = 13.99, p < 0.001; Word Class 

× Ant/Post: F(2,42) = 6.79, p =0.012). While a hint of an N400 effect can be seen over 

midline posterior electrodes (Figure 2), this effect did not reach significance, even when the 

analysis was restricted to this region (p > 0.3). In contrast, non-native learners showed a 

robust N400 effect with a typical distribution, largest over midline posterior electrodes 
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(Word Class: F(1,63) = 4.71, p = 0.034; Word Class × Left/Right: F(2, 126) = 10.67, p < 

0.001; Word Class × Ant/Post: F(2,126) = 16.62, p < 0.001; Figure 2).

Late negative shift (400 to 600 msec): Both native French speakers and non-native learners 

showed a similar late negative effect to closed-class words, maximal over left anterior/

central electrodes sites (Word Class (across groups): F(1,84) = 65.1, p < 0.001; Word Class 

× Left/Right: F(2,168) = 39.7, p < 0.001; Word Class × Left/Right × Ant/Post: F(4, 336) = 

23.9, p < 0.001). There were no significant differences in either the amplitude or the 

distribution of this effect between the two groups (NS versus L2 Group × Word Class: 

F(1,84) = 2.06, p = 0.16; all distribution interactions p > 0.14). Unlike most previous studies 

(e.g., Neville et al., 1992; Weber-Fox & Neville, 2001; Brown et al., 1999), ERPs to closed-

class words did not show a clear return to baseline between the N280 and the late negative 

shift (Figure 2).

Hypothesis-driven analyses—We now turn to analyses designed to test the main 

hypothesis of the study, that N100 and N400 differences between open- and closed-class 

words predict subsequent proficiency.

Effects of training condition on N100 and N400 word-class effects: Training condition 

(implicit or explicit) did not have a significant effect on word class effects during either the 

N100 or N400 time window (Training × Word Class: N100: F(1,62) = 0.97, p = 0.33, all 

interactions ns, p > 0.4; N400: F(1,62) = 0.95, p = 0.33, all interactions ns, p > 0.3). Thus, 

we collapsed across implicitly and explicitly trained learners, excluding training condition as 

a factor, in all subsequent ERP analyses.

ERP word class effects predictive of subsequent proficiency in L2 learners

N100 time window

Regression analyses: Across all learners, N100 word class amplitude significantly predicted 

subsequent performance on the grammaticality judgment task (F(9,54) = 2.31, p = 0.028; R2 

= 0.28). Follow-up analyses conducted over individual electrode regions showed that N100 

mean amplitude significantly predicted proficiency at the midline anterior (R = 0.259, p = 

0.039), midline central (R = 0.313, p = 0.012), midline posterior (R = 0.285, p = 0.023), right 

anterior (R = 0.330, p = 0.008), and right central (R= 0.306, p = 0.014) regions (Figure 3). 

To confirm that these relationships were not simply the result of individual differences in 

overall engagement with the task, we examined whether the N100 word-class effect 

continued to predict performance on the grammaticality judgment task after controlling for 

comprehension performance. Results from this analysis changed very little from the original 

analysis (midline anterior: R = 0.282, p = 0.025, midline central: R = 0.315, p = 0.012, 

midline posterior: R = 0.281, p = 0.025, right anterior: R = 0.325, p = 0.009, and right 

central: R = 0.284, p = 0.024).

High versus low proficiency group analysis: As shown in Figure 4, high and low 

proficiency learners (divided by median split) showed significant differences in the N100 

word-class effect, measured as the difference in N100 amplitude elicited by open-class 

versus closed-class words (Proficiency Group × Word Class: F(1,62) = 5.13, p = 0.027). 
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High proficiency learners showed a significantly larger N100 response to open-class words 

compared to closed-class words, an effect that was maximal over midline posterior and 

midline central sites (Word Class: F(1,31) = 6.74, p = 0.014; Word Class × Left/Right: 

F(2,62) = 13.09, p < 0.001; Word Class × Left/Right × Ant/Post: F(4,124) = 12.99, p < 

0.001). In contrast, low proficiency learners did not show a significant word class N1 effect 

at any electrode region (Word Class: F(1,31) = 0.49, p = 0.49; Word Class × Left/Right 

F(2,62) = 7.60, p = 0.003; Follow-up ANOVA over midline sites: Word Class effect ns, p > 

0.4). This Word Class × Left/Right interaction indicates that different electrode regions 

show different ERPs from one another as a function of word class, but that the word class 

effect in low proficiency learners is not reliable at any one particular region.

Block analysis: To examine when high and low proficiency participants began to show 

different N100 word class effects, we divided the training block into 9 equal blocks (2 

stories per block). In the first block, there were no significant proficiency group differences 

in the N100 effect (Proficiency Group × Word Class: F(1,62) = 1.26, p = 0.27, p value for 

all interactions > 0.2). However, by the second block, high proficiency participants showed a 

significantly larger N100 effect to open-class versus closed-class words than low proficiency 

participants (Proficiency Group × Word Class: F(1,62) = 7.87, p = 0.007). These group 

differences persisted across the remaining 7 blocks (Proficiency Group × Word Class Effect 

across blocks 3-9: F(1,62) = 3.46, p = 0.067). These findings indicate that the two 

proficiency groups showed began to show different N100 word class effects soon after—

though not immediately after—the start of the training session.

N400 time window

Regression analyses: N400 word class amplitude did not significantly predict subsequent 

performance on the grammaticality judgment task (F(9,54) = 0.84, p = 0.58; R2 = 0.12).

High versus low proficiency group analysis: High and low proficiency participants did not 

show significant amplitude differences for the N400 word class effect (Proficiency Group × 

Word Class: F(1,62) = 0.048, p= 0.83; p value for all interactions > 0.16).

Exploratory analysis across entire averaging epoch: Our exploratory analysis, designed to 

test whether any ERP word class effects other the N100 and N400 predicted subsequent 

proficiency, confirmed that only the N100 was sensitive to performance on the 

grammaticality judgment task (p < 0.05). No other time windows showed significant 

differences between high- and low- proficiency participants (all p values > 0.05), and thus 

we did not subject any other ERP word class effects to further analysis.

ERP word class effects correlating with comprehension in L2 learners: The amplitude 

of the N100 word class effect did not correlate with comprehension performance at any 

electrode region (all p values > 0.11). In contrast, the N400 word class effect and 

comprehension performance correlated significantly at left posterior electrodes (r = 0.31, p = 

0.012) and showed marginal correlations at midline posterior (r = 0.25, p = 0.051) and right 

posterior sites (r = 0.22, p = 0.087). This correlation appears to be primarily driven by the 

N400 amplitude to open-class words, which significantly or marginally significantly 

correlated with comprehension performance at left posterior (r = 0.21, p = 0.097), midline 
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central (r = 0.22, p = 0.091), midline posterior (r = 0.26, p = 0.036, and right posterior sites 

(r = 0.24, p = 0.056), such that learners who showed a larger N400 effect to open-class 

words performed more accurately on the comprehension questions.

Discussion

We found that the difference in the N100 response to open- and closed-class words during 

early L2 exposure predicts learners’ success in acquiring the language's syntax, as assessed 

by a separate grammaticality judgment task. Overall, L2 learners who showed an enhanced 

N100 response to open-class words relative to closed-class words subsequently 

discriminated between grammatically correct and incorrect sentences more accurately than 

learners who did not show an N100 word class effect. The amplitude of the N100 effect 

predicted subsequent performance on the grammaticality judgment task in a linear fashion. 

In contrast, the N400 word class effect did not predict syntactic learning, but showed 

significant correlations with L2 comprehension.

ERPs During L2 Exposure as a Predictor of Acquisition Success

The major novel finding of our study is that ERPs recorded during early L2 exposure predict 

subsequent performance on a separate language measure in adult learners. We applied an 

approach that has been used previously to investigate long-term memory and statistical 

learning—the online recording of neural activity during learning—to the study of adult L2 

acquisition. This approach capitalizes on the large degree of individual variation between L2 

learners in order to identify neural mechanisms involved in the learning process that are 

likely to promote successful L2 acquisition. This approach also has the advantage of 

yielding insight directly on the learning process per se, rather than simply on the results of 

learning, as in most previous ERP L2 learning studies (e.g., McLaughlin et al., 2004; 

McLaughlin et al., 2010; Osterhout et al., 2008; Mueller et al., 2005; Batterink & Neville, 

2013; Davidson & Indefrey, 2008). At a very general level, our results build upon findings 

from the subsequent memory (“Dm”) and statistical learning literatures, demonstrating that 

ERPs acquired during learning can be used to predict subsequent performance in a novel 

cognitive domain—the acquisition of L2 syntax.

Given that the N100 is a sensitive index of selective attention (e.g., Luck, Woodman & 

Vogel, 2000), our finding that the N100 predicts L2 acquisition success provides evidence 

that selective attention plays an important role in the acquisition of L2 syntax in adults. 

These results converge with a number of current theoretical models of L2 acquisition (e.g., 

VanPatten, 1996, 2004, 2007; Tomlin & Villa, 1994; Schmidt, 1990, 2001; Robinson, 1996, 

Robinson et al., 2012), which argue that grammatical features in L2 input must be 

adequately attended in order to be acquired. These theories are based primarily upon 

behavioral evidence, for example from studies that measure attention during L2 processing 

using concurrent or retrospective verbal reports (e.g., Leow, 1997, 1998, 2001). Although 

such studies have contributed important evidence for the development of L2 acquisition 

theories, verbal reports may clearly fail to reflect all cognitive processes that occur during 

L2 processing; many aspects of processing may not be accessible to learners’ awareness, 

and thus not reflected in their verbal reports. A second concern is that metalinguistic 
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verbalization represents an additional task that may alter normal L2 processing (cf. Leow & 

Bowles, 2005; Robinson et al., 2012). Because ERPs do not suffer from these limitations, 

our finding that the N100 effect predicts L2 proficiency provides important converging data 

for the facilitative role of selective attention in L2 acquisition.

Our results also have implications for theoretical models of L2 acquisition at a more fine-

grained level. Our N100 data indicate that learners who spontaneously direct greater 

attention to open-class words rather than closed-class words when processing L2 input show 

better syntactic learning. This finding suggests a link between selective attention to open-

class content words and morphosyntactic learning, a relationship that may be better 

understood in the context of VanPatten's Input Processing model (VanPatten, 1996, 2004, 

2007). This theory consists of a set of principles that describe how learners initially perceive 

and process incoming linguistic data in order to make connections between form and 

meaning/function (e.g., recognizing that -ed indicates past tense). Central to this model are 

the ideas that L2 learners have limited working memory resources for processing input, and 

that learners process input for communicative meaning before processing it for grammatical 

form. The theory states that learners tend to seek out and preferentially process content 

words, the principal source of referential meaning, while grammatical items (such as closed 

class words and inflections) are skipped over or only partially processed before being 

dumped from working memory. It also proposes that learners will rely on lexical items 

rather than grammatical items for meaning when both encode the same semantic 

information. Finally, it posits learners will process more meaningful morphology, defined as 

items that carry non-redundant semantic information, over less meaningful morphology.

Our finding that high proficiency learners show a greater N100 to open-class compared to 

closed-class words is consistent with VanPatten's proposal that learners preferentially 

process content words in order to obtain meaning from L2 input. Our findings further 

suggest that greater attention to content words not only facilitates online comprehension, but 

may also contribute to the acquisition of basic syntactic rules, possibly via a chunking 

mechanism. VanPatten's model proposes that morphological inflections may be processed 

but not in isolation; rather, they may be fused with the content words with which they occur 

(VanPatten, 2004). Through this type of chunking, learners who focus on content words in 

order to obtain meaningful semantic information may be more likely to simultaneously 

process the morphological endings of these content words. These learners may then make a 

connection between the morphological form and its corresponding function (e.g., linking –s 

to pluralization), contributing to the acquisition of basic syntactic agreement and word order 

rules. In contrast, because L2 comprehension and processing is extremely effortful for 

beginning learners, learners who do not strategically locate and process the major “units of 

meaning” (Van Patten, 2004) in L2 input are likely to overload their working memory 

capacities. When working memory resources are exhausted, morphological endings may be 

skipped over, preventing the acquisition of related syntactic rules. Thus, for beginning L2 

learners, focusing primarily on the extraction of meaning from the input may be adaptive not 

only for online comprehension, but also for the acquisition of certain basic syntactic rules. 

To be sure, although this strategy may be effective during very early stages of L2 

acquisition, it may become counterproductive during later acquisition stages. If learners 
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preferentially attend to content words, skipping closed-class function words because they are 

not needed to comprehend an utterance, this will likely delay acquisition of certain syntactic 

properties of the L2. For example, the acquisition of grammatical gender, a syntactic feature 

that does not carry inherent semantic value, may be delayed when learners process L2 input 

for meaning rather than for form (VanPatten, 2004).

In contrast to the N100 word category effect, the N400 effect did not predict syntactic 

learning in our group of learners. However, the N400 did moderately correlate with learner's 

online comprehension, with learners who showed larger N400 effects to open-class content 

words performing more accurately on the comprehension task. Thus, we found a double 

dissociation, with the N100 effect predicting syntactic learning but not comprehension, and 

the N400 correlating with comprehension but not syntactic learning. At a general level, the 

N400 is thought to index lexical access or semantic integration processes (Lau et al., 2008) 

and has been shown to be a sensitive index of semantic word learning (Batterink & Neville, 

2011; McLaughlin et al., 2004; Mestres-Misse et al., 2007). Modulation of the N400 has 

also been reported during speech segmentation tasks that involve extracting new nonsense 

words from a continuous speech stream (Cunillera et al., 2006, 2009; Balaguer et al., 2007; 

Sanders et al., 2002). In the context of the present study, a larger N400 to open-class content 

items may reflect learners’ efforts to map the lexical form of these words onto their 

conceptual representations, with learners who engage in this process to a larger extent 

showing better semantic learning. It is important to note, however, that our study was not 

specifically designed to assess word learning, with our comprehension questions 

representing a fairly crude measure of semantic acquisition. Future studies may use a more 

fine-grained measure of semantic word learning in order to more carefully investigate this 

possible double dissociation between the N100 and N400 and syntactic and semantic aspects 

of L2 learning.

Interestingly, training condition (implicit versus explicit) did not have a significant impact 

on the amplitude of either the N100 or N400 word class effects. In other words, training 

condition and N100 amplitude represent uncorrelated variables that both made independent 

predictions about syntactic proficiency. While the effect of training condition predicted a 

much greater proportion of the variance in proficiency than the effect of N100 amplitude 

(accounting for approximately 46% of the variance in performance on the grammaticality 

judgment task as compared to 28%), this result shows that using a direct neural measure as a 

predictor can explain additional variability in performance beyond what is accounted for by 

the initial set of independent variables established by the study design. The finding that 

training condition and N100 amplitude are uncorrelated also has implications for the 

theoretical significance of the N100 effect, suggesting that this effect reflects a mechanism 

that operates independently of training condition. It appears that better selective attention to 

more relevant content words cannot be preferentially engaged simply by giving participants 

a particular set of instructions, but may instead relate more to a learner's set of individual, 

internal characteristics, such as working memory capacity or general attention skills.
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Predicting L2 Learning Success: Practical Implications

These findings contribute to a broad field of research concerned with predicting L2 learning 

success. Why some learners do better than others is a central question in L2 acquisition 

research, one of both scientific and practical interest. A longstanding observation is that 

adult L2 learners often attain very different levels of proficiency even when important 

factors such as age, native language, educational background, and L2 experience are similar 

(Segalowitz, 1997; Dornyei, 2005; Ellis, 2004). For many decades, behavioral studies of L2 

learners have identified and described a large number of learner characteristics that 

contribute to success in mastering an L2, ranging from affective factors such as personality 

and motivation to cognitive factors such as intelligence and language aptitude (cf. Dornyei, 

2005). Now, with advances in cognitive neuroscience methods, these behavioral findings 

may be complemented by examining individual differences in neural activity during L2 

learning, which can provide direct insight into cognitive and neural mechanisms engaged by 

successful L2 learners.

The main novel finding of the present study—that allocating greater attention to more 

meaningful open-class words predicts successful acquisition of basic L2 syntactic rules—

may have future practical implications. The variability between L2 learners that has been so 

commonly noted in the behavioral L2 acquisition literature was clearly evident in our 

sample of participants, who showed drastically different levels of performance on the 

grammaticality judgment task after the same amount of L2 exposure. The present results 

suggest that, in addition to learner characteristics such as age of acquisition and motivation 

(e.g., Lightbown & Spada, 2006), individual differences in selective attention may play an 

important role in predicting L2 attainment. Better attention skills may allow L2 learners to 

more easily focus on the most relevant or useful aspects of language, facilitating language 

processing and ultimately leading to higher levels of L2 attainment.

Data from training studies in children support this idea, demonstrating that better selective 

attention skills often confer advantages in other cognitive domains. For example, children 

with specific language impairment who underwent six weeks of intensive computerized 

training showed improvements in both a neural measure of selective auditory attention as 

well as receptive language, suggesting that the training program improved language in part 

by targeting attention (Stevens et al., 2008). In a second study, kindergarten children at risk 

for reading difficulties who received supplemental reading instruction showed enhancements 

in a neural index of selective auditory attention, accompanied by behavioral improvements 

in preliteracy skills (Stevens et al., 2011). Similarly, attention training in typically 

developing preschoolers led to improvements in behavioral and neural measures of attention 

as well as standardized measures of intelligence (Rueda et al., 2005). These studies suggest 

that selective attention has powerful effects that may spill over into other domains, including 

language acquisition.

The present findings may be used as a springboard for future research designed to assess 

whether L2 training methods that explicitly target selective attention are effective. Even in 

the somewhat artificial context of the present study, in which L2 stimuli were presented 

visually and at a relatively slow rate, selective attention to open-class words was found to 

predict L2 acquisition. This type of attentional mechanism is likely to play an even more 
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important role in a real world L2 acquisition environment, in which beginning L2 learners 

are required to rapidly process continuous speech streams made up of mostly unknown 

words. Given that temporal selective attention also contributes to normal speech processing 

in native speakers (Astheimer & Sanders, 2009, 2011), one speculation is that training that 

targets temporal selective attention skills in beginning L2 learners may help to improve L2 

acquisition outcomes in adults. Importantly, previous studies have established that selective 

attention can be trained and improved even in adults (e.g., Green & Bavelier, 2003, 2006; 

Tang et al., 2007), providing a proof of principle for the malleability of attention in 

adulthood. Future research could evaluate whether providing adult L2 learners with 

supplementary auditory selective attention training, in addition to a standard L2 curriculum, 

leads to gains in language comprehension and syntactic learning.

ERPs Elicited by Open- and Closed-Class Words in Native Speakers and L2 Learners

Characteristic word class effects typically observed in native speakers—the N280, the N400, 

and the late negative shift—were present in our L2 learners, providing confirmation that 

learners processed the novel L2 stimuli in a language-like way. However, while L2 learners 

showed a robust N400 effect to open-class words, as has been reported previously for both 

native and non-native speakers (Neville et al, 1992; Weber-Fox & Neville, 2001), the N400 

word class effect in native speakers was not statistically significant. Group comparisons 

confirmed that the N400 effect in L2 learners was significantly larger than in native 

speakers. Because L2 learners were generally unfamiliar with the L2 open-class words, they 

likely experienced greater difficulty mapping the lexical form of these items onto their 

conceptual representations, consequently eliciting larger N400 effects (Lau, Phillips & 

Poeppel, 2008). In contrast, these same open-class words were likely processed quite 

differently by native French speakers. Because these words consisted of very common 

French nouns and verbs, were highly expected given the prior picture and story context, and 

were repeated frequently throughout the exposure period, native speakers would have 

encountered very little difficulty with lexical access and semantic integration. These factors

—frequency of usage, degree of semantic expectancy, and repetition—are known to 

dramatically alter the overall amplitude of the N400 (Van Petten & Kutas, 1991; Kutas & 

Hillyard, 1980, 1984; Van Petten, Kutas, Kluender, Mitchiner, & McIsaac, 1991; Besson, 

Kutas & Van Petten, 1992), and likely contributed to the lack of N400 effect observed in our 

native speakers.

Limitations

There are two limitations to this study that should be discussed. First, as all ERP effects 

reported here involve contrasting between open- and closed-class words, it is important to 

note that any ERP differences between these two types of words may be driven not only by 

word class, but also by confounding factors such as word length, overall word frequency, 

number of repetitions within the experiment, and even low-level differences in visual 

characteristics. Given prior evidence that other factors such as word length can have a large 

impact on observed word class effects (e.g., Osterhout, Bersick & McKinnon, 1997; 

Osterhout, Allen & McLaughlin, 2002), we cannot make any claims about which factors 

may be contributing to main effects of word category across participants. Fortunately, the 

main findings of this study involve comparisons of effects between participants and thus can 

Batterink and Neville Page 19

J Cogn Neurosci. Author manuscript; available in PMC 2015 September 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



still be meaningfully interpreted. Because all participants were exposed to identical stimuli, 

factors such as word length and word repetition would contribute to effects in both high and 

low proficiency learners, and thus differences between learners must necessarily drive our 

main between-participant effects of interest.

A second issue concerns the generalizability of our paradigm. As noted previously, our L2 

sentences were intentionally designed to consist of a very limited number of open- and 

closed-class words and to follow a very simple, predictable structure in order to facilitate L2 

learning in a short laboratory session. In contrast, L2 learners in the real world typically 

encounter linguistic input that is far more variable and that consists of a vastly larger 

vocabulary pool. Thus, one question is whether the N1 effect that we report here would also 

be elicited by L2 learners processing more complex, ecologically valid input. Although this 

question remains to be addressed empirically by future research, our working hypothesis is 

that such an effect would indeed continue to be observed in a more natural context. While 

the sentences in our paradigm were highly repetitive and predictable, many aspects of 

natural language are also highly predictable, containing a large number of cues that can be 

used to predict certain features of an upcoming word. For example, whether a word is open- 

or closed-class can frequently be predicted based upon the preceding context, with open-

class words being very likely to follow certain categories of words such as articles. Native 

speakers are frequently able to predict the part of speech of an upcoming word on the basis 

of previous words (Kimball, 1975), and there is strong evidence that the brain engages in 

implicit, probabilistic anticipatory language processing in order to optimize language 

comprehension (Kutas, DeLong, & Smith, 2011). When processing spoken language, L2 

learners can also use prosody to help them locate meaningful lexical items in L2 input, as 

open-class content words tend to receive stronger stress than closed-class items (VanPatten, 

2004). Thus, when tasked with comprehending an unfamiliar language, beginning L2 

learners may take advantage of such cues in order to predict whether an upcoming word will 

require additional processing or be relevant for comprehension. Good language learners with 

better selective attention skills may allocate greater attention to these words than less 

proficient learners, facilitating online processing and allowing them to acquire a novel L2 

more quickly.

Conclusions

Our data indicate that adult learners who show a larger N100 effect to open-class versus 

closed-class words during initial exposure to a novel L2 attain higher levels of proficiency in 

the novel language, as assessed by performance on a subsequent grammaticality judgment 

task. This finding indicates that greater selective attention to more relevant content words 

when processing a novel L2 is associated with better language outcomes, suggesting that 

selective attention may be an important component of successful L2 acquisition. At a more 

general level, the present study also represents a methodological advance, providing 

evidence that the online recording of neural activity during learning can provide new insight 

into neural and cognitive mechanisms contributing to L2 acquisition.
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Figure 1. 
Stimuli used in the (A) training task and (B) grammaticality judgment task. (A) In the 

training task, participants were presented with short narratives made up of simple sentences, 

paired with pictures to illustrate meaning. (B) Examples of syntactic violations tested in the 

grammaticality judgment task.
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Figure 2. 
ERPs time-locked to open- and closed-class words. ERPs demonstrate word class effects 

(the N280, the N400, and the late negative shift) in both native speakers and in L2 learners, 

providing a general picture of processing.
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Figure 3. 
Scatterplot showing correlations between amplitude of the N100 word class effect, during 

initial L2 exposure, and subsequent performance on the grammaticality judgment task (d'), 

at the midline central electrode region, across all learners (n = 64). The midline central 

electrode region is outlined in black and colored purple. Additional electrode regions that 

also showed significant N100-proficiency correlations are indicated in red on the montage.
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Figure 4. 
ERPs demonstrating the N100 word class effect in high and low proficiency learners (n = 32 

per group, divided by median split). ERPs are time-locked to open-class (blue) and closed-

class (red) words. Voltage maps show the distribution of the N100 word class effect, 

computed by subtracting the mean ERP amplitude to closed-class words (from 130 to 150 

ms post-stimulus) from the mean ERP amplitude to open-class words (from 100 to 120 ms 

post-stimulus).
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Table 1

Participant Demographics and Language Background by Group

High Proficiency Group Low Proficiency Group Statistical Difference between 
Groups

Performance on GJT (d’) 2.9 (1.0) 0.43 (0.42) t(62) = 12.9, p < 0.001

Performance on comprehension questions 95% 93% t(62) = 1.35, p = 0.18

Training condition (implicit/explicit) 13 I/19 E 29 I/3 E χ2(1) = 17.7, p < 0.001

Sex 17 M/15 F 15 M/17 F χ2(1) = 0.25, p = 0.617

Age (years) 22.1 (3.6) 21.2 (2.8) t(62) = 1.10, p = 0.28

Number of L2s studied 1.1 (0.8) 0.9 (0.6) t(62) = 1.09, p = 0.28

Years of L2 study 3.9 (3.5) 3.2 (3.7) t(62) = 0.76, p = 0.45

Age of first exposure to an L2 (years)
a 14.0 (4.1) 12.8 (4.5) t(50) = 1.03, p = 0.31

Prior study of richly inflected language (Yes/No) 16 Y/16 N 11 Y/21 N χ2(1) = 1.60, p = 0.21

Standard deviations are provided in parentheses.

a
Includes only participants who previously learned an L2.
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