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Abstract

We consider the problem of classifying data manifolds where each manifold repre-
sents invariances that are parameterized by continuous degrees of freedom. Con-
ventional data augmentation methods rely upon sampling large numbers of training
examples from these manifolds; instead, we propose an iterative algorithm called
M p based upon a cutting-plane approach that efficiently solves a quadratic semi-
infinite programming problem to find the maximum margin solution. We provide
a proof of convergence as well as a polynomial bound on the number of itera-
tions required for a desired tolerance in the objective function. The efficiency and
performance of Mo p are demonstrated in high-dimensional simulations and on
image manifolds generated from the ImageNet dataset. Our results indicate that
M¢ p is able to rapidly learn good classifiers and shows superior generalization
performance compared with conventional maximum margin methods using data
augmentation methods.

1 Introduction

Handling object variability is a major challenge for machine learning systems. For example, in visual
recognition tasks, changes in pose, lighting, identity or background can result in large variability
in the appearance of objects [1]]. Techniques to deal with this variability has been the focus of
much recent work, especially with convolutional neural networks consisting of many layers. The
manifold hypothesis states that natural data variability can be modeled as lower-dimensional manifolds
embedded in higher dimensional feature representations [2]. A deep neural network can then be
understood as disentangling or flattening the data manifolds so that they can be more easily read out
in the final layer [3]. Manifold representations of stimuli have also been utilized in neuroscience,
where different brain areas are believed to untangle and reformat their representations [4} 15 6} [7} [8]].

This paper addresses the problem of classifying data manifolds that contain invariances with a
number of continuous degress of freedom. These invariances may be modeled using prior knowledge,
manifold learning algorithms [9, (10} [11, [12} 113} [14]] or as generative neural networks via adversarial
training [[15]. Based upon knowledge of these structures, other work has considered building group-
theoretic invariant representations [[16] or constructing invariant metrics [17]. On the other hand,
most approaches today rely upon data augmentation by explicitly generating “virtual” examples from
these manifolds [[18][19]. Unfortunately, the number of samples needed to successfully learn the
underlying manifolds may increase the original training set by more than a thousand-fold [20].



Figure 1: The maximum margin binary classification problem for a set of manifolds. The optimal lin-
ear hyperplane is parameterized by the weight vector « which separates positively labeled manifolds
from negatively labeled manifolds. Conventional data augmentation techniques resort to sampling a
large number of points from each manifold to train a classifier.

We propose a new method, called the Manifold Cutting Plane algorithm or M¢ p, that uses knowledge
of the manifolds to efficiently learn a maximum margin classifier. Figure [I)illustrates the problem
in its simplest form, binary classification of manifolds with a linear hyperplane with extensions to
this basic model discussed later. Given a number of manifolds embedded in a feature space, the
M p algorithm learns a weight vector w that separates positively labeled manifolds from negatively
labeled manifolds with the maximum margin. Although the manifolds consist of uncountable sets of
points, the M p algorithm is able to find a good solution in a provably finite number of iterations
and training examples.

Support vector machines (SVM) can learn a maximum margin classifier given a finite set of training
examples [21]]; however, with conventional data augmentation methods, the number of training
examples increase exponentially rendering the standard SVM algorithm intractable. Methods such as
shrinkage and chunking to reduce the complexity of SVM have been studied before in the context of
dealing with large-scale datasets [22], but the resultant kernel matrix may still be very large. Other
methods which subsample the kernel matrix [23]] or reduce the number of training samples [24],[22]
may result in suboptimal solutions that do not generalize well.

Our M p algorithm directly handles the uncountable set of points in the manifolds by solving a
quadratic semi-infinite programming problem (QSIP). M p is based upon a cutting-plane method
which iteratively refines a finite set of training examples to solve the underlying QSIP [25] 126 27].
The cutting-plane method was also previously shown to efficiently handle learning problems with a
finite number of examples but an exponentially large number of constraints [28]. We provide a novel
analysis of the convergence of M p with both hard and soft margins. When the problem is realizable,
the convergence bound explicitly depends upon the margin value whereas with a soft margin and
slack variables, the bound depends linearly on the number of manifolds.

The paper is organized as follows. We first consider the hard margin problem and analyze the simplest
form of the M p algorithm. Next, we introduce slack variables in M¢ p, one for each manifold, and
analyze its convergence with additional auxiliary variables. We then demonstrate the application of
M p to both high-dimensional synthetic data manifolds and to feature representations of images
undergoing a variety of warpings. We compare its performance, both in efficiency and generalization
error, with conventional SVMs using data augmentation techniques. Finally, we discuss some natural
extensions and potential future work on M p and its applications.

2 Manifolds Cutting Plane Algorithm with Hard Margin

In this section, we first consider the problem of classifying a set of manifolds when they are linearly
separable. This allows us to introduce the simplest version of the M p algorithm along with the
appropriate definitions and QSIP formulation. We analyze the convergence of the simple algorithm
and prove an upper bound on the number of errors the algorithm can make in this setting.



2.1 Hard Margin QSIP

Formally, we are given a set of P manifolds M, C R, p = 1,..., P with binary labels y, = +1
(all points in the same manifold share the same label). Each manifold MM, is defined by & = M, (3)
where § € S,, S, is a compact, convex subset of R representing the parameterization of the

invariances and M, (5) : RP — R" is a continuous function of § € S, so that the manifolds are
bounded: V5, | M,(5)|| < L by some L. We would like to solve the following semi-infinite quadratic

programming problem for the weight vector 1 € RY :
; 1
SV Msimple arganiné |@||* s.t. Vp,VZ € My: yp, (W,%) > 1 (1)

This is the primal formulation of the problem, where maximizing the margin x = ﬁ is equivalent

to minimizing the squared norm %Hi}' ||?. We denote the maximum margin attainable by x*, and the
optimal solution as w*. For simplicity, we do not explicitly include the bias term here. A non-zero
bias can be modeled by adding an additional feature of constant value as a component to all the
Z. Note that the dual formulation of this QSIP is more complicated, involving optimization of
non-negative measures over the manifolds. In order to solve the hard margin QSIP, we propose the
following simple M p algorithm.

22 M7 Algorithm

The MZ/7"" algorithm is an iterative algorithm to find the optimal @ in , based upon a cutting
plane method for solving the QSIP. The general idea behind M 1"' is to start with a finite number
of training examples, find the maximum margin solution for that training set, augment the training
set by finding a point on the manifolds that violates the constraints, and iterating this process until a
tolerance criterion is reached.

At each stage k of the algorithm there is a finite set of training points and associated labels. The
training set at the k-th iteration is denoted by the set: T}, = {(fz € My, ypi)} withi =1,...,|T}]|
examples. For the ¢-th pattern in T}, p; is the index of the manifold, and y,,, is its associated label.

On this set of examples, we solve the following finite quadratic programming problem:
I i R
SV My,  argming @] stVE € Ty : yp, (W, 7) > 1 (2)

to obtain the optimal weights @(*) on the training set T},. We then find a constraint-violating point

Tp41 € My, ., from one of the manifolds such that

{pk-l-la fk-‘rl € Mpk+1} : Yp+1 <u_;(k)) fpk+1> <1-9 (3)

with a required tolerance § > 0. If there is no such point, the M 1" ' algorithm terminates. If such
a point exists, it is added to the training set, defining the new set Tj41 = T}, U { (:E'k+1, Yprsa ) } The
algorithm then proceeds at the next iteration to solve SV M, , , to obtain w*+1). For k = 1, the set
Ty is initialized with at least one point from each manifold. The pseudocode for M p™” ' is shown in

Alg.

In step 3 of the M /5" ' algorithm, a point among the manifolds that violates the margin constraint
needs to be found. The use of a “separation oracle” is common in other cutting plane algorithms
such as those used for structural SVM’s [28]] or linear mixed-integer programming [29]. In our
case, this requires determining the feasibility of y, <u7(k), Mp(§’)> < 1 — 6 over the D-dimensional
convex parameter set 5 € S,,. When the manifold mapping is convex, feasibility can be determined
sometimes analytically or more generally by a variety of modern convex optimization techniques.
For non-convex mappings, a feasible separating point can be found with search techniques in the



Algorithm 1 Pseudocode for the M5 ' algorithm.

Input: ¢ (tolerance), P manifolds and labels {M,,, y, = 1}, p=1,..., P.

1. Initialize k = 1, and the set T} = { (i“ € M,,, ypi) } with at least one sample from each manifold
M,

-
2. Solve for @*) in SV Mr,: min 3 ||| s.t. yP* (@) > 1 for all (&', yP?) € Ty.

3. Find a point Iy € My, , among the manifolds {pri1 =1,..., P} with a margin s.t.
Yppoy (WF) Tppq) <1 =6,

4. If there is no such point, then stop. Else, augment the point set: Ty, 1 = Tp U { (L1, Ypey1 ) }-
S.k<+ k+1landgoto?2.

D-dimensional parameter set using gradient information or finite differences or approximately via
convex relaxation techniques. In our experiments below, we provide some specific examples of how
separating points can be efficiently found.

simple
2.3 Convergence of M/ p

The MZP ' algorithm will converge asymptotically to an optimal solution when it exists. Here
we show that the @(*) asymptotically converges to an optimal @*. Denote the change in the weight
vector in the k-th iteration as Aw®*) = @(*+1) — G(¥) We present a set of lemmas and theorems
leading up to the bounds on the number of iterations for convergence, and the estimation of the
objective function. More detailed proofs can be found in Supplementary Materials (SM).

Lemma 1. The change in the weights satisfies (A w(®)) > 0.

Proof. Define wW(\) = w*) + AA@®). Then for all 0 < \ < 1, @(\) satisfies the constraints on
the point set Ty: y,, (wW(N\),T;) > 1 for all (Z;,y,,) € Tk. However, if (Aw*) @*)) < 0, there

exists a0 < X' < 1 such that ||@(\)|? < | ®| ?, contradicting the fact that () is a solution to
SV My, O

o) 112 . . .
Next, we show that the norm Hw(k) H must monotonically increase by a finite amount at each
iteration.

Theorem 2. In the ky, iteration of Méf;n Pl algorithm, the increase in the norm of W*) is lower
2
bounded by ||1U(k+1)||2 > ||u7(k)H2 + %, where 6 =1 — yp, ., <u7(k),fk+1> and || 41| < L.

Proof. First, note that §;, > § > 0, otherwise the algorithm stops. We have: ||u7(k+1) H2: ||1B<k) H2 +
||A16(k) ||2 +2 <u7(k), Aif)(k)>2 ||IU(k) H2 + HAiB(k) H2('.'Lemma. Consider the point added to set
Tot1 = Ty U (Zrt1, Ypy,, )- Atthis point, gy, (@dFHD 3500) > 1y, (w3 0) = 1—6p,
hence yy, ,, (AW, Fy1) > 6k. Then, from the Cauchy-Schwartz inequality,

HA@<’@>H2> % %O 4)

2o 3> 27 s
|1Feal” L2 L

Since the solution w* satisfies the constraints for T}, ||7E(k) H < ’% Thus, the sequence of iterations
monotonically increase norms and are upper bounded by % Due to convexity, there is a single
global optimum and the Mﬁimple algorithm is guaranteed to converge. 0

As a corollary, we see that this procedure is guaranteed to find a realizable solution if it exists in a
finite number of steps.

3 . . . 2 . .
Corollary 3. The M/2'" le algorithm converges to a zero error classifier in less than (HLW iterations,

where k* is the optimal margin and L bounds the norm of the points on the manifolds.



Proof. When there is an error, we have §;, > 1, and Hw(k“)H > | *(k)H + 75 (See (4 ') This
implies the total number of possible errors is upper bounded by = *)2 O

With a finite tolerance § > 0, we obtain a bound on the number of iterations required for convergence:

. 2
Corollary 4. The M5 algorithm for a given tolerance § > 0 terminates in less than (’ifié)z
iterations where k* is the optimal margin and L bounds the norm of the points on the manifolds.

2 —x 112
< o) = 72

52
. m

—~ and each iteration increases the squared norm by at least

We can also bracket the error in the objective function after MJ/7'"'® terminates:

Corollary 5. With tolerance 6 > 0, after éf}f P terminates With solution W M the optimal value

[5*|| of SV M="rle is bracketed by: || @are, ||* < ||@*||* < o [@asep |1

Proof. The lower bound on ||@*|* is as before. Since MZ"'® has terminated, setting w o=

(1i 5y Watep Would make " feasible for SV Msimple resultmg in the upper bound on [|@*||>. O

3 Mcp with Slack Variables

In many classification problems, the manifolds may not be linearly separable due to their dimension-

ality, size, or correlation structure. In these situations, M /5" e will not be able to find a feasible
solution. To handle these problems, the classic approach is to introduce slack variables on each
point (SV M#*!@*)_ Unfortunately, this approach requires integrations over entire manifolds with an
appropriate measure defined by the infinite set of slack variables. Thus, we formulate an alternative
version of the QSIP with slack variables below.

3.1 QSIP with Manifold Slacks

In this work, we propose using only one slack variable per manifold for classification problems with
non-separable manifolds. This formulation demands that all the points on each manifold & € M),
obey an inequality constraint with one manifold slack variable, ¥, (W, Z) + &p > 1. As we see below,
solving for this constraint is tractable and the algorithm has good convergence guarantees.

However, a single slack requirement for each manifold by itself may not be sufficient for good
generalization performance. Our empirical studies show that generalization performance can be
improved if we additionally demand that some representative points &, € M, on each manifold also
obey the margin constraint: y, (@, Z,) > 1. In this work, we implement this intuition by specifying
appropriate center points 77, for each manifold M), This center point could be the center of mass of
the manifold, a representative point, or an exemplar used to generate the manifolds [20]. Additional
slack variables for these constraints could potentially be introduced; in the present work, we simply
demand that these points strictly obey the margin inequalities corresponding to their manifold label.
Formally, the QSIP optimization problem is summarized below, where the objective function is

minimized over the weight vector @ € RY and slack variables 5 € RF:

SvM.sla( . argmlnF(w 5) || —*”2 + CZZIDD 1 fp

manifold *

st. Vp,VZ € M, : yp (W, Z) + & > l(mamfolds) Vp: yp (B HC> > 1 (centers), &, > 0

32 Mgk Algorithm

With these definitions, we introduce our M4

slack algorithm with slack variables below.



Algorithm 2 Pseudocode for the M&'&°* algorithm.

Input: § (tolerance), P manifolds and labels {Mp, Yp = +1}, and centers T,

1. Initialize £ = 1, and the set T = { (f‘ € M,y,, ypi) } with at least one sample from each manifold
M,.

2. Solve for @®,£8): min L ||a]* + 025:1 &p st yp, (W) + &, > 1forall (,y,,) € Tk
and y, (w,75) > 1 for allp.

3. Find a point #**! ¢ M, ., among the manifolds {p = 1, ..., P} with slack violation larger than
the tolerance 8: y,, ., (W*), Tpy1) +&puy <1106

4. If there is no such point, then stop. Else, augment the point set: Ty = T} U {(fk+1, ypkﬂ) }
S.k<+k+1landgoto?2.

The proposed Mga* algorithm modifies the cutting plane approach to solve a semi-infinite, semi-
definite quadratic program. Each iteration involves a finite set: T}, = {(Z' € M,,,y,,)} with
it =1,...,|Tx| examples that is used to define the following soft margin SVM:

sla . 2 P
SVMTiHCk : argrrlln% ||@]|* 4+ CZp:1 &
) ) w,€
s.t. v (:E”,ypi) €Ty yp, <u7,fl> +&, > LVp: yp <1D', f§> > 1 (centers),&, >0

to obtain the weights w(*) and slacks f(k) at each iteration. We then find a point 7,1 € M, from

Pk+1
one of the manifolds so that:
Yprsa <U7(k)7 fk+1> + 5;(;],:11 =1-10 )

where d;, > 0. If there is no such a point, the M, 511%01“ algorithm terminates. Otherwise, the point
Zk41 is added as a training example to the set Ty 1 = T} U {(ka, ypk+1)} and the algorithm

proceeds to solve SV M to obtain @*+D and R+,

3.3 Convergence of M /eck

Here we show that the objective function F’ (117 N3 ) =3 |l@ I?+C 25:1 &p is guaranteed to increase

by a finite amount with each iteration. This result is similar to [30], but here we present statements in
the primal domain over an infinite number of examples. More detailed proofs can be found in SM.

Lemma 6. The change in the weights and slacks satisfy:

(ad®,39)) + 3 AdH =0 ©)
p

where Aii®) = G+t — G#k) gpg AEK) = glh+1) _ £lh),

Proof. Define wW(\) = @® + AAwG® and £(A) = £F) + AAEH) . Then forall 0 < A < 1, @())
and 5 (M) satisfy the constraints for SVM%i“Ck. The resulting change in the objective function is
given by:

F(@(0),€0)) = F (#®,69) =

A [<Aw<k>, G0)+ Y AR | + %v HA@<’€>H2 7)
p

If (@) is not satisfied, then there is some 0 < )\ < 1 such that F/ (u’)’()\’), _’(/\/)> <F (u?(k), f(k)>,

which contradicts the fact that *) and %) are a solution to S VMr,. O



We derive that the added point at each iteration must be a support vector for the next weight:

Lemma 7. [In each iteration of MéfI%Ck algorithm, the added point (fk;+1, Yps +1) must be a support
vector for the new weights and slacks, s.t.

Yokt <U_j(k+ ) xk 1> +£pij-_11 1 )
Upers <Aw(k)7 %, +1> + AR =3 9)
Proof. Suppose Yprra (BEHD Ty + g,?.’,fj}) = 1 + ¢ for some € > 0. Then we can choose

N = F(N) = %) + NAGH and £(N) = £F) + N AW satisfy the constraints
for SVMSI“Ck. But, from Lemma@ we have F <1B(A’),€(X)> < F (u?<k+1>,§<k+1>) which

Tht1

. - k+1) . .
contradicts the fact that (*+1) and ¢ are a solution to SV Mg, , ;. Thus, ¢ = 0 and the point
(a’:’k“, Yo, +1) must be a support vector for SV M7, ;. @) results from subtracting (5)) from . O

We also derive a bound on the following quadratic function over nonnegative values:
Lemma 8. Given K > 0,6 > 0, thenVx > 0

1 1 1

—(z—0)*>+ Kz >min | 6% -K6 (10)

2 2 2
Proof. The minimum value occurs when z* = [§ — K] ,. When K > §, then z* = 0 and the
minimum is $6%. When K < §, the minimum occurs at K (§ — £K) > K. Thus, the lower
bound is the smaller of these two values. O

Using the lemmas above, the lower bound on the change in the objective function can be found:
Theorem 9. In each iteration k of M(S;ll?Fk algorithm, the increase in the objective function for
SV Mstack  defined as AF*®) = F (W“), 5““*”) ~F (W% E(k)), is lower bounded by

manifold

AF® > min (2 it C6 (11)
= 812 2 °F
Proof. We first note that the change in objective function is strictly increasing:

F (w(kJrl)’g—’(kJrl)) _F (U—)»(k),g(k)> _ + % HAw(k)HQ >0

<Aw<k>, w<k>> +CY A
’ (12)

This can be seen immediately from Lemma@when AGF) Z# 0. On the other hand, if AGF) =0,

we know that A&, (k) — 0y, from Lemmaand Afg;)pk = 0 since E(’“) is the solution for SV My, . So

for Aw®) =0, F (u_)'(k“), §<k+1>) - F (u')'(k), E(k)> = (C4y,. To compute a general lower bound

on the increase in the objective function, we proceed as follows.

The added point &), comes from a particular manifold M, . If Afz(,’,:) < 0, from Lemma we have
2

Ypr (AWH®) ) > 6. Then by the Cauchy-Schwarz inequality, ||Aw*) H2 > % which yields

F (w(k+1)7g(k+l)) _F (u—;(k),g(k)> > %%22




We next analyze Af,(,],j) > 0 and consider the finite set of points (Z¥, pi) € T that come from the py,
manifold. There must be at least one such point in 7}, by initialization of the algorithm. Each of these
points obeys the constraints:

Yo <7I)'(k) > I gac) =14 (13)
o (D, ) 4 €D = 14 D (14)
e, et >0 (15)

We consider the minimum value of the thresholds: 7 = min, € ( ). We have two possibilities: 7 is
positive so that none of the points are support vectors for SV M. Si‘”k, or 7 = 0 so that at least one
support vector lies in M,

Casen > 0:
In this case, we define a linear set of slack variables:
(k) (k)
+AA
£p<>\) _ gjl()k) §’D p 7é Pk (16)
Dk P =Dk
and weights W(\) = w*) + AAw*), Then for 0 < A < min (Ang’f,;) , 1) ,W(A) and €(\) will satisfy
the constraints for SV M, . Following similar reasoning in Lemmal] this implies
(Aad®™, 59} +C 30 AGY >0 (17)
PFDk

Then in this case, we have

P (w(k+1)’§"(k+1)> _F (w(k)’g(k)>

l<A Z(k) ~(k)> L C zp: AP

1 2
o

1 2
(k) 4 = (k)
> cagl + 5 | aa®| (18)
1 (5k - Aé(k)) w
> S+ CALS (19)
> min (2L26” cwk) 0)

by applying (I7) in (I8), Lemma[7]and Cauchy-Schwarz in (T9) and Lemma §]in (20) .
Casen = 0:

In this case, we consider € = min k) _g € (kH) > 0, i.e. the minimal increase among the support
vectors. We then define
& + 208" p# b
&) = k (2D
P {()+)\(A§ 5) D= Pk
and weights wW(\) = @ (%) 4+ AAw*) . There will then be a finite range of 0 < A < A4, for which
€()\) and @()) satisfy the constraints for SV My, so that

<A S(k) ~<k>> L0 Adh 1 (Ag},@ - 5) >0 (22)
PFDPk
<Aw(k), w<’f>> +CY A > ce (23)
P



We also have a support vector (Z¥, py) € Ty so that

. < —(k+1) :i{l/> f(k—i-l) 1+¢ (24)
Ypr <A117(k), fy> + Agz(ai) =¢ (25)

Using Lemma([7]and Cauchy-Schwarz, we get:
o (AT, 7 = ) = 6 — 2 26)

2 1
~(k
[ad®]" > 1 G -2 @D
Thus, we have:
P (u—j(k+1)’g(lc+1)> _F (w(k)vgtk)) (28)
1 2
(k) (k) - 7(k)
= [{(ad®, @ >+CZA§ + 5 [[aa®)| (29)
1

> Ce+ 7 (6 —¢)? (30)
> min (SLQ(S]“ C’(Sk) (31)
by applying and to obtain the final bound. O

Since the M, éll%c’“ algorithm is guaranteed to increase the objective by a finite amount, it will terminate
in a finite number of iterations if we require 5 > ¢ for some positive § > 0.

Corollary 10. The Mgll‘éc"’ algorithm for a given § > 0 will terminate after at most P -

2
max (8%5 , %) iterations where P is the number of manifolds, L bounds the norm of the points on

the manifolds.

Proof. @ = 0 and &, = 1 is a feasible solution for SV Mlack . | .. Therefore, the optimal objective

function is upper-bounded by F’ (u_i =0, f = 1) = PC. The upper bound on the number of iterations
is then provided by Theorem (9). O

We can also bound the error in the objective function after M&'&°* terminates:

Corollary 11. With § > 0, after ME&* terminates with solution Wy, slack 3 Mcp and value
Fyep =F (u_)'MCP , 5MCP), then the optimal value F™* ofSVMngijfold is bracketed by:

Fup < F* < Fyp., + PCS. (32)

Proof. The lower bound on F* is apparent since SV M slack fota includes S VM%laCk constraints for

all k. Setting the slacks £, = &nr.., p + 6 Will make the solution feasible for S VMf;fg;’ffol 4 Tesulting
in the upper bound. O

4 Experiments

4.1 L, Ellipsoidal Manifolds

As an illustration of our method, we have generated D-dimensional L,-norm ellipsoids with
random radii, centers, and directions. The points on each manifold M, are parameterized as



2= = D - - . ,
M, = {x ’x =T+ i R;s;it € RN } where the center 7, and basis vectors @} are random

Gaussian and R;, the ellipsoidal radii, are sampled from Unif[0.5Rg, 1.5Ry] with mean R.

We compare the performance of M¢p to the conventional Point SVM (SV Msimple G/ \pstack)
with samples drawn from the surface of the L, ellipsoids for training and test examples. Performance
is measured by generalization error on the task of classifying points from positively labeled manifolds
from negatively labeled ones, as a function of the number of training samples used during learning.

For these manifolds, the separation oracle of Mcgp returns points that minimize
yP [u?. (fg + Zil Risiﬁf)} over the set [|5], < 1. For norms with ¢ > 1, the solution
(hf)l/@rl)
{Z(hf)q/m—l)}l/q
additional single margin constraint per manifold given by the center of the ellipsoids . For

the parameters shown in Fig. [2} we use N = 500 to test M "' and N = 490 for the Mglack
simulations which are below and above the critical capacity. The results illustrate that M p achieves
low generalization error very efficiently compared to a conventional maximum margin classifier
using sampled training examples.

can be expressed as s; = — where hf = yPw - w;P. For Mgll%Ck, we used an

(@ Separable Case (b)  Nonseparable Case

-o- symSimple -o- syMslack

04 —_ Msimple 04 S M(s:l;le
(] (-] !
w w 1
" v %Go.@o
0 b 0
10002000 3000 4000 1000 2000 3000
# samples # samples

Figure 2: Generalization error (¢;) of the M p solution for L5 ellipsoids, shown as a function
of the total number of training samples (blue solid) compared with conventional Point SVM (red
dashed). P =48, D = 10, Ry = 20 (mean elliptic radii) and (a) P/N = 0.096 just below the critical
capacity is used for M&/m?*“and (b) P/N = 0.098 for Mglac* with slack coefficient C,,; = 100.
g is computed from 500 points per manifold.

4.2 ImageNet Object Manifolds

We also apply the M p algorithm to a more realistic class of object manifolds. Here each object
manifold is constructed from a set of 6 — D affine warpings of images from the ImageNet data-set
[31]. The resulting P manifolds are split into dichotomies, with %P manifolds considered as positive

instances and the remaining %P manifolds as negative instances. M¢ p is then used to learn a binary
classifier for the manifolds. We note that M p can easily be extended to multi-class problems but
was not used in this experiment.

We compared the performace of M p to conventional SVM on sampled points from two different
feature representations of the images: in the original pixel space and in a V1-like representation of the
same images created by applying full-wave rectification after filtering by arrays of Gabor functions
[32]]. We trained on P = 4 object manifolds, and obtained the parameter C' through cross-validation.
At each iteration of M¢ p, a constraint-violating point on the manifolds is found using local search
among K = 5 neighboring samples in the affine warping space. Fig. [3]shows how quickly M¢p
converges to low generalization error on both the Gabor features and pixel representations. We note
that the maximal number P of manifolds that are separable depends upon the feature representation.
Thus, M¢p can also be used to investigate the benefits of alternative features representations, such as
those found in different areas of brain visual processing or in the layers of a deep neural network.
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Figure 3: Image-based object manifolds. (a) Basic affine transformation: a template image (middle)
with an object bounding box (pink) surrounded with changes along 4 axes defined by basic affine
transformation. (b-c) Generalization error of the M p solution for 6-D image-based object manifolds
as a function of the number of training samples (solid orange line) compared with that of conventional
Point SVM (blue squares), obtained in (b) Gabor representations and (c) Pixel representations. The
generalization error is averaged over all possible choices for labels.

5 Discussion

We described and analyzed a novel algorithm, M ¢ p, based upon the cutting-plane method for finding
the maximum margin solution for classifying manifolds. We proved the convergence of M¢p, and
provided bounds on the number of iterations required. Our experiments with both synthetic data
manifolds and image manifolds demonstrate the efficiency of M¢cp and superior performance in
terms of generalization error, compared to conventional SVM’s using many virtual examples.

There is a natural extension of M p to nonlinear classifiers via the kernel trick, as all our operations
involve dot products between the weight vector @ and manifold points M, (5). At each iteration, the
algorithm would solve the dual version of the SV My, problem which is readily kernelized. More
theoretical work is needed with infinite-dimensional kernels when the manifold optimization problem
no longer is a QSIP but becomes a fully (doubly) infinite quadratic programming problem.

Beyond binary classification, variations of M¢ p can also be used to solve other machine learning
problems including multi-class classification, ranking, ordinal regression, one-class learning, etc. We
can also use M¢ p to evaluate the computational benefits of manifold representations at successive
layers of deep networks in both machine learning and in brain sensory hierarchies. We anticipate
using Mcp to help construct novel hierarchical architectures that can incrementally reformat the
manifold representations through the layers for better overall performance in machine learning tasks,
improving our understanding on how neural architectures can learn to process high dimensional
real-world signal ensembles and cope with large variability due to continuous modulation of the
underlying physical parameters.
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