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Objective: We use a set of unobtrusive measures to
estimate subjectively reported trust, mental workload, and
situation awareness (henceforth “TWSA”).

Background: Subjective questionnaires are commonly
used to assess human cognitive states. However, they are
obtrusive and usually impractical to administer during oper-
ations. Measures derived from actions operators take while
working (which we call “embedded measures”) have been
proposed as an unobtrusive way to obtain TWSA estimates.
Embedded measures have not been systematically investigated
for each of TWSA, which prevents their operational utility.

Methods: Fifteen participants completed twelve trials of
spaceflight-relevant tasks while using a simulated autonomous sys-
tem. Embedded measures of TWSA were obtained during each trial
and participants completed TWSA questionnaires after each trial.
Statistical models incorporating our embedded measures were fit
with various formulations, interaction effects, and levels of person-
alization to understand their benefits and improve model accuracy.

Results: The stepwise algorithm for building statistical
models usually included embedded measures, which frequently
corresponded to an intuitive increase or decrease in reported
TWSA. Embedded measures alone could not accurately cap-
ture an operator’s cognitive state, but combining the measures
with readily observable task information or information about
participants’ backgrounds enabled the models to achieve good
descriptive fit and accurate prediction of TWSA.

Conclusion: Statistical models leveraging embedded
measures of TWSA can be used to accurately estimate re-
sponses on subjective questionnaires that measure TWSA.

Application: Our systematic approach to investigating
embedded measures and fitting models allows for cognitive
state estimation without disrupting tasks when administering
questionnaires would be impractical.

Keywords: long-term missions, human-systems integration,
adaptive automation, pilot, crew behavior, compliance, and reliance

BACKGROUND AND MOTIVATION

Human operators’ cognitive states (such as
trust, mental workload, and situation awareness—
TWSA) change as they work with autonomous
systems due to many factors (Parasuraman et al.,
2008; Yang et al., 2021). Here, we use “workload”
to refer only to mental workload, as opposed to
physical workload. Adaptive autonomous sys-
tems, which can change their own behavior in
response to an operator or an environment, have
been proposed as self-reliant teammates for
working with humans (Anderson et al., 2020;
Feigh et al., 2012). Providing adaptive autono-
mous systemswith information about their human
teammates’ cognitive states in real-time remains
a gap and active area of research (Feigh et al.,
2012; Schwarz & Fuchs, 2018). Furthermore,
keeping TWSA at ideal levels is of particular
interest in performance-critical and safety-critical
settings such as aerospace environments
(Parasuraman et al., 2008; Stanton et al., 2001).
As an example of an ideal level of TWSA,
“calibrated trust” prevents both disuse and
over-use of an autonomous system (Dzindolet
et al., 2002; Parasuraman & Riley, 1997). Ideal
workload prevents the operator from being
underloaded which can cause disengagement,
vigilance errors, and potentially decreased
performance as discussed by Young & Stanton
(2002). Ideal workload also prevents overload
which can cause fatigue, mistakes, and de-
creased performance (Hancock & Matthews,
2018; Van Acker et al., 2018; Yerkes &
Dodson, 1908). Sufficient SA is needed to
complete a task with adequate safety and
performance (Endsley, 1988b). Given this in-
terest in providing autonomous systems with
estimates of operator TWSA and maintaining
ideal TWSA, it is critical to develop accurate
methods for determining an operator’s TWSA.
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Subjective questionnaires are commonly
used in experiments to measure TWSA. Ques-
tionnaires may be considered a “gold standard”
for TWSA measurement as they have strong
face validity for querying the cognitive states of
an operator. Jian et al. (2000) developed a widely
used subjective questionnaire to measure human
trust in automated systems (Craig et al., 2019;
Ghazali et al., 2018; Gombolay et al., 2018;
Gutzwiller et al., 2019; Jian et al., 2000; Sanders
et al., 2019; Spain et al., 2008; You & Robert Jr.,
2018). The Bedford workload scale (Roscoe,
1979, 1984; Roscoe & Ellis, 1990) is a 10-
point scale known to be specific and sensitive
in measuring subjective workload (Heard et al.,
2018). The Situation Awareness Rating Tech-
nique (SART) (Selcon & Taylor, 1990; Taylor,
1990) has been used as a measure of SA when
other measures requiring system freezes were
not feasible (Lin & Lu, 2017; Liu et al., 2014a,
2014b; Petersen et al., 2019). Subjective ques-
tionnaires are accepted as effective approaches
to measuring TWSA, but they are obtrusive and
require that tasks be paused or completed. They
also only provide a single estimate of cognitive
state, which prevents their use in providing
continuous real-time estimates.

To address these limitations, previous work
has put forth what we refer to as “embedded
measures” of TWSA. Embedded measures are
derived from natural actions that operators take
while performing a task. Embedded measures do
not disrupt tasks and do not require operators to
divert attention as subjective questionnaires do.
We define embedded measures as distinct from
measures based on observable information alone
(e.g., an operator’s gaze) (de Winter et al., 2019;
Kok & Soh, 2020), since embedded measures
relate directly to actions operators are already
taking as part of task completion. They are also
distinct from performance measures (e.g., how
closely operators track a target trajectory) in that
they do not require knowledge of task goals or
performance criteria to provide useful estimates
of TWSA. Examples of embedded measures for
trust under this definition include the time
participants wait before taking over control from
an autonomous system (Kunze et al., 2019;
Petersen et al., 2019) and actions participants
take to check or override advice from an

autonomous system (Akash et al., 2018, 2020;
Wickens et al., 2020; Yang et al., 2017).

Workload and spare mental capacity have
been assessed using secondary tasks (Casali &
Wierwille, 1983; Heard et al., 2018; Hicks &
Wierwille, 1979; Knowles, 1963; Wierwille &
Eggemeier, 1993; Young et al., 2015). Research
on the degree to which secondary task com-
pletion or performance correlate with sub-
jectively reported workload is varied, in some
instances being correlated (Besson, Dousset,
et al., 2012; Besson, Maı̈ano, et al., 2012),
while not in others (Hancock et al., 1990). We
note that an unrelated secondary task (e.g.,
performing mental arithmetic) or one requiring
known performance goals would not qualify as
an embedded measure under our definition.
However, operator engagement on a required
low-priority subtask can serve as an embedded
measure of workload. Similarly, verbal callouts
in which operators report vehicle state changes
were introduced as an embedded measure of SA
in previous studies (Hainley et al., 2013;
Karasinski et al., 2016, 2017). While this mea-
sure likely only evaluates Level 1 SA (Endsley,
1995), in some environments, callouts integrate
naturally into existing tasks or are already stan-
dard tasks that operators complete (e.g., aircraft
cockpits).

Despite the face validity of embedded meas-
ures, it remains unclear if they can be utilized to
inform accurate estimates of TWSA. Previous
studies using embedded measures of SA have
employed them based upon their construct val-
idity and have not assessed their accuracy in
estimating cognitive states. Some work has in-
vestigated embedded measures of trust, but the
basis for assessment was not a commonly used
formal questionnaire (Xu & Dudek, 2015). For
workload, others have noted that more evidence
is needed to demonstrate the accuracy of task-
based measures (Heard et al., 2018). Some lit-
erature has investigated measures that are sen-
sitive to only task load, despite referring to them
as measures of “workload” (Ding et al., 2020;
Heard et al., 2020; Heard & Adams, 2019). Since
workload is a function of other elements (e.g.,
environmental conditions, operator experience,
strategy, fatigue) in addition to task load (Hooey
et al., 2018), it is important to validate embedded
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measures against workload questionnaires. Finally,
none of the reviewed literature sought to implement
embedded measures of TWSA simultaneously and
compare them to commonly used questionnaires.
Embedded measures’ construct validity is ac-
cepted, but it is critical to determine their accuracy
before they can be used to estimate cognitive states
in real-time operations.

The goal of our experiment was to implement
three embedded measures of TWSA into
a spaceflight-relevant scenario and determine if
those embedded measures could be used to in-
form estimates of operator TWSA, as determined
by questionnaires. In our analysis, we aimed to
address the relative benefit of increasingly per-
sonalized and complex models (e.g., only using
an embedded measure vs. incorporating other
observable information vs. more information
about each individual participant).

METHODS

Scenario and Tasks

The scenario used in this experiment was
designed to elicit a wide range of TWSA from
each participant. It was presented in the Aero-
space Research Simulator (ARES) at the Uni-
versity of Colorado–Boulder using Simulink
(MATLAB version R2019b). Participants were
given four tasks to complete during each trial of
the experiment: a primary tracking task, a push-
button lighting/response task, a verbal callout
task, and a decision task aided by an autonomous
system. Participants were seated in the ARES
cockpit’s left seat and used a joystick with their
right hand and buttons on a throttle with their left
hand, as shown in Figure 1.

The primary tracking task (upper middle
screen, Figure 1) required participants to keep
a virtual space station centered in the crosshairs
of a “docking camera” as their spacecraft ap-
proached the station and experienced random
perturbations. Participants were provided with
“Offset” indicators for the up/down (Y) and left/
right (X) directions they needed to null to track
the station, using a joystick to make velocity
command control inputs. All control inputs
consumed “RCS (reaction control system) fuel”
from a limited supply indicated on the primary

display. For a given trial, one of three different
levels of task load (low, medium, or high) was
achieved through different gain settings for
random perturbations. The magnitude and fre-
quency of these perturbations were selected based
on pilot testing conducted prior to the experi-
ment; the perturbations selected induced a range
of task loads for both participants unfamiliar with
tracking tasks and those who had expert aircraft
piloting backgrounds. The distance to the space
station was indicated on the primary display and
closed at a constant rate over 50 seconds.

The pushbutton lighting/response task
(Hainley et al., 2013; Karasinski et al., 2016,
2017) was presented on a secondary display
below and to the left of the primary display, at an
angle of approximately 25° from the center of
the primary display in the yaw plane and 21°
from the center of the primary display in the
pitch plane (see Figure 1). Participants were
asked to press a corresponding green or blue
button using their left hand when the outer ring
of a “Data Link” light on the secondary display
differed in hue (blue or green) from the inner
circle of the light (see Figure 2). Participants
were told to only monitor the Data Link light
when not occupied with the primary task. We
included a distractor “Docking Status” light on
the secondary display to discourage participants
from using their peripheral vision to respond to
the Data Link light while still focusing on the
primary task (which would have made the
lighting/response task useless as a measure of
spare mental capacity). Lighting events occurred
unpredictably, two to seven seconds after the
previous event either timed out or was ac-
knowledged by the participant. Once lit, the light
remained lit for ten seconds. If a participant
acknowledged the light it was turned off, but if
ten seconds passed with no acknowledgement
then the light was turned off automatically.

The verbal callout task was modeled after
recent experiments that used verbal callouts as
an embedded measure of SA (Hainley et al.,
2013; Karasinski et al., 2016, 2017). Participants
were instructed to verbally report every 10% of
RCS fuel consumption and every whole number
value of distance to the space station crossed
(e.g., 5, 4, 3, etc.) (see Figure 1). Distance de-
creased at a constant rate, but RCS fuel
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consumption depended only upon participants’
joystick inputs. These states were chosen for the
callout task as they were critical to maintaining
SA during the piloting phase. Importantly,
participants were instructed to only make cal-
louts when they were not occupied with any
other tasks. Callouts were deemed successful if
participants made them two seconds before or
two seconds after the event occurred. Otherwise,
callouts were considered missed. An experi-
menter marked callouts as they occurred, and
callouts were verified post-experiment using
audio recordings.

A 20 second “voltage setting phase” followed
the 50 second piloting phase. Participants were
asked to pick one of two voltage settings for
their own spacecraft (either 100 V or 200 V) to
match the voltage potential of the space station
as their spacecraft docked. Participants were
provided with two independent methods for
identifying the voltage of the space station
(Figure 2). The first was a discrete recommen-
dation (either 100 V or 200 V) from an auton-
omous system based on its prediction of the
station’s voltage. Participants were told the
autonomous system (1) used information they

Figure 1. Experiment Environment and Primary Display.Note. Example participant seating,
hand positioning, and displays during a trial are shown at left, and an enlarged example of the
primary display is shown at right. On the primary display the virtual space station, camera
crosshairs, offset indicators, reaction control system (RCS) fuel indicator, and distance
(“Dist”) to capture (“Cap”) indicator can be seen. See Figure 2 for enlarged examples of the
secondary display.

Figure 2. Progression of Secondary Display Information. Note. These images show the
progression of the secondary display during the piloting phase (left), to the voltage setting
phase (center), to after a voltage setting was confirmed (right). In the left panel the outer ring
of the “Data Link” light differs slightly in hue from the center of the light. The “Docking
Status” light was included only as a distractor.
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could not access to make its recommendations,
(2) was always trying to aid them (even when
incorrect), and (3) was the same system across
all trials. Pre-experiment training was provided
to help participants understand how the auton-
omous system’s recommendations worked. The
second source of information about the station’s
voltage was an “analog” voltage gauge with
limits of 100 V and 200 V and a starting needle
position of 150 V. The dynamics of the analog
gauge were simulated so that noise in the gauge
diminished over time while the range of possible
values increased over time, as the space station
grew closer to the spacecraft. The final value the
gauge settled on for each trial was selected from
an equally spaced range of twelve values be-
tween 100 V and 200 V, so on a given trial the
final value could have been obvious (e.g.,
100 V) or much less obvious (e.g., 155 V). Once
participants made and confirmed a voltage set-
ting (either 100 Vor 200 V) using buttons on the
joystick base, the analog gauge needle dis-
appeared. This was intended to prevent re-
vealing more information about the autonomous
system’s reliability before participants saw
a feedback screen summarizing the outcome of
their decision. The analog gauge allowed par-
ticipants to have some knowledge and envi-
ronmental context to aid in making their
decision and assessing the autonomous system’s
recommendation. This approach is more rele-
vant to real-world scenarios than participants’
blind reliance on an autonomous system’s rec-
ommendation alone, as has been used in some
previous experiments (Akash et al., 2018; Hu
et al., 2016).

Measures of Trust, Workload, and SA

Participants completed the Trust in Auto-
mated Systems questionnaire developed by Jian
et al. (Jian et al., 2000) after each trial to report
their trust in the autonomous system. While
biases have been identified with the question-
naire (Gutzwiller et al., 2019), it is one of the
most commonly used measures of trust. We
administered a modified Bedford workload scale
to query participants’ workload (Roscoe, 1979,
1984; Roscoe & Ellis, 1990). The modified scale
employs slightly different graphics and language

than the original Bedford workload scale but
retains the same Cooper-Harper Rating Scale
format as the original. Other multidimensional
scales may capture different aspects of workload
than the Bedford scale, which is unidimensional
(Estes, 2015; Hancock & Matthews, 2018; Hart
& Staveland, 1988). However, we chose a uni-
dimensional scale for this work because it was
quick to administer (helping to limit survey fa-
tigue among participants) and because it provided
intuitive descriptions of different workload levels
for participants. The “14D” SART with visual-
analog style ratings was presented to participants
to assess SA (Selcon & Taylor, 1990; Taylor,
1990). While participants completed all 14
questions on the SART questionnaire, ultimately
only the first 10 questions (the “10D” SART)
were used in our analyses for consistency with
how previous studies scored the SART (Petersen
et al., 2019). The questionnaires used to assess
TWSA and their scoring formulas can be found in
the provided Supplementary Materials.

We defined three embedded measures (one
for each of TWSA) that we sought to investigate
with this experiment.While there may have been
other embedded measures that could have been
defined, these three were selected based on their
use in previous literature. The trust embedded
measure was the time in seconds participants
took to confirm a voltage setting in the voltage
setting phase. The workload embedded measure
was the percentage of time the Data Link outer
ring was lit out of the maximum possible time it
could have been lit during the piloting phase. A
lower percentage value meant participants
quickly responded to lighting events, turning the
outer ring of the light back to its original color.
This metric is similar to the one originally
proposed for lighting/response tasks (Knowles,
1963). The SA embedded measure was the
percentage of successful callouts made from the
total available callouts on each trial. The number
of available callouts depended on the magnitude
of control inputs made by the participant. The
minimum number of available callouts for any
participant was six and the maximum observed
across all participants was fourteen (six distance
callouts and eight fuel callouts).

To quantify the usefulness of the analog
gauge information provided on each trial
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(termed the “Expectation”), we first integrated
the area under the curve of the analog gauge
needle’s position with respect to time until
participants confirmed their setting, with the
central 150 V mark as 0 for integration. We
multiplied the magnitude of this value (which
describes how strongly the gauge needle moved
to one side of the gauge versus the other) by
either a positive 1 when the system’s recom-
mendation was correct or a negative 1 when the
system’s recommendation was incorrect. This
piece of observable information is not consid-
ered an embedded measure as it is not a direct
measure of participant’s actions or inactions
during a task. Instead, it is additional in-
formation relating to the context of the task.

We also collected relevant background and
demographic information from participants be-
fore the experiment as potential predictors of
TWSA. Participants completed a questionnaire
about their handedness, their experience with
aerospace-relevant displays, their experience
with robots, and their experience with naviga-
tional aids (e.g., Google Maps). Participants also
completed a visual-analog scale version of the
Automation Induced Complacency Potential
(AICP) questionnaire regarding their attitudes
towards automation (Merritt et al., 2019) and
a simple five trial reaction test (Reaction Time
Test, n.d.) similar to the Psychomotor Vigilance
Test (PVT) for alertness (Basner et al., 2015).
Participants were given five trials to practice the
reaction test before completing five trials that
were counted for average reaction time. The pre-
experiment demographic questionnaire andAICP
questionnaire can be found in the provided
Supplementary Materials. AICP questionnaires
were scored by inspection by experimenters; all
other questionnaires were scored using image
processing scripts written by experimenters in
MATLAB (MATLAB version R2019b).

Experiment Protocol

This research complied with the American
Psychological Association Code of Ethics and
was approved by the University of Colorado–
Boulder Institutional Review Board. Informed
consent was obtained from each participant. We
enrolled 15 participants (9 males, 6 females;

ages 19 to 32, median age 24 years, 1 left-hand
dominant) and all completed the full experiment
(12 trials). Participants were aware of the high-
level project goal from the informed consent but
were left naı̈ve to the exact manipulations and
measurements being obtained. Participants were
pre-screened for alcohol consumption in the six
hours prior to their participation in our experi-
ment, and for a known history of seizures before
beginning training.

Participants were briefed and trained on the
tasks to encourage a steady-state level of per-
formance. To avoid giving participants insight
into the autonomous system’s reliability during
training, participants never received feedback on
if their voltage setting was correct or incorrect.
Participants then donned psychophysiological
sensors (eye tracking glasses, respirationmonitor,
electrocardiogram, and electrodermal activity),
which were used for a different investigation and
are not discussed in this work.

Participants experienced low task load, me-
dium task load, and high task load trials four
times each during the experiment, in a random-
ized order for each participant. The autonomous
system provided “correct” advice on nine ran-
domly ordered trials, while on three randomly
ordered trials the advice was “incorrect” (i.e.,
a 75% reliability). This rate aimed to replicate
realistic trust dynamics in a short experiment,
with a system that was still useful despite its
errors (Akash et al., 2020; Kantowitz et al., 1997;
Lee & See, 2004; Nunnally, 1978; Petersen et al.,
2019; Wickens et al., 2020; Wickens & Dixon,
2007). Out of 180 trials across all participants,
135 voltage settings were correctly recommended
and selected, 35 were correctly selected despite
an incorrect recommendation from the autono-
mous system, 10 were incorrectly selected based
upon an incorrect recommendation, and partic-
ipants never made an incorrect decision when
given a correct recommendation.

Following each trial, participants completed
digital copies of the previously described
questionnaires. Participants were then provided
with feedback on their performance during the
previous trial. Waiting to provide participants
with feedback regarding the previous trial until
after they completed questionnaires prevented
biasing of participants’ subjective ratings. To
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encourage engagement and give consequence to
participants’ decisions, bonus money was
awarded for (1) tracking accurately during the
tracking task, (2) choosing the correct voltage
setting (either a reward for a correct decision or
a penalty for an incorrect decision), and (3)
making a quick decision for the voltage setting
(even if the incorrect voltage setting was cho-
sen). Participants were incentivized to make
a quick decision for their voltage setting so that
they had to rely on the autonomous system to
some extent. Otherwise, participants could have
always waited to decide until just before their
spacecraft docked with the space station, ob-
taining the most accurate information from the
analog gauge. Bonuses for a quick voltage
setting decision were less than the bonuses/
penalties for making a correct/incorrect de-
cision. An example of the feedback screens
presented to participants after each trial is shown
in Figure 3. After participants finished all trials
of the experiment, they completed a question-
naire about their sex, age, race, and ethnicity,
which can be found in the provided Supple-
mentary Materials. [insert Figure 3]

Statistical Analysis

We fit linear regression models for each cog-
nitive state (of the general form Y ¼ β0 þ β1X1 þ
…βpXp þ γ1X1X2 þ…Þ using data collected in
our experiment. These models were used to es-
timate participants’ TWSA as reported after each
trial on questionnaires. We used fixed-effects,
single level models for consistency across all
model types and regression methods. We explored
fitting mixed-effects models with random effects
for participant-specific predictors, but accounting
for random effects provided a negligible im-
provement in model descriptive fit and predictive
accuracy. Mixed-effects predictor coefficients
were also approximately the same as in the fixed-
effects models (between 1 and 10%, much less
than the standard error of the coefficients). We
excluded a participant’s data for a cognitive state
if the range of their questionnaire responses was
less than 10% of the total range of the ques-
tionnaire, since this low variation in questionnaire
responses indicated either a misunderstanding of
how to use the questionnaire or that our

manipulations did not produce changes in TWSA
for that participant. This criterion makes our
approach less generalizable but was implemented
in the interest of simplifying analysis. This cri-
terion excluded two participants’ trust data, while
all workload and SA data were included.

Predictors and pairwise interactions included in
trust and SA linear regression models were se-
lected according to the Akaike Information Cri-
terion (AIC) using a stepwise search and fit
through MATLAB’s “stepwiselm” function with
all default settings other than the chosen criterion
(MATLAB version R2019b). Workload data were
exported fromMATLAB and loaded in R (R Core
Team, 2019). Predictors and pairwise interactions
for the ordinal regression models of workload
were then selected according to the AIC using
a stepwise search through the “stepAIC” function
with all default settings other than specifying
“both” for search direction (Venables & Ripley,
2002). Finally, ordinal logistic cumulative link
models were fit using the “clm” function with all
default settings (Christensen, 2019). The modified
Bedford workload scale used in this experiment is
known to have unequal intervals between its
levels, necessitating ordinal regression analysis
methods (Casner & Gore, 2010). The most
probable level determined by ordinal regression
was used as a workload model’s estimate for
a given trial. Our data and analysis code can be
found at https://osf.io/9xs3r/.

Accounting for differences in participants
and relevant characteristics of an individual is
critical in human factors research (Szalma,
2009), particularly when investigating cogni-
tive states (which are “internal” to a person and
cannot be observed directly). We anticipated it
would be necessary to account for the role of
personalization in predicting cognitive states.
To do this, we conceived of five different model
types (shown in Table 1, ordered from least to
most personalized) to determine what pre-
dictors were available to the stepwise algorithm
as it selected terms for each model. For each
model type, data from all participants were used
in one comprehensive fit (see Supplementary
Materials tables). Only predictors with con-
struct validity in predicting a given cognitive
state were made available for each trust,
workload, or SA model.
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Model descriptive fit was assessed by either
adjusted R2 (Ezekiel, 1930; Raju et al., 1997) for
trust and SA, or Nagelkerke pseudo-R2

(Nagelkerke, 1991) for workload. Adjusted R2

was selected to evaluate descriptive fit as it is
a commonly used metric that accounts for the
number of predictors included in a model
(Ezekiel, 1930; Raju et al., 1997). This was
desirable as our models could have included
many predictors which would have spuriously
increased a non-adjusted metric of descriptive
fit. While Nagelkerke pseudo-R2 does not ac-
count for the number of predictors in a model
and should not be compared to the adjusted R2

calculated for the trust and SAmodels, it can still
provide an indication of the descriptive fit of
ordinal regression models (Nagelkerke, 1991).
Nagelkerke pseudo-R2 was also selected for its
parallels with the Adjusted R2 metric used for
trust and SA linear regression models. Na-
gelkerke pseudo-R2 was calculated using the
“nagelkerke” function in R (Mangiafico, 2016).

Each model’s predictive accuracy was eval-
uated with two different approaches for leaving
out observations in cross-validation: one to
evaluate how effective a given model was at

predicting a completely unseen/new participant
(“leave one participant out”) and one to evaluate
the same for a single trial/observation (“leave
one observation out”). As model types 4 and 5 fit
participant-specific parameters, they could not
be evaluated with the former approach. We
calculated Q2 (Quan, 1988) and root mean square
error (RMSE) to assess predictive accuracy for
linear regression models of trust and SA. Q2 was
selected as it is analogous to R2 in that it assesses
predictive power as a proportional reduction of
error. As such, Q2 values near 0 correspond to no
predictive power compared to taking the mean of
the cross-validation data, while 1 corresponds to
perfect predictions (Quan, 1988). For the ordinal
regression models of workload, we calculated
RMSE and three “Accuracy within N”metrics of
predictive accuracy (e.g., accuracy within +/� 1
Bedford workload level = ACC1), where exactly
correct predictions are labeled “ACC0” (Gaudette
& Japkowicz, 2009).

RESULTS

A summary of available predictors, co-
efficients for the main effects of those predictors,

Figure 3. Example of Feedback Screens. Note. Participants only saw one feedback
screen after each trial, depending on if they chose a correct voltage setting (left) or
incorrect voltage setting (right). Payment details (as shown on the screens above) were
displayed only after 15 seconds had passed since the success/failure feedback screen was
presented.
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fit statistics, and predictive accuracy metrics for
all model types are shown in Tables 2, 3, and 4 for
trust, workload, and SA, respectively. Predictors
are coded by their source: either embedded
measures, observable aspects of the environment,
additional information relating to performing
a task, or information about a participant obtained
before the experiment. If a predictor was not
available to be included in amodel due to its type,
corresponding cells in the table are darkened. If
a predictor was available to a given model, but
was not selected by the stepwise algorithm, that
cell contains only a dash. Model types 4 and 5
could include participant-specific intercepts, and
model type 5 could include participant-specific
coefficients as well. Median coefficient values are
reported for participant-specific terms with
a preceding “M.” While at least one pairwise
interaction term was included in each model type

2, 3, 4, and 5, interaction terms are not reported
here for brevity. They can be found in the Sup-
plementary Materials along with an example of
a linear regression model formulation. However,
the reported fit statistics and predictive accuracy
metrics for the models do include the con-
tributions of the models’ pairwise interaction
terms. Terms and coefficients for trust models can
be found in Supplemental Tables 5-10, for
workload models in Supplemental Tables 11-22,
and for SAmodels in Supplemental Tables 23-30.
Residual plots for trust and SA models can be
found in Supplemental Figures 3 and 4,
respectively.

DISCUSSION

This research explored a set of embedded
measures to inform statistical models for

TABLE 1: Types of Statistical Models and Predictors Available for the Stepwise Search Algorithm

Model type

1 2 3 4 5

Embedded
measure

(Available)

Observable info
(e.g., task
load)

(Not available)

Demographic/
background
info

Participant-
specific
intercept

Participant-
specific
predictor
coefficients

Purpose How
embedded
measures
have been
used before

Requires no
information

about
operator

Can account
for

operator
traits

before they
do any tasks

Once fit to
operator’s
experiment
data, more
specific

Once fit to
operator’s
experiment
data, most
specific

Note: Predictors that were available for inclusion in each model type are ordered from least personalized/most general
(top) to most personalized/least general (bottom). The last row of the table describes the purpose of each model type
(columns) and each model type’s level of personalization, which increases from left to right.
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accurately estimating human operator cognitive
states (TWSA). The embedded measures we
implemented were shown to be related to their
relevant cognitive states, with effects in intuitive
directions for each model type 1 (longer “Time
to confirm voltage setting” corresponded to
lower trust; higher “Data Link lighting %” with
higher workload; higher “% of available callouts
made successfully” with higher SA). However,
we also found embedded measures alone were
insufficient to accurately describe or predict

TWSA (i.e., low R2, low Q2 or ACC, and higher
RMSE for model type 1). Statistical models of
cognitive states increased in predictive accuracy
when additional predictors were included and
improved in descriptive fit when personalized
parameters were fit to each predictor. For all the
cognitive states, the best descriptive fit was
achieved by a model type 5, which is the most
personalized of the model types. However,
model type 5 did not achieve the best predictive
accuracy for any of the cognitive states when

TABLE 2: Summary of Trust Models

Predictor Type 1 Type 2 Type 3 Type 4 Type 5

Intercept 67
���

73
���

30
���

M 64 M 58
Time to confirm voltage setting
(0 - 20 seconds)

-2.1
���

-3.2� -1.6
���

-1.9
���

M -0.1

Number of times participant
received ’‘wrong voltage setting”
feedback prior to trial (0 - 11)

13
���

41� 3.5 —

Number of trials completed by
participant prior to trial (0 - 11)

-2.0� -2.6� — —

Expectation (-0.18 - 0.18, with
negative values as dissonance and
positive values as agreement)

38� 294
���

81
��

M 150

AICP monitoring score (1 - 25, with 1
being more likely to monitor
automation)

2.6
���

“Robot/autonomous system user”
demographic category (0 or 1)

—

“Navigation aid user” demographic
category (0 or 1)

—

Adjusted R2 0.08 0.30 0.65 0.69 0.78
Q2 (leave out participant) -0.02a 0.18 0.48

Q2 (leave out observation) 0.07 0.26 0.55 0.39 0.22
RMSE (leave out participant) 15.6 14.0 11.1

RMSE (leave out observation) 14.3 12.7 10.0 11.5 13.0

Note: Horizontal stripes = embedded measure, grid checkering = observable aspect of environment, vertical stripes =
additional information relating to performing a task, and diagonal stripes = participant info obtained before experiment.
Median coefficient values for personalized predictors are notedwith “M.”Coefficient values not reported here canbe found in
the Supplementary Materials. If a predictor was not available to be included in a given model, corresponding table cells are
empty. If a predictor was available to a given model, but was not selected by the stepwise algorithm, that cell has a dash.
aA negative Q2 corresponds to a model that reduces predictive power assessed by cross-validation, as compared to the
mean of the observations.
���: p < 0.0005, ��: p < 0.005, �: p < 0.05.
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assessed using our cross-validation methods,
possibly indicating overfitting for those highly
personalized models. At least one predictor
based on participants’ demographics or

predispositions was selected to predict each
cognitive state when it was available to be in-
cluded (e.g., participants with higher “Display
skill rating” had higher SA).

TABLE 4: Summary of Situation Awareness Models

Predictor Type 1 Type 2 Type 3 Type 4 Type 5

Intercept 18
���

28
���

6.2 M 21 M 20
% Of available callouts made
successfully (0 - 100)

0.07
���

— — 0.05� M 0.01

Task load setting (-1, 0, or 1) -6.9
���

-0.33 -3.3
���

M -3.9

Number of trials completed
by participant prior to trial (0 - 11)

0.23� 0.27
��

0.58� M 0.3

Summed magnitude of joystick
control inputs
(0 - 1500)

-0.004� -0.009
���

-0.01
���

-0.008�

Root mean square (RMS) of tracking
error (min = 0.148, max = 1.68)

-16
���

-3.6 — M -4.3

“Video game use” demographic
category (0, 1, 2, or 3)

—

“Aerospace information display skill”
demographic category (0, 1, 2, or 3)

11
��

Sleep rating (-2, -1, 0, 1, or 2) —

Sleep hours (rounded to half hour,
min = 5, max = 9)

—

Reaction test average score
(min = 211 ms, max = 333 ms)

0.09
���

Handedness (0 or 1) -5.1
��

Adjusted R2 0.06 0.54 0.65 0.72 0.81
Q2 (leave out participant) 0.01 0.51 0.23

Q2 (leave out observation) 0.06 0.53 0.63 0.69 0.61
RMSE (leave out participant) 6.35 4.48 5.59

RMSE (leave out observation) 6.13 4.32 3.86 3.53 3.95

Note: Horizontal stripes = embedded measure, grid checkering = observable aspect of environment, vertical stripes =
additional information relating to performing a task, and diagonal stripes = participant info obtained before experiment.
Median coefficient values for personalized predictors are notedwith “M.”Coefficient values not reported here can be found
in the SupplementaryMaterials. If a predictor was not available to be included in a givenmodel, corresponding table cells are
empty. If a predictor was available to a given model, but was not selected by the stepwise algorithm, that cell has a dash.
���: p < 0.0005, ��: p < 0.005, �: p < 0.05.
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Predictive accuracy metrics for trust models
suggest the importance of considering partic-
ipants’ predispositions in addition to their evolving
relationship with a specific system when esti-
mating trust. This is reflected in the large increase
in Q2 and reduction in RMSE once demographic
predictors were added to trust models. For ex-
ample, Q2 (observation) for the trust model type 2
was 0.26, but this value increased to 0.55 for
model type 3, which includes demographics. This
is also reflected in the relatively low trust model
type 2 Q2 values when compared to SA model
type 2 Q2 values (e.g., Q2 (observation) was al-
ready 0.53 for SA model type 2, which lacked
demographic predictors). Trust model types 4 and
5, which were the most personalized of the
models, achieved the best descriptive fits of the
trust models as measured by Adjusted R2. Despite
the challenge of accounting for participants’ pre-
dispositions, the embedded measure for trust and
other included predictors were useful in predicting
participants’ trust.

The workload model type 3 achieved a note-
worthy 75% accuracy in predicting reported
workload within one level on the Bedford scale
for all twelve of an unseen participant’s trials.
This shows the workload model type 3, which
could be fit in future experiments using de-
mographic data before a participant completes any
tasks, was quite accurate even though it was not
a personalized model like model types 4 and 5.
However, as previously noted, the intervals be-
tween different levels of the Bedford scale are not
the same, and our accuracy metric does not ac-
count for the specific descriptors associated with
each level of the scale (Casner & Gore, 2010).
Additionally, the workload model type 1 had poor
predictive accuracy and descriptive fit (e.g., Na-
gelkerke Pseudo-R2 was 0.21). While the em-
bedded measure of workload is arguably the
embeddedmeasurewith themost precedence from
previous literature (and was shown to be useful in
all workload models), this poor accuracy shows
the embedded measure still does not capture the
“whole picture” of a participant’s workload. Our
results indicate more predictors and information
were needed to accurately predict workload.

The verbal callout measure of SA was the
embedded measure that was most frequently
excluded from models by the stepwise

algorithm, as only model types 1, 4, and 5 in-
cluded the embedded measure of SA. However,
when the measure was included in models, its
coefficient had an intuitive positive sign (in-
dicating that more successful callouts reflected
a higher level of SA). Scores on the SART can
range from a maximum of 46 to a minimum of
�14 (Selcon & Taylor, 1990; Taylor, 1990).
Thus, as an example, the SA model type 1
predicts that a participant who made 100% of
their available callouts would score seven points
higher on the SART than a participant who made
none of the available callouts. The Q2 values for
SA models were generally high, over 0.5 for Q2

(observation) for model types 2, 3, 4, and 5. This
suggests that even if the embedded measure for
SA needs improvement (i.e., it was not uni-
versally included by the stepwise algorithm), the
other observable predictors used in SA models
provided an accurate estimate of SA.

We are confident that participants prioritized
the primary task above other tasks, and that
participants completed questionnaires in a way
that reflected their TWSA. Experiment data
showed participants continuously made joystick
inputs but sometimes missed Data Link lighting
events or verbal callouts. The short durations of
trials in this experiment mitigated the effect of
participants forgetting or biasing their ques-
tionnaire responses regarding earlier parts of
a trial, as can happen with SART ratings
(Salmon et al., 2009).

Our use of the SART to measure SA was
a limitation of our work. SART ratings are
known to be confounded by participants’ con-
fidence, task performance, and workload; the
SART is often not the best means of querying SA
(Endsley et al., 1998; Lin and Lu, 2017). Other
measurement methods without these limitations
such as the SPAM (Durso et al., 1998) or the
SAGAT (Endsley, 1988a, 1988b, 2021) were not
used because it was desirable to measure SA
without interrupting trials in this experiment. The
SPAM and the SAGAT require question “probes”
and task freezes, respectively, and individual trials
were too short for such methods to be feasible.
Furthermore, aspects of workload and SA are
known to be correlated when measured by the
SART (Selcon et al., 1991). Since the predictors
used to estimate workload and SAwere the same
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except for the embedded measures, it is possible
our predictions for workload and SA are corre-
lated. Future work could investigate the specificity
of cognitive state estimates produced from em-
bedded measures or employ multivariate statistics
to simultaneously estimate workload and SA using
the same predictors.

Additional limitations of this study include our
focus on one embedded measure per cognitive
state (using multiple measures may improve
cognitive state estimates), the use of a single
subjective measure for each cognitive state (dif-
ferent questionnaires can produce different out-
comes; Casner &Gore, 2010), and our sample size
of only fifteen participants. Further, our multiple
regressionmodeling approach assumes the TWSA
outcomes on each trial are independent. However,
cognitive states may have temporal dynamics, like
an operator developing trust in an autonomous
decision aid (Guo & Yang, 2020; Yang et al.,
2021), that violate this assumption. For this reason,
we do not emphasize the statistical significance of
coefficients included in our modeling results. Fi-
nally, the embedded measures implemented in this
work are specific to the tasks in our experiment
and would not apply to different tasks in another
experiment. Yet, comparable measures (such as
response times, actions taken, or verbal callouts of
relevant environment states) likely exist for other
human operator tasks and could be implemented
in amanner similar to our experiment. Futurework
should take our results showing the importance of
task information and participants’ predispositions
into consideration when defining unobtrusive
measures of cognitive states.

CONCLUSION

This work represents the first study to rig-
orously investigate a set of embedded measures
of trust, workload, and SA by comparing those
measures to commonly used subjective ques-
tionnaires. We also implemented three embed-
ded measures (one each for TWSA) in
a spaceflight-relevant scenario; previous studies
had only implemented one or two embedded
measures (Akash et al., 2018, 2020; Hainley
et al., 2013; Karasinski et al., 2016, 2017;
Petersen et al., 2019). Our results are consistent
with studies showing the general utility of

embedded measures of cognitive states (Hainley
et al., 2013; Karasinski et al., 2016, 2017; Kunze
et al., 2019; Petersen et al., 2019). We improved
upon those previous studies by collecting par-
ticipants’ responses on subjective questionnaires
and then using cross-validation methods to as-
sess embedded measures’ predictive capa-
bilities, developing a systematic approach to
creating models that can estimate TWSA.
Critically, we found embedded measures should
not be equated with TWSA (as was assumed in
several previous studies) because our embedded
measures were inaccurate in capturing cognitive
states when used on their own. However, when
embedded measures were combined with other
readily observed data (e.g., an individual’s re-
ported predisposition towards automation), they
could estimate TWSA unobtrusively and accu-
rately. Accurate cognitive state estimates enable
adaptive autonomous systems (systems that can
change their mode of operation or level of
transparency to maintain ideal levels of operator
cognitive states) in human-autonomy teams.
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KEY POINTS

· A set of unobtrusive measures of trust, mental
workload, and situation awarenesswere implemented
into a spaceflight-relevant scenario
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· The measures were compared to commonly used
subjective questionnaires using statistical models
created with varied degrees of personalization

· Statistical models combining the measures with ob-
servable task information could accurately predict
operators’ trust, mental workload, and situation
awareness as indicated on the subjective questionnaires

· Unobtrusive, accurate cognitive state estimation
enables autonomous systems that adapt according
to operator cognitive states in human-autonomy
teams
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