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Abstract

We presentGalileo, a simulatorfor the trans-
missionof both connection-oriente@nd connec-
tionlesstraffic over a constellationof LEO/MEO
(Low/ MediumEarth Orbit) satellites. Its scope
is limited to the satellitesandthe stationsaccess-
ing them, without any modelling of the terres-
trial network,but insidethis scopethe goalis to
studythe performanceof satellite-basedommu-
nicationnetworkdromasmanyaspossiblepoints
of view. Typical applicationsinclude simulation
of accesdedniquesrouting policies,fault man-
agement.Thesimulatoris writtenin Java,andit
malesuseof dynamicloadingto easilyintegrate
userwritten modules. A draft manualis avail-
able and a preliminary version of the program
will be publishedoy theendof 2000.

1 Intr oduction: the newbom and its
family

The motivation behind Galileo’s conception
emepged during an exchangeof ideas among
somemembersof the EuropeanCOST 253 Ac-
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tion?, aforum whereresearcherfom all around
Europeperiodicallymeetto addressssuegelated
to LEO constellationsof communicationsatel-
lites. The point madewasthat noneof the com-
mercially or freely availablesimulationtoolswas
reasonablyisableasa genericsimulationtool for
LEOs. Thisseminaldiscussioraterledto theini-
tial designof the Galileoarchitectureywhich was
the outcomeof a collaborationbetweentwo in-
stituteswhereresearchersadalreadyhadexperi-
encesn developingspecialpurposesimulators.
Thebasicideaandmostof theconceptsegard-
ing the connectionsetupandthe channelaccess
from agroundstationweredevelopedat CNUCE,
aninstituteof CNRin Pisa(IT), asaconsequence
of theinadequay of thelocally developedFracas
[3] simulatorfor the studyof LEO networks. The
routing conceptsand the detailsof the architec-
ture thatform the glue of the actualimplementa-
tion of Galileo comefrom the experienceof the
LeoSim[6] simulator developedoriginally atthe
BrusselsUniversity (BE), andcurrentlyat ENST
in Toulouse(FR), andtheinitial specificationof
SimToc [5], designedat CNUCE. Interestingly
while having very differentscopesaindobjectves,
all of thesesimulatorstook anobjectorientedap-

1COST stands for COopeation in the
field of Scientific and Tedchnical reseach, see
<URL:http://www.eeng.brad.ac.uUResearch/cst253>
for informationon COST253.



proachto implementationprincipally asa mean
to easeextensibility. Galileo aimsto be a gen-
eral purpose,customisablegool, freely available
for thewhole satellitecommunity

Fracas(FRAmed ChannelAccessSimulator)
is essentiallya commandline driven emulator
whosetime adwancesin fixed length steps,usu-
ally of the samelengthof aframeof the protocol
understudy While very fastandvery well suited
to the studyof accesprotocolsfor GEOsystems,
it cannotbeadaptedo LEO systemslts heritage
consistsof the conceptsbehindstatisticscollec-
tion andmanipulation.

LeoSim, the most important of Galileo’s an-
cestorsjs an event-driven, continuoustime sim-
ulator accessedhrougha graphicalinterface. It
has beendevelopedat ENST (FR) in order to
studylink stateroutingalgorithmsfor LEO satel-
lite constellations. LeoSim provides statistics
on the numberof call requests,the call block
probability, andthe costintroducedby maintain-
ing thelink statedatabaseshortestpathrouting,
handwer managemenandelaboraterouting sig-
nalling areimplementedIts designapproactand
its core simulationenginehave beentransported
into Galileo.

From SimToc, the other ancestor from
CNUCE, Galileo took the global architecture,
theideaof the up-davn link betweenrthe ground
stationanda satelliteof the constellationandthe
way a connectioris setup andmodified. SimToc
hasnever gonepastthe designstage.

Consim[1] is asimulatordevelopedat CSELT
(IT) for evaluatingthe performancesf constella-
tionsof communicatiorsatellitesaffectedby dif-
ferenttypesof failures.Consimwill beintegrated
by resultsinto Galileo. By “integration by re-
sults” we meanthat the two simulatorsare kept
separateandthe resultsof Consimare usedby
Galileo. This is a simpleway to programinter-
action betweentwo simulatorsthat were written
separatelywhile minimisingthe couplingneeded
betweenthe different teamsresponsiblefor the
programs.However, this approachs only feasi-

ble whenthetwo studiescover aspectsvhich are
not interdependentIn this case,Consimrunsa
failure modelto producea list of failure events
occurringduring the constellationlifetime, each
onetaggedwith the type of failure andthe time
of occurrence.Sincethe fault occurrences in-
dependentf thetraffic generationConsimneeds
no feedbackirom Galileo, andthe dataexchange
betweenthe simulatorscanbe unidirectional. In
practice thelist of failure eventsis provided dur-
ing the simulationinitialisation phaseand then
usedto feed Galileo’s simulatorenginein order
to triggertheright fault managersttheappropri-
atetime.

2 Architecture

Figurel highlightsthe three-layerarchitecture
of Galileo.
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Figure 1. Galileo architecture .

Thefirst layer(Simulationenging defineshoth
thestructureof componentsvhich aretheblocks
from which Galileois built, andthe way they be-
have andinteract. The componentstdynamicsis
thejob of the schedulethatrunsthe components



anddefinesa messag@assingstructurefor inter-
componenicommunication. Thusthe first layer
constitutesa genericinfrastructurefor a discrete-
event,message-passirggmulator

The secondlayer (Core module$ implements
the network model of Galileo, by defining the
scopeof Galileo possibilitiesthroughthe defini-
tion of a setof classes. Theseclasses(called
template$) also specify the rules for using the
network modelandcreatingcustomcomponents.
This layeris not customisablger se,andin fact
is the core of Galileo’s functionalities. Experi-
mentersneedingto implementtheir own set of
purposefullymade modulesshould be well ac-
guaintedwith the network model.

Thethird layer (Custommodule$ is the setof
moduleswhich aredynamicallyloadedfrom alli-
brary including both standad and customcom-
ponents Standardcomponentsare components
shippedwith Galileo. Customcomponentsare
developed (possibly basedon standardcompo-
nents)by the userof Galileoin orderto tailor the
simulatorto its needs.This layeris wheread-hoc
built modulesareintegratedin Galileo. Examples
includemodulesdefiningthe behaiour of actual
routing algorithms, channelallocation methods,
traffic generatorsgall admissiorcontrolpolicies,
etcetera.

To summariseéhe relationbetweerthe second
and third layer, layer two defineswhat are the
generalcharacteristicof, say a channelalloca-
tion method(in termsof what are the provided
servicesWwhile layerthreedefinesactualchannel
allocationmethods.

2.1 Componentsasbuilding blocks

Galileo is extremely modular becausat aims
at providing a simulationframenork whereone
plugsin a locally developed,e.g., routing algo-
rithm, andevaluateshe resultingbehaiour. The
basicmoduleis calleda componentwhich is a
classof Java objectsthat provide the ability to

2They areunrelatedo C++templates.

be duplicated,and methodsto initialise and start
themseles after creation. Initialisation may be
basedonthe presencef othercomponents the
system,and may make use of a dedicatedsec-
tion in the initialisation file, whosesectionscan
bestructurecandnestedo arbitrarydepths.Start-
ing a components doneafterinitialisation. This
usually makes senseonly for entities (modules
with a specialprocessingcapability), which are
describedelon. Galileocomeswith asmallcol-
lectionof standarccomponentsywhich aremeant
to be usedas-isor replacedwith customones.
Hopefully, Galileo’s library of standardcompo-
nentswill grow with time.

Standardand custom componentsare built
upon templates,which are Java abstractclasses
usedto provide an API for the developmentof
components.Providing an APl hassomeshort-
comingswith respectto providing an extension
languagefor example,it is generallymorediffi-
cult to programin Java thanin an extensionlan-
guage,an extensionlanguagecan be limited to
provide only specialconstructsand can be well
insulatedfrom the details of the programcore,
whichin practiceis impossiblein Jaza. However,
usinganAPI is afar easierandmoreflexible ap-
proach,and certainly more efficient in terms of
resourcesisage.

Componentgontainboth codeand data. Af-
terinitialisation,the componentaneitherlive as
a passve element,whosemethodsare called by
the systemor from othercomponentspr behae
asanindependenpieceof code. This latter spe-
cial kind of components called an entity. En-
tities run concurrentlywith the rest of the sys-
tem and other entities, by using the communi-
cation and schedulingfacilities provided by the
simulationengine. The Galileo network model
describedater is thereforea collection of inter-
operatingcomponents.



3 The simulation engine

The simulation engine comesfrom LeoSim,
andincludesthe scheduleandtheagenda.
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Figure 2. Creating, scheduling, and consum-
ing events.

Any module inside Galileo can generatean
eventby callingtheschedul eAct i on method
of the scheduler which createsa pendingevent.
The agumentsof this methodare the delay af-
ter which the event shouldbe triggered,a repeat
count,andthe actiontriggeredby the event. The
scheduleprganiseghe pendingeventsin a struc-
ture called an agenda which is conceptuallya
gueuewherethe eventsarekeptsortedaccording
to the time whenthey shouldbe triggered. The
exactimplementatiorof the agendas customis-
able, to allow experimentation,easyupgrading,
andplatform-specificoptimisations.Currently a
simple-mindedieltalist is implementedtogether
with a more sophisticateccalendarqueueimple-
mentation.

A deltalist is astructureallowing basicallytwo
operationspamelyinsertionof arandomelement
and extraction of the smallestelement. The im-
plementationconsistsof a linked list where an
eventis insertedin order so the extraction con-
sistssimply of extractingthe first elementof the
list. Unfortunately inserting an elementneeds
scanninghelist from the beginning,sotheinser
tion time is O(N), N beingthe numberof pend-

ing events.For big simulationsJik e thosewe are
planning,thisis notacceptablehecause¢heover-
headintroducedby event schedulingwould be
O(N?). A calendarqueueis a structureallowing
the sameoperationsasthoseprovided by a delta
list, but usingamorecomple datastructure con-
sistingof anarrayof linkedlists. It is possibleto
malke ananalogywith a calendarwherefor each
dayonewritesdown zeroor moreappointments,
orderedby the time of the day Findingthe day
wheretheappointmenshouldbewrittenis O(1),
andinsertingit in the queueof thatdayis O(n),
n beingthe numberof events(appointmentdor
that particularday). Two parametersnustbe set
for acalendaiqueuethatis theslotsize,whichis
thelengthof thedayin the calendamanalogy and
thenumberof slots. It hasbeenshowvn in [4] that
the optimal numberof slotsis O(N). By chang-
ing dynamicallythe numberand the size of the
slotsdependingon N we obtaina dynamiccalen-
darqueuefor which empiricalevidencehasbeen
givenin [2] thatinsertionandextractiontimesare
O(1). Currently Galileoimplementsa static cal-
endarqueuewhoseparameterarereadfrom the
configuration.

The actiontriggeredby an eventis definedby
a selectorand a list of agumentsto it. A se-
lector is an entry point in a module, that is, a
methodwhich possiblyacceptarguments When
an event is triggered, the associatedselectoris
called,andtherelative list of agumentss passed
to it. Thissimplemessag@assingnechanisnal-
lowsasynchronousommunicatiorbetweercom-
ponentsMore preciselyary pieceof codeinside
Galileo can generatean event, and thus senda
messagehut only entitiescanhave selectorsand
thusbe awakenedby the schedulemandreceve a
message.

The schedulers the heartof the simulator Af-
tertheinitialisationphasethesimulationconsists
of aloop runninginsidethe schedulerwhich just
removesthefirst eventfrom the queue advances
the systems time to that of the event, and calls
the selectorspecifiedtherein,with the appropri-



ateargumentlist. Whenthe selectoris finished,it

returnsto the scheduler The loop finisheswhen
thereare no more eventsin the queue,a special
stoppingeventis encounteredpr whenmanually
stoppedy the operator

Since it is anticipatedthat Galileo will go
distributed in the future, the scheduleris cus-
tomisable, to allow experimentationand local
customisation®f distributed schedulingcriteria.
Currently a simple serial scheduleris available,
which is the normally usedone, and a paral-
lel scheduleiis implementedwhich is usefulfor
multiprocessomachines.

After selectinga first event for runningon a
given CPU, the schedulercould remove a sec-
ond event from the headof the queueto have it
run on a secondCPU. This is always possibleif
the selectorhasthe sametrigger time asthe first
one,andthe Jara codeis written with parallelism
in mind (i.e., by properly usingthe Synchr o-
ni zed statementor modifier). In the general
case however, the secondselectorshouldbe run
only if thefirst selectordoesnot changeary state
in the simulatoron which the secondselectorde-
pends. This constraintcannotbe automatically
detected,so selectorswishing to allow parallel
executionof otherselectorsnustprovide ani s-
Saf eW t h methodwhichtakesthenext selector
asan agument. In our example,the first selec-
tor'si sSaf eW t h methodwould be calledwith
the secondselectoras an argument,and should
returnt r ue only if thesecondselectoris known
notto rely on ary statethatthefirst selectormay
change.

Moreover, if thefirst selectorcreatesny events
whosetime is lessthan the time of the second
event, theseevents(recursvely) shouldnot trig-
gerary changeof stateon which the secondse-
lectorrelies. In orderto easethis requirementa
secondargumentis passedo thei sSaf eWt h
method which is thetime of the secondevent.

This mechanismis far from being automatic,
but in practiceit canallow someparallelismfor
carefullycraftedcomponentshathave beenwrit-

tenby the sameprogrammer For example,com-
puting a route is a time consumingtask (it in-
volves usually a shortestpath algorithm). If
two successie routing eventsare presentin the
agendathey couldbelaunchedconcurrentlypro-
videdthatthey do nothaveto be performedn the
samesatellite.

4 The network model

Thesecondayerof thearchitecturelepictedn
Figurel defineghebasiccapabilitiesof thesimu-
latorasfarasthemodellingof thecommunication
network is concerned.The relevant modulesare
the Source Groundand Spacesggments.Eachis
a collectionof componentsandtemplates.Cus-
tom andstandarccomponentsreinstantiationof
templatesandoccuyy thethird layerof thearchi-
tecture.Galileowill initially shipwith asmallset
of standarccomponentsanda manualdescribing
the API for building customones.

4.1 Assumptionsand definitions

Many componentsn Galileo are meantto de-
scribereal objectsin the satellite network. We
describehe mainconceptaisedwhendescribing
thenetwork, andwhenthereis adirectcorrespon-
dencebetweena conceptand a componentwe
will indicatethe nameof thecomponenin mono-
spacedface betweenbraclets, like in [Sat el -
l[ite].

We definea cell asthe areaof the earthillu-
minatedby a satellitespotbeam. A footprint is
the whole coverageareaof a satellite[Sat el -
[ite],i.e. itisthesumof theareascoveredby
its spot beams. An overlap area is the areain
which agroundstation[St at i on] (i.e. asingle
subscriberor a concentratorfanreceve a signal
with an acceptablgpower level from more than
oneadjacenspotbeams A UDL (Up-Down link)
[UdI ] is the aggreation of all spot beamsper
tainingto the samefootprint; it hasafixedcapac-
ity, andis unidirectional. A beam[Bean] is the
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Figure 3. Names of some objects used in the
simulator .

communicatiormediumbetweera satelliteanda
spoton the ground. A beamhasa variable ca-
pacity which cannotexceedthe capacityof the
UDL thebeambelongsto. A node[Node] of the
network is ary stationor ary satellite. Satellites
have multi-beamantennador up-link reception
anddown-link transmissionandareconnectedo
eachneighbouringsatellite by meansof an ISL
(inter-satellitelink) [I sl ] which a unidirectional
link.

A connectiorfConnect i on]isavirtualcom-
municationpathbetweena souice anda destina-
tion, whicharenormallydifferentstations.A con-
nectioncanbe created modified by changingits
characteristic§Resour ces], andtorn down. It
is assumedo be full-duplex, composedy a for-
ward anda returnchannel[Uni Connect i on],
wherethe forward channels intendedto be from
sourceto destinationandthereturnchannefrom
destinatiorto source.

The proceduresupportingthe transitionfrom
oneconnectiorstateto anothelis implementedy
acall signallingprotocol[Cal | Si gnhal i ng].

4.2 Call signalling

A call geneator [Cal | Gener at or ] defines
when a connectionstarts, betweenwhich end-
points,andhow andwhenit is modifiedandtorn
down. It canbe associatedvith a padet gener
ator, which producesthe paclet traffic running
over a connection, for simulating connection-
orientedtraffic. It is ernvisagedthat Galileo will
be ableto supportalsotraffic generatorshatcre-
ate connectionlesgraffic. In the following we
will mainly considerconnectiongndconnection-
orientedtraffic.

When a connectionis created,the stationse-
lectsthefirst andlasthop satellitesfrom the con-
stellation [St at i onUdl Routi ng]. The sta-
tion thenperformscall admissioncontrol [St a-

t i onQoSManager ] to determinewvhetherthere
are enoughresources[St at i onResour ces]
to supportthe connection. Then the connec-
tion requestis passedo the first satellitewhich
computegheroute[l sl Rout i ng] betweenhe
first and last satellites. If thereis sucha route,
all satelliteson the path perform call admission
control[Sat el | i t eQoSManager ], [Sat el -

| i t eResour ces]. The sameproceduretakes
placein thedestinatiorstation.If it turnsoutthat
theconnectiorcanberoutedthroughthatpath,re-
sourcesare actually allocated([St at i onQoS-
Manager ], [Sat el | i t eQoSManager ]).

In orderto simulateconnectionsoming from
a call concentratoaggreatedphonecalls), the
numberof channelof the connections notfixed
afteraconnectiorhasbeensetup, but canchange
during the lifetime of the connection.For exam-
ple,aconcentratomaysetup asingleconnection
for all the phonecalls it handles,and may sim-
ulateboth newv phonecalls andold closedphone
calls by varying the numberof channelausedby
the single connectionas setup at starttime. In
otherwords,a numberof n phonecallsfrom sta-
tion i to stationj is simulatedby the generation,
in stationi, of a unigueconnectionthat requests
n channels.The modificationof a connectiorre-



quirementds performedin a similar way to the
connectiorsetupprocedure.

A handorver (or hand-of) occurswheneithera
UDL connectinga satelliteto a groundstationis
cutoff, or whenabeamchangeoccurs(insidethe
sameUDL), or whenanISL is cut off. All con-
nectiongassinghroughtheaffectedlink mustbe
appropriatelyprocessedreroutedor torn down)
[Connect i onChangeMbni t or ].

A connectiondrop occurswhen an existing
connectionis forcibly torn down. It may happen
eitherwhenthereis a handwer andthe connec-
tion cannotbe rerouted,or when higher priority
traffic preemptsall the resourcesusedby a con-
nection. A partial drop may also occur when
part of the resourcesf the connectionis taken
backby the network. A call blodk occurswhen
a new connectioncannotbe established.lt may
happenwhenthereare no resourceswvailablein
the network in orderto supportthe new connec-
tion. At thecurrenttime, thelimitationsof thecall
connectionsare: only point-to-pointconnections
are considered;a connectioncannotbe split on
morethanonepath(however, forward andreturn
channelsare not necessarilyon the samepath);
no reroutingof connectiondhappensasa conse-
guenceof growing or shrinkinga connection(ag-
gregateconnectionscase);and no partial rerout-
ing of connectiongs possibleinsidethe constel-
lation.

4.3 Routing

Routing policies are one of the main aspects
thatwill be studiedusingGalileo. As mentioned
in the last Subsectionyouting is split into UDL
routing and ISL routing. Up-Link (UL) routing
is the processby which the sourceground sta-
tion selectsthe sourcesatellite usedto forward
the paclets of the connectionwhile Down-Link
(DL) routingis the procesdy which the destina-
tion groundstationselectshedestinatiorsatellite
from which the pacletsof the connectionwill ar-
rive. Given a sourcesatelliteand a destination

satellite,as provided by UDL routing, ISL rout-
ing computesthe (or at leastone) optimal path
betweerthesetwo satellites.ISL routingincludes
asignallingschemdSat el | i t eLi nkSt at e-
Manager ] to distribute andgatherrouting infor-
mation [Rout i ngl nf or mat i on] to/from the
other satellites. End-to-endrouting is therefore
madeup by UDL plusISL routing.

4.4 Fault management

The generalreliability of a satellitemustcope
with thereliability of eachelementaswell asthe
relationshipsamongdifferentfailures. Trying to
computethe reliability function of a systemis
thusquite complex andmary simulationshave to
be usedin orderto have an estimateof therelia-
bility function. Galileoby itself, will notcompute
thereliability functionsinceConsimis dedicated
to this. Rathey the simulationengineof Galileo
will befedwith eventsnotifying failures. Thena-
ture andtime distribution of theseeventsis pro-
videdby Consim.

5 Someimplementation aspects

This sectionwill cover someimplementation
issuesrelatedto simulationperformance. As it
is often the casewith broadbandhetwork simu-
lations, the time neededto simulatea short pe-
riod of time may be in the orderof days;hence,
theconcernaboutperformanceenhancement\e
will go briefly throughconsiderationsiboutsim-
ulatingthe network paclet flows, distributing the
simulation, programmingoptimisationsand the
selectionof anappropriatadevelopmentool.

Simulatingthe actualpaclet flow in a network
simulator provides valuableinsight on the net-
work behaiour. Without doing so, a satisfc-
tory level of accurag, especiallywhenit comes
to time relationsof the variousphenomenaccur
ring in the network, cannotbe achieved. Unfor-
tunately it alsoresultsin a heary procesqif not
intractable)or a simulatorof LEO constellations



becauseof the potential huge numberof traffic

sourcesandbecausef the bandwidthrangesn-

volved (up to hundredsof Mbit/s). As a result,
simulatingeachpaclet individually is oftenonly

a wishful thinking for realistic simulation sce-
narios. Two solutionsare availableto overcome
this problem. The first solutionconsistsn using
mathematicatools (whenit is possible)to model
the averagebehaiour of the pacletsanddeduce
useful measures. For example, if the traffic is

madeof a numberof constantbit rate sources,
onecan- given certainassumptions modelthe

cell arrival patternin a switch usinga ND/D/1

queud?9].

Thesecondsolutionis to implementistributed
or parallelsimulationin orderto multiplicatethe
available processingpower [7]. Galileo plansto
supportboth solutions. The simulationengineof
Galileo was designedin orderto easethe tran-
sition to a distributed paradigmwithout compro-
misingtheexisting architecture.

Implementingdistributedsimulationraiseswo
issues. The first oneis how to partition the pro-
cessingspaceinto parallel processingentities.
The secondone is implementationrelated and
concernghe communicatiormeanshatareused
amongprocessingentities. As far as Galileo is
concernedpne possiblepartitionis to distribute
evenly the satellitesand stationson the pool of
availablecomputersin orderto chooseasuitable
partition, eachpossiblesolution must be evalu-
atedtaking into accountthe amountof datathat
hasto be exchangedbetweenthe various dis-
tributed entities, the balanceof the computation
load on the differententities,the time dependen-
cies betweenthe entities and the available re-
sources.

Once a distribution schemehas been estab-
lished, the communicationmeansmust be cho-
sen. Commonlysucha mechanisnprovidesre-
mote function call like services. Java supports
a distribution paradigmthrough remote method
invocation. In a mediumterm range,the simu-
lation engineof Galileo and LeoSim have been

scheduledo make useof the RMI or otherfacili-
ties (suchasMPI) providedby Java. A surwey of
thedifferentsolutionsavailableaswell asof their
performancéhasstill to be performed.Currently
the simulationengineoptionally supportgparallel
eventprocessingpn multiprocessocomputers.

In a sequentialor distributed simulation en-
vironment, performanceimprovementscan be
achieved at the implementationor systemlevel.
Enhancementareeitherrelatedto thealgorithms
and datastructuresor to the developmenttools.
All algorithms and data structureswhich are
likely to beusedoftenduringthe simulationmust
becarefullychosenTheagendan thesimulation
engineis anexample.Sincethousandsf not mil-
lions, of eventswill begeneratedqueuedandpro-
cessedduring a simulationrun, theseoperations
have to be efficient. As far asdatastructuresare
concernedJava providesallibrary of coreclasses
such as linked list, dictionariesor hashtables.
Oneadwantageof suchlibrariesis thatthey areex-
ecutedin native code(asopposedo byte-code).
However, becausdheseclassesare designedto
be as generalas possible(regardingthe type of
objectsthey might storeor whetherthe accesses
might be concurrent),it resultsin performance
impairements WhenJava 1.1 wasreleasedijs-
sueshadbeenraisedregardingexcessve alloca-
tions, inefficient synchronisatioror poor imple-
mentationin the core classes.Fortunately these
issuesareaddressedstime goeson.

Additional concernsarealsoraisedby the na-
ture of Java memory managementvhich usesa
garbagecollector Although garbagecollection
makesit cornvenientto write codelessvulnerable
to memoryrelatedbugs,this featurecalls, during
theimplementationfor a carefulattentionof the
objectlifetime. Among other things, favouring
objectreuseis crucial in orderto minimise the
numberof allocationsaswell asthe numberof
objectseligible for garbagecollection. This prob-
lem hassurprisingramifications:pastexperience
shown thatLeoSim’s executionspeedhasalmost
doubledby increasinghe heapsize,thereforere-



ducingthe numberof timesthe garbagecollector
is invoked.

Java was initially a languagefor develop-
ing Internet applicationsand delivering them
on different hardware architectureswithout re-
compilation.Compilinga Java programproduces
anintermediatdanguagecalledbyte-code When
theJavaprogramis executedtheJavaVirtual Ma-
chine (JVM) interpretsthe byte-code. The JVM
takescareof the mappingbetweenhe byte-code
and the native host architecture. Nevertheless,
Javacanalsobeusedto developapplicationghat
do notrequireseamlessrossplatformexecution.
Thebyte-codenterpretationphases a dravback
from a performancestandpoint.Thefirst solution
is to translatedirectly a Java sourcein natve ma-
chinecode. The GNU Java compiler(gcj) (still
in development)providessucha facility. An in-
termediatesolutionis two usea JVM with a Just-
in-Time (JIT) compiler that translatesyte-code
to native code upon classloading. Somemea-
surementsnadewith LeoSimshowvedthatthein-
creasen executionspeedapproache80%. These
measurementwere madeusingIBM’ s JDK un-
derLinux. Othertestsare carriedout with Sun's
HotSpot,andSymantecs JVM.

6 Galileo project management

Galileois a medium-sizegrojectwith several
remotelylocatedteamsparticipating. An effec-
tive meanto exchangeinformationis mandatory
Furthermoreasfor all developmentsastructured
approachis required. Galileo’s project life cy-
cleis following a spiralapproactbasedon a core
simulatorincrementallyenhanced.The analysis
anddesignrely heavily on diagramsasa univer-
salcommunicatioomedium.Thediagramdollow
theUML standardandinternalguidelines.

Thefirst stageof the projectconsistedn writ-
ing in plain text what were the objectves of
Galileo and ordering them by priority. Then
the interactionsbetweenthe user and Galileo
were roughly described(using interaction dia-

gramsfrom UML [8]). Usingthesediagramsasa
startingpointaswell asour previousexperiences,
the systemwasdescribedn termsof collaborat-
ing objects(i.e. objectsexchangingmessages).
Then,theseobjectsweregroupedn classesThe
classdescriptionsconsistedin Java stubsdocu-
mentedusingthejavadocutility fromtheJDK. At
this point, Galileowasalreadya programcompil-
ing successfullyalthoughwithoutary processing
done. This approachmadeit possibleto gradu-
ally fill thegaps(i.e. replacingstubswith method
bodies)while being ableto testalmostimmedi-
atelytheresultingcode.

All deliverablesareavailablein HTML from a
Websener. Similarly, thesourcecodeis storedin
aWebCVSrepository The CVSrepositorytakes
careof theversioningandis ausefultool to deter
minethechangesnadeby differentpartiesacross
successieversions.Currently theprimarydevel-
opmentandanalysisplatformis Linux. All appli-
cationsthatwereusedduringthedesign(tgif) and
the development(JDK, CVS,cvswel are avail-
ablefreeof chage.

7 Project status

Galileowasinitiated in Septembed998. Un-
til June2000, six ShortTerm ScientificMissions
were organisedand funded under the Cost253
action budget. Two additional missionswere
fundedby the CNUCE-CNR.Galileo progresses
mostly during these missions since the peo-
ple involved (approximatvely 2.5 personsfrom
CNUCE-CNR(IT), ENST (FR) and Public Uni-
versity of Navarra(ES)) have their regularacti-
tiesto carryon.

Currently aninitial versionof Galileois avail-
able with simple but operationalcomponents.
Among them, a shortestpath ISL routing algo-
rithm, aresourcemanagemergchemaisingfirm
allocation,a call generatousingPoissorarrivals
and a handwer resolutionpolicy implementing
completererouting. Thesecomponentselp to
validate the Galileo architectureand, although



they implementsimpletasks,they provide some
insighton the whole network behaiour. The ef-
fort is now puton providing Galileowith realistic
componentaswell assettingup a testbed.

8 Conclusions

Consideringhe questionsstill openin thefield
of LEO constellationsthereis an urgent need
for asimulationtool thatwould provide meango
studythesequestions Galileois meantto bethis
tool andwill, asafirst step,beaimedatthestudy
of constellationaccesgechniquesyouting algo-
rithms, andfault managementGalileois anam-
bitious projectwith mary challengesvhich will
provide in the enda valuabletool for the organi-
sationgnvolvedin LEO research.
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