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Detection of Conspiracy Propagators
using Psycho-linguistic Characteristics

Anastasia Giachanou?, Bilal Ghanem'+, Paclo Rosso!

Abstract

The rise of sccial media has offered a fast and easy way for the propagation of conspiracy theories and other types
of disinformation. Despite the research attention that has received, fake news detection remains an open problem
and users keep sharing articles that contain false statements but which they consider real. In this paper, we focus on
the role of users in the propagation of conspiracy theories that is a specific type cof disinformation. First, we compare
profile and psycho-linguistic patterns of online users that tend to propagate posts that support conspiracy theories and
of those who propagate posts that refute them. To this end, we perform a comparative analysis over varicus profile,
psychological and linguistic characteristics using social media texts of users that share posts about conspiracy theories.
Then, we compare the effectiveness of these characteristics for predicting whether a user is a conspiracy propagator
or not. In addition, we propose ConspiDetector, a model that is based on a convolutional neural netwark (CNN) and
which combines word embeddings with psyche-linguistic characteristics extracted from the tweets of users to detect
conspiracy propagators. The results show that ConspiDetector can improve the performance in detecting censpiracy

prepagators by 8.82% compared 1o the CNN baseline with regard to F1-metric.
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Introduction

Online information disorder® has become one of the main
threats of our society. Although fake news and conspiracy
theories are not a new phenomenon, the exponential growth
of social media has offered an easy platform for their
propagation that can be faster compared to the one of real
news [2]. A great amount of disinformation such as rumours,
propaganda and conspiracy theories are propagated in onling
social media with the aim, usnally, to deceive users and
formulate specific opinions.

Information disorder can be classified as misinformation,
disinformation or malinformation depending on the falseness
and intention to harm [1]. Conspiracy theories which is a
type of disinformation (i.e., they contain false information
and their intention is to harm), have become a topic of
interest for sociologists and psychologists since the 1960s
when the assassination of U.S. President John F. Kennedy
triggered many conspiracy theories. Different from other
types of disinformation, conspiracy theories are aliernative
explanations offered in opposition to conventional and well-
supported explanations of events [3]. For example, well-
spread conspiracy theories support that the NASA moon
landing was faked, the earth is flat, the climate change is
a hoax and that vaccines can lead to autism, Conspiracy
theorists ignore the overwhelming scientific evidence that
has been performed on those fields and tend to explain events
as a secret act of powerful forces.

Conspiracy theories are very powerful and can wreak huge
amounts of damage in the society. For example, conspiracies
about child trafficking caused a sun shooting incident at a
pizzeria [4], whereas those about vaccination are to blame for

an increase in measles cases in 2019, Tn addition, Jolley and
Douglas [5] found that reading about anti-vaccine conspiracy
theories reduced people’s intentions to vaccinate, compared
to people who read arguments refuting them, or those who
did not read any material about vaccination.

Automated detection of information disorder has recently
received the increasing attention of researchers. Different
types of information have been explored for the detection of
disinformation such as emotions [0; 7], user metadata [8],
linguistic features [9], visual information [10; 11; 12] and
termporal features [13]. Apart from the content, users also
play a critical role for the detection of inaccurate content. Shu
et al. [14] focused on users that share fake news and showed
that some features, such as registration time are different
between users that share fake news and those that share real
news. Also, they showed that combining user profile features
with psycho-linguistic characteristics of the tweets is very
effective for fake news detection. Vo and Lee [15] focused
on the linguistic characteristics of fact-checking tweets and
showed that the fact-checkers tend to use formal language in
their tweets.

There are users that use social media platforms to
share posts that support censpiracies theories. A conspiracy
propagator is a user that tends to share posis that support
conspiracy theories, whereas an anti-conspiracy propagator
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is a user that tends fo share posts that refure conspiracies.
Undepstanding the profile of conspiracy propagators is
important not only for addressing the problem of conspiracy
detection and restrain their negarive consequences but also
as wn additional indicator 1o be used by intervention
technigues and systems. For example, a system that can
detect conspiracy propagators could be used by intervention
Strategies that have been shown to be useful in raising
awareness o the users by suggesting them links from trusied
news agencies or scientific evidence [16]. These intervention
techniques can be particulorly wseful for the users that
unintentionally shared the conspiracy relared posis. Also,
such a svstem could be useful to track new conspiracy posts
by tracking what 1s posted from the propagators’ profiles or
similar ones,

Several studies from psychology have tried to prefile
conspiracy theorists [17; 18; 19; 20]. For example, Lantian
et al. [20] found that belief in conspiracy theories appears to
correlate with a need for uniqueness, whereas Goertze! [19]
identified lack of interpersonal trust as a key predictor of
conspiratorial belief. In this study, we are interested to
profile conspiracy propagators that post aboutl well-known
conspiracy theories (c.g.. vaccination causes autism, the
earth is flat). In particular, we analyse different profile
and psycho-linguistic characteristics of conspiracy and anti-
conspiracy propagatorsT, To the best of our knowledge,
no principled study has been conducted on characterising
the profiles of conspiracy and anti-conspiracy propagators
who tend to share posts that support/refute widely spread
conspiracy theories on social media. In addition, we
propose conspiDetector, 2 model based on a CNN that
can differentiate between conspiracy and anti-conspiracy
propagators. In particular, we investigate the following three
research questions:

(1) Which are the profile characteristics of users that
are more likely to share posts that tend to support
conspiracy theories? To answer this question, first
we build a collection that contains tweets that are
about well-spread conspiracy theories using Twitter
hashtags. Then, we collect and analyse different
profile characteristics of the users {e.g., registration
time, number of followers). We perform statistical
comparisons of the profile characteristics to better
understand the profiles of conspiracy and anti-
conspiracy propagators.

(i) Which are the psycho-linguistic characteristics of

users that are more Likely to share posis that sup-

portirefute conspiracy theories? Here, we are inter-
ested in analysing and understanding the linguistic
patterns and personality traits of conspiracy and anti-
conspiracy propagators. To this end, we use the state-
of-the-art Linguistic Inquiry and Word Count {LTWC)
tool [21] to analyse and compare different linguis-
tic patterns (e.g., usage of personal pronouns, swear
words) between the tweets thal are posted by conspir-
acy propagators and by anti-conspiracy propagators. In
addition, we compare the personality traits of conspir-
acy and anti-conspiracy propagators that we infer from
the users” tweets as well as emotional and sentimental

terms that are used in the posts using emotion and

sentiment lexicons.
(i) Can we wse the psycho-linguistic characteristics to
differentiate between conspiracy and anti-conspiracy
propagators? To answer this guestion, we propose
ConspiDetector, a CNN model t¢ evaluate the effec-
tiveness of lingnistic and psychological features which
are extracted from the users’ tweets in differentiating
between conspiracy and anti-congpiracy propagators.

Our analysis reveals that conspiracy propagators tend
to have different profile characteristics compared to anti-
conspiracy propagators, In addition, we show that there
are differences in the linguistic patterns detected in the
tweets of conspiracy and anti-conspiracy propagators. More
importantly, we found differences in their personality traits.
Finally, our experimental results show that the psycho-
linguistic features are useful for the effective detection of
conspiracy and anti-conspiracy propagators, whereas the
profile characteristics are not.

In the remainder of the paper, we first discuss
related work on disinformation detection with a focus on
conspiracy theories. After that, we describe the process
we followed to create the dataset of posts extracted from
the timelines of conspiracy and anti-conspiracy propagators.
Then we present the analysis of the profile and psycho-
linguistic characteristics of conspiracy and anti-conspiracy
propagators. Next, we present the ConspiDetector model, the
evaluation process and ity performance. Finally, we discuss
the findings and the limitations of our work followed by the
cenclusions and future work.

Related Work

The detection of online disinformation has received
a lot of attention during the last years. Researchers
have focused among others on the detection of fake
news [22], ramours [23], clickbaits [24], bots [25], and
fact checking [26]. Rashkin et al. [9] trained a Long Short
Term Memory (LSTM) network to classify credible and non-
credible claims. They analysed various linguistic features
extracted with the LIWC dictionary [27] such as personal
pronouns and swear woerds. Other researchers focused on
emotions expressed in fake news. For example, Vosoughi
et al. [28] showed that false rumours triggered fear, disgust
and surprise in their replies, whereas the true rumours
triggered joy, sadness, tust and anticipation. Giachanou et
al. [6] proposed emoCred, an LSTM-based neural nerwork
that leveraged emotions from text to differentiate between
credible and not credible articles and showed that emotions
are important Tor credibility detection. Wang [8] proposed
a hybrid convolutional neural network to combine user
metadata with text for fake news detection.

Some researchers have studied the language that is used in
the different types of disinformation. Addawood et al. [29]
studied the language that was used from Russian trolls
which aimed to manipulate the public opinion during the

e should note that a user who shares a post that supperts a conspiracy
theory does not mean that the user is a conspiracy believer/theorist since a
user can post different things compared to what he helieves.



2016 US presidential election. In their study, they 1dentified
and analysed 49 linguistic cues as potential indicators of
deceptive language and showed that the most important
indicators of trolls are the number of hashtags and the
number of retweets. To detect the linguistic cues, they used
standard linguistic dictionaries such as LIWC which has
been used in many prediction tasks such as gender and age
prediction [30] or prediction of improvements in mental and
physical health [31]. Similar to those works, we also employ
LIWC to extract linguistic cues.

Other researchers focused on profiling users that share
fake news. Shu and Wang [14] performed an analysis of
user profiles that share fake or real news. The analysis
showed that there are features (e.g., registration time) that are
different between users that share fake news and those that
share real news. [n addition, they examined the effectiveness
of those features on fake news detection and showed that
combining user profile features with the psycho-linguistic
characteristics of the document can be very effective for
fake news detection. Different from their study, we focus
on conspiracy propagators and we perform a more thorough
analysis of the users’ characteristics. Also, in our study we
filter out accounts that are likely trolls or bots with the aim to
analyse the characteristics of real users who share posts that
tend to support well-known conspiracies (&.g., vaccines lead
fo autism).

Another related work is the one by Vo and Lee [15] who
analysed linguistic characteristics of fact-checking tweets
{(i.e., rweets that confirm that an article is fake) and also
proposed a deep learning framework to generale responses
with fact-checking intention. Their analysis showed that
the fact-checkers tend to refure fake news and use
formal language. Tn addition, the tweets from fact-checkers
emphasized on what happened in the past, whereas random
tweets emphasized on present and future. Gilachanou et
al. [32] proposed a CNN-based system that leveraged & range
of psycho-linguistic features and the inferred personality
wraits of the users to discriminate between potential fake news
spreaders and fact checkers. El Azab et al. [33] explored
the effectiveness of different features and indicated the most
important ones for fake account detection. In additdon, Klein
et al. [34] examined users that posted conspiracy theories
on Reddit and whether there were any differences in the
language and in the sccial environments used compared
to other users. Finally, Range! et al. [35] organised an
evaluation shared task where the participants had to build
a system that could determine whether a user is a potential
fake news spreader or not.

There are also a lot of studies that have approached
the problem of conspiracy theories from a sccial or
psychological perspective. Lantizn et al. [2C] found that
belief in conspiracy thecries appears to correlate with a
need for uniqueness. Jolley and Douglas [3] demonstrated
that beliefs in anti-vaccine conspiracy theories or just the
exposure to anti-vaccine conspiracy theories directly affects
vaccination intentions of people. In another study, Douglas
and Sutton {36] showed that participants were alfected by
conspiracics regarding the death of Princess Diana even
when they tried to discard the influence. Douglas et al. [18]
focused on the psychological factors that make conspiracy
theories popular, According to them, the psychological

factors can be characterised as epistemic (e.g., desire for
understanding), existential {(e.g., desire for control), and
social (e.g., desire to maintain a positive image of the self
or group). In addition, Callaghan et al. [37] found that
parents with high levels of conspiratorial thinking and needle
sensitivity are more likely to delay the vaccination of their
children.

Different from prior work, we approach the conspiracy
theories from a computational perspective and we profile
online conspiracy and anti-conspiracy propagators. In
particular, we analyse the profile and the psycho-linguistic
characteristics of conspiracy and anti-conspiracy propagators
based on the tweets that they post. In addition, we
propose censpiDetector that is based on a CNN and which
incorporates linguistic characteristics to detect online users
that tend to share posts that support or refute the conspiracy
theories.

Collection

Several collections have been developed for the task of fake
news detection [§; 38]. The majority of these datasets contain
fake and real articles and can be used for the evaluation of
systems developed to detect fake news. However, to the best
of our knowledge, there is no available collection that has
focused on the conspiracy theories and that could be used for
the classification of users into conspiracy and anti-conspiracy
propagators. Therefore, we developed our own dataset?,

To create our data collection, we used Twitter API and
we collected tweets about some of the most well-known
conspiracy thecries?. Tahle 1 shows the list of hashtags that
we used to collect tweets that refer to conspiracy theories as
well as some statistics with regard to the collection. Initially,
we collected 25,975 tweets using the hashtags shown in
Table 1. We have collected all the different types of posts
(e.g., retweets, replies) containing those hashtags. We should
mention that we treated replies and retweets independently
to the original post. That is because when a user replies or
retweets a post s/he can do it either because s/he agrees or
disagrees with the oviginal tweet. In those cases, the new
hashtags of the tweet were used for the annotation.

At this stage, we had two groups of hashtags, those
that are likely used fo support a conspiracy and those
that refute them. We should note that these hashtags were
used only to collect the inital set of tweets that refer to
conspiracy theories and were not used for the final annotation
of the tweets as supporting/refuting a conspiracy theory.
For every hashtag that supports a conspiracy theory, we
tried to have one that likely refutes the conspiracy {(e.g.,
#vaccinesCauseAutism vs #vaccinesWork), However, this
was not possible for all the hashtags.

Here we should note that we collected the tweets that
contained the conspiracy-relaied hashtags in June 2019,
However, the final collection contains tweets from previous
time periods because we did not put any time limit for
collecting the tweets from users’ dmeline,

TThe dataset and the code are available for research purposes upen regquest
§https //en.wikipedia.org/wiki/Ligt_of conspliracy_
theories



Table 1. Hashtags used to collect the tweets and statistics
about the coltection,

Pro-conspiracy anti-conspiracy
#vaccinesCauseAutism #vaccines Work
Hanti Vax #vaccinessavelives
#climateChangelsNotReal | #climaeChangelsReal
#{latEarth #earthisnotflat
#nasalics #nasatruth

hashtags | #nasalake #nasalRreal
#spacelsFake #spacelsReal
#moonlandingFake #moonlandingisreal
#bigPharmaFraud
#ebolaconspiracy
#antiFluoridation

USers 977 950

tweets 912,735 992,798

Since we focus on user level, next we take users that have
posted between 2 and 10 tweets in any of those hashtags
of each group. This step filters cut users that are posting
a lot of tweets and which are likely bots. Given that the
hashtags do not always reflect the content of the tweet, we
decided to manually annotate those tweets to reassure if they
indeed support or refute the conspiracy theory. In total, we
manually annotated 6,385 tweets. The manual annotation
was necessary since some of the hashtags are used to support
as well as to refute a conspiracy theory. During the manual
annotation, we noticed that the #flarEarth and #aniiVax
hashtags were the most controversial ones in the means that
they were used to support as well as to refute the conspiracy.
Table 2 shows some examples of tweets that support and
refute a conspiracy theory. Some of those examples refer
to vacecination and others to the flat earth conspiracy theory.
For example, we observe that in the first tweet that supports
the antiVax theory the user is referring to the vaccines as a
poison that do not want to give it to his/her children. Tt is clear
that the user believes that vaccination can be harmful. On
the contrary, the first tweet in the refuting column is against
the theory by saying that if you believe in this theory you
"decrease the chances of your child surviving adulthood™.

After the annotation of the tweets as supporting, refuting
O uncertain to a conspiracy theory, we proceed with the
annotaticn of the users. Let wy,pport and 2. gy be the
number of tweets that a user u posted and which support
or refute any of the conspiracy theories respectively. Then
for every user we calculated the ratio of tweets that support
a COHSPEI&le‘ A5 Upatio = U.ﬂ'uppm'f./(“.‘a"uppm't + u‘f'ef-m‘ﬂ)- In
CASE My, was larger than 0.5 the user was annotated as
a conspiracy propagator, otherwise the user was annotated
as anti-conspiracy propagator. Here we should note. that the
majority of the users had a w44, of either O or 1, indicating
that all of their tweets belonged to one class.

After the annotation at a user level, we randomly
selected 977 conspiracy propagators and 950 anti-conspiracy
propagators. Finally, we collected the [,000 most recent
tweets of those users. Our analysis is based on those tweels
that refer to 912,735 and 992,798 rweets for conspiracy and
anti-conspiracy propagators respectively. Here, we should
mention, that we did not do any further manual annotation
of the tweets collected for each user since these tweets are
only used to infer and calculate the profile and the psycho-
linguistic characteristics of the users.

Bots in the Collection

As already mentioned, we have filtered out accounts that
post a large amount of tweets because those accounts are
more likely to be bots. This step is important since our
intention is to focus on real users that share posts regarding
these conspiracy theories. To check if there are any bots
remained, we used the Botometer APIY. Botometer uses a
set of features to detect whether a Twitter account is a bot
or not such as sentiment, network and content. Botometer
cives as a result a score on a scale of 0 to 5. Scores
that are close to 0 are likely human accounts, whereas
scores closer to 5 are more likely bots. In our experiments,
we consider users whose Botometer score was larger than
2.5 as bots. The analysis showed that the ratio of bots in
conspiracy propagators is 14.4%, whereas in anti-conspiracy
propagators is 5%. Although the ratio is higher in the users
that support conspiracies compared to those that refute them,
this difference is not big. Also, the ratio is rather low and this
is important for the comparative analysis of our study.

Analysis of Conspiracy Propagators

In this section first we analyse and compare the profile
characteristics between conspiracy and anti-conspiracy
propagators. Then we analyse the Iinguistic patterns,
personality traits, emotions and sentiment expressed in the
posts.

Profile Characteristics

In this section, we @y to answer the first research
guestion: Which are the profile characteristics of users
thar are more likely to share posts that tend to support
conspiracy theories? To highlight the profile characteristics
of conspiracy propagators, we compare various profile
characteristics of their accounts with those of anti-conspiracy
propagators. In particular, we calculate the average scores
of the different characteristics for the conspiracy and anti-
conspiracy propagators. To measure if the differences are
statistically significant we use the MannWhitneyu test [39].
We compare the following atiributes:

s verified: if the user has a verified account or not

o registration time: time of registration of the user
account

s numbey of statuses: number of statuses posted by the
user

o number of likes: number of favourites of the user
o number of followers: number of followers of the uger
s aumber of friends: number of friends of the user

Figure 1 shows the profile characteristics of conspiracy
and anti-conspiracy propagators. From Figure 1a we observe
that verified users are more likely to refute conspiracies
whereas conspiracy propagators are more likely to be
unverified. This observation is in compliance with previous

Thttps: //botemeter. luni.iu.edu



Table 2. Examples of tweets that support and refute a conspiracy theory.

Tweets that support a conspiracy theory

Tweets that refute a conspiracy theory

My habies will grow up to be healthier than all of you because
I’'m not injecting that poison into them #antivax

Spread my newborn with peanut butter, better than vaxxing
that little thing! #antivax #vaxxer #antivaxxer #antivacc-
cine_movement

T don’t vaccinate my children but one of them caught measles
and the school sent him home! Really rude of them to
try and compromise his education!! #DoctorsUnderOpression
#antivaccine_movement #antivax #angry #EducationFest
Hoping to learn move about the dangers of vaccines and ways to
keep my babies healthy. I'll never let some doctor inject poison
into them! But this is all new for me, so any advice from other
parents on ways to keep them healthy would be appreciated!
Thank you! #antivax

I mean really, NASA lost the original tapes, telemetry data
AND gpecs for how to get back to the moon?? T guess [they]
figured if we fell for this contraption,we would fall for anything.
#SpacelsTake #MoorLandingHoax

Stll think the images brought to you by NASA and the other
space agencies are real? Many are waking up to the deception.
#FlatEartl #SpacelsFake #EarthIsNotAGlobe

DID YOU KNOW? being #antivax #antivaxx decreases the
chances of your child surviving adulthood.

#Antivax groups spreading lies to immigrant communities &
harming children are despicable. #vaccineswork

#Measles Outbreak in Minnesota, US, Caused by #antivax
Campaign, Officials Say hup://wwwlivescience.com/59105-
measles-outbreak-minnesota,html #antivaxx #yaccineswork

You can’t get autism from a vaccine. Antivaxxers clearly don’t
understand how the brain works. #vaccinate #vaccines #anti-
vax #vaccinateyourkids #antivaxxersareidiols #vaccineswork
#measles #measlesoutbreak

1f space is fake, how can we experience night and day? Solar
and lunar eclipses? The northern lights? Stars and planets?
Solar storms? Sunburns? Comets and asteroids. The moon?
#spaceisfake

Then why is it so bard to produce a working map? Or to find
inaccuracies in the globe map! That alone already proves the
carth 1s a globe! #flatearth faill
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Figure 1. Account, content and network related characteristics of conspiracy and anii-conspiracy propagators.

studies [14] that showed that users who tend to share fake
news are not verified, Figure 1b shows the amount of
accounts that were registered with regards to time for the
conspiracy and anti-conspiracy propagators. We observe that
there are conspiracy propagators that have new as well as old
accounts. However, those that refute the conspiracy theories
tend to have old accounts. This observation can be explained
by the fact that some of the new accounts are deliberately
created to support conspiracy theories and propagate false
information. This finding is consistent with previous studies
that have analysed profile characteristics for users that spread
fake news [14; 401.

Regarding the number of statuges shown in Figure 1c¢, we
observe that the anti-conspiracy propagators have a larger
number of statuses compared to conspiracy propagators.
However, it is intevesting that the difference in the number of
statuses is not large, although users that refute conspiracies
have accounts that were created more recently. This happens

becaunse the accounts that are deliberately created to spread
the conspiracy theorias tend to post a large number of tweets.

In addition, we observe that conspiracy propagators have
nine times less followers {u= 1861.57) compared to anti-
conspiracy propagators {u= 16871.21, p < 0.001). Simnitarly
conspiracy propagators have a lower number of statuses (=
224417, p < 0.000), favourites (p= 10316.31, p < 0.001)
and friends (u= 1297.01, p < 0.001) compared to anti-
conspiracy propagators.

Psycho-Linguistic Characteristics

[n this section we focus on the second question: Which
are the psycho-linguistic characteristics of users that are
more likely to share posts that support/vefute conspiracy
theories? by analysing and comparing various psycho-
linguistic patterns extracted from the tweets of the users. In
particular, the psveho-linguistic characteristics include:



o personality traits: the inferred personality traits of the
user

e sentiment: the sentiment polarity expressed in the
user’s tweels (i.e., positive, negative)

e cmotions: the amount of emotions expressed by the
user in the tweets

e Jinguistic potrerns: the amount of different linguistic
patterns expressed in the tweets

Personality traits: For the personality traits, we use
the IBM Personality Insights APIl to analyse users
from multiple aspects based on their tweets. Figure 2
shows the personality traits regarding different aspects
between conspiracy and ant-conspiracy propagators. In
particular, we show the personality traits regarding the
Big Five, Vulues and Needs. The Big-Five model [41]
is one of the most well-studied and well-known models
and identifies five dumensions of persenality traits of
people, agresableness, conscientiousness, emotional range
(also known as neuroticism), extroversion and openness.
Values refers to motivating factors that influence the
user’s decision-making process and includes conservation,
hedonism, openness to change, self-enhancement and self-
transcendence. Needs includes 12 categories (i.e., challenge,
closeness, curiosity, excizement, harmony, ideal, liberty, love,
practicality, self-expression, stability and structure).

We observe that users that share posts that refute
conspiracy theories have a higher score in agreeableness {u=
0.72) compared to the conspiracy propagators (u= 0.708,
p < 0.001) as well as in conscientiousness (p < 0.001)
and extroversion (p < 0.001). On the other hand, regarding
Values, conspiracy propagators have higher scores in
conservation (4= 0.627, p < 0.001), hedonism (u= 0.713,
p < 0.001), openness to change (W= 0779, p < 0.001), and
self-enhancement (= 0.692, p < 0.001) compared to anti-
conspiracy propagators. With regard to Needs, conspiracy
propagators. have higher scores in excitement (u= 0.637,
p < 0.001}, harmony (u= 0.802, p < 0.001), ideal (u=0.682,
p < 0.001} and liberty (= 0.716, p < 0.001) compared to
anti-conspiracy propagators.

Emotions: We extract the emotions expressed in the
tweets of a user. We follow Plutchik’s model [42} and focus
on the following eight emotions: anger, anticipation, disgust,
fear, joy, sadness, surprise, and trust. To extract the emotions,
we use NRC emotions lexicon [43] that contains around 14X
words labeled with regards to these emotions.

Figure 3 shows an analysis of the emotions that are
expressed in the posts shared by conspiracy and and-
conspiracy propagators. We calculate the scores for eight
different emotions (i.e., anger, anticipation, disgust, fear;
joy, sadness, surprise, trust). We observe that the prevalent
emotion expressed in the posts of both is trust. Also,
anti-conspiracy propagators express mors emotions in their
tweets compared to conspiracy propagators. Studies showed
that emotions are very important for similar tasks such as
author profiling [44], credibility detection [6] and other Lypes
of fake news detection [7]. However, a key difference in our
study is that we analyse the emotions that are expressed
by the users in their posts and not only in the posts that
support/refute a conspiracy theory.

Sentiment: To exiract the sentimen:, we use NRC
smotions lexicon [43] that additionally to emotions provides
also annotations for sentiment, Figure 4 shows that the
tweets of users that tend to refute conspiracies express a
larger amount of sentiment compared to the conspiracy
propagators’ tweets. Thig difference is smaller for the
negative sentiment compared to the positive. [n particular,
anti-conspiracy propagators show a high usage regarding
positive sentiment with an average score of p= 0.45 in
comparison to conspiracy propagaters (u= 0.319, p < 0.001)
as well as regarding negative sentiment (p < 0.001).

Linguistic patterns: For the linguistic patterns we
employed LTWC [21], a standard appreach for mapping text
to 73 psychologically-meaningful categories, for comparing
the psychological characteristics between conspiracy and
anti-conspiracy propagators. In particular, we extract pro-
nouns (I, we, you, shefhe, they), personal concerns (work,
leisure, home, money, religion, death), time focus (past,
present, fumre), informal langnage (swear, assent, nonflu-
encies, fillers), cognitive processes {causation, discrepancy,
tentative, certainty), affective processes (anxiety).

For the linguistic analysis, we apply the following process.
Given one tweel of a user, first we count how many words of
the LIWC category appear in that tweet. We do this for all the
tweets of the user, and then we calculate the average score
for that user by dividing the total count with the number of
tweets. Finally, we calculate the average of the scores for the
conspiracy and anti-conspiracy propagators list.

Figure 5 shows the scores of the different psycho-
linguistic characteristics between the conspiracy and anti-
conspiracy propagators. Figure 5(a) shows that the users
that refute conspiracy thecries exhibit a higher usage of the
third singular {i.e., she/he) and the first plural person (ie.,
we) in comparison to the users that that tend to support the
conspiracy theories.

In Figure 5(b) we can see that users who share posts
refuting conspiracy theories exlnbit higher usage of personal
concems in comparison to users that tend to support
conspiracies. In particular, anti-conspiracy propagators show
a high usage regarding work (e.g., work, class, boss) with
an average score of y= 11411 in comparison to conspiracy
propagators (u= 7.058, p < 0.001). An example of a tweet
that refers to work is In the office today after being gone
for @ week. Greeting me was a pile of cards, letters and
Slowers. In addition, anti-conspiracy propagators exhibit a
statistical significant higher usage regarding leisure (e.g.,
house, TV, music), money (audit, cash, owe), home (e.g.,
house, kitchen, lawn} and dearh. On the other hand, we
observe that the conspiracy propagators have more concerns
regarding religion (= 1.175, p < 0.001). For example, the
tweet RT @TIME: Pope Francis opens the door for future
Jemale deacons was posted by a conspiracy propagator.

With regard to time focus, in Figure 5(c) we observe that
both conspiracy and anti-conspiracy propagators focus more
on presens than past or future. This can be explained by the
type of medium that is used to post what is happening at 2
specific time (i.e., tweeting). Also, users who tend to support
conspiracies focus less on present (U= 68.161, p < 0.001)

I;https :f/perscnality-insights~demo.ng.bluemix.nat/
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and fitture {u=7.382, p < 0.001}) in comparison to those that
tend to refute the conspiracies.

From Figure 5(d) we observe that the conspiracy propa-
gators tend to use more swear words (u= 1.381) compared
to anti-conspiracy propagators (U= 1.126, p < 0.001). Also,
conspiracy propagators tend to use more assent words {e.g.,
agree, yup, okey) {u= 1.481) compared to anti-conspiracy
propagators {p= 1.131, p < 0.001).

Finally, regarding the cognitive processes, Figure 5(e)
shows that anti-conspiracy propagators exhibit a higher
usage in causation (because, effect, hence) in comparison
to conspiracy propagators {y= 10.079, p < 0.001). That is
explained by the fact that users that refute the conspiracy

Figure 5. LIWC categories for conspiracy and anti-conspiracy
propagators.

theories use more explanaticns and arguments in their posts.
Similarly, anti-conspiracy propagators show a statistical
significant higher usage regarding discrepancy (should,
would, could) and renfarive (e.g., maybe, perhaps).

ConspiDetector

To reply to the third question Can we use the psycho-
linguistic characteristics to differentiate between conspiracy
and anti-conspiracy propagators? we present ConspiDetec-
tor. Conspiletector is based on a convolutional neural net-
work (CNN) and psycho-linguistic features that are extracted
from the users’ tweets with the aim to classify a user as con-
spiracy or anti-conspiracy propagator. The model consists
of two branches, a content-based and a lexicon-based. The
content-based consists of an embeddings layer followed by
convolutional, max pooling, and dense layers as shown in
Figure 6.

Since the classification task is binary {conspiracy
propagators vs. anti-conspiracy propagators), as output we
use a Sigmoid layer. In our implementation we use dropout
both after the embeddings layer and before the dense layer,
With regards to multiple sizes of convolutional filters, we
concatenate their outputs in one vector after the max pooling
layer. To feed user’s tweets to this branch, we concatenate
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Figure 6. Architecture of Conspibetector.

all of her/his tweets into a single document. It is worth to
mention that we choose CNN rather than Long Short Term
Memory (LSTM) network since the process of concatenating
all the tweets discards the sequential nature of the input
document, This was also confirmed from the fact that
when we applied L.STM on our data we cbtained a lower
performance compared to CNN.

The second branch is based on the four groups of
psycho-linguistic features (i.e., personality traits, emotions,
sentiment and linguistic patterns) extracted from the user’s
tweets. Given a tweet of a user, first we count how many
words from the categories/lexicons appear in that tweet
{count frequency feature vector). We do this for all the tweels
of the user, and then we calculate an average vector for that
user by summing the tweets vectors and dividing them by
the number of tweets. The final averaged vector is fed into
the second branch of ConspiDetector.

Evaluation of ConspiDetector

In this section we describe the evaluation process of
ConspiDetector. We start by presenting the experimental
settings and then we present and discuss the performance
results with regard to conspiracy and anti-conspiracy
propagators classification.

Experimental Settings

For our experiments, we use the collection that we created
and which contains tweets regarding conspiracy and anti-
conspiracy propagators. We use 25% of the users from our
corpus for wvalidation, 15% for test and the rest for the
training. We initialize cur embedding layer with the 300-
dimensional pre-trained GiloVe embeddings [45]. In addition,
we evaluate the performance of Majority class, Random
classifier, CNN with only embeddings (CNN), and Universal
Sentence Encoder (USE) [460]. We also evaluated the
performance of the Bidirectional Encoder Representations
from Transformers (BERT) [47]. However, we decided not
to present the results of BERT because it achieved a very low
performance that can be explained from the fact that BERT
has been trained on contextual sentences whereas in our
experiments the different tweets of a user are semantically
unrelated. Also, when we concatenate all the tweets of a
user, the final document length becomes very large™®, where
BERT input length is limited fo 512 tokens.

For the USE baseline, we represent the final concatenated
documents using USE embeddingstt and then we feed
them to a Logistic Regression classifier, which achieved
the highest performance among the other tested classifiers

(Random Forest, Support Vector Machine, and Naive
Bayes). ConspiDetector is based on the combination of word

sigmoid @mbeddings and the psycho-linguistic characteristics (i.e.,

personality traits, emotions, sentiment, linguistic patterns).
Also, we evaluate the performance of CNN using word
embeddings and one group of features each time.

We use the hyperopr library to search for the best
parameters on the validation set for each combination®*.
Table 3 shows the parameters we have used in our
experiments. For all the systems, the batch size 1s 4. For the
evaluaticn, we report precision, recall and macro averaged
Fl score.

Performance Hesults

Table 4 shows the results of our experiments. We observe
that ConspiDetector {CNN + psycho-linguistic) achieves the
best performance. In particular, ConspiDetector manages to
improve the performance by 8.82% compared to the CNN
baseline.

Regarding uging individual groups of features, the most
effective is the IBM persconality traits with a performance of
(.73 with regard to FL. The lowest performance is achieved
with the profile characteristics (CNN + Profile) that is lower
than the CNN baseline. Also, we observe that sentiment
and emotion are not helpful and similar to the profile
characteristics, they obtain a lower performance compared
to the CNN baseline. This is an interesting observation since
senfiment and emotion have been shown to be important in
the detection of false information [6; 7]. However, in the
previous studies, the emotions were extracted from the false
claims, whereas in our study we analyse the emotional and
sentimental language used by the users and therefore we use
all the available published tweets of the users.

Finally, we observe that the result of the USE shows
comparable parformance to the CNN.

Discussion and Limitations

In this study, we focused on conspiracy theories which
are a specific type of disinformation and we compared
various profile and psycho-linguistic characteristics between
users that share posts that tend to support conspiracy
theories and users that share posts that tend to refnte
thermn, We collected tweets about well-known conspiracy
theories and we developed a collection of tweets posted
by conspiracy and anti-conspiracy propagators. Our analysis
showed that anti-conspiracy propagators have a higher
number of followers, friends and favourites compared
to conspiracy propagators. Also, the accounts of anti-
conspiracy propagators are created earlier than the ones of
the conspiracy propagators. Regarding the psycho-linguistic
characteristics, we found that comspiracy propagators use
a larger number of swear words., On the other hand,
it seems that the anti-conspiracy propagators have more
personal concerns {e.g., work), more cognitive processes and

**The average length of the final documents in our collection is larger than
4000 tokens.
fhetps://tfhup.dev/google/universal —sentence~
encodar—-large/3

Hhttps://github. com/hyperopt /hyperopt



Table 3. Hyperparameters of the different combination of features and ConspiDetector.

epochs | filters sizes | # of filters | activation | optimiser

CNN 8 3.4 L6 tanh IMSpProp
CNN + Profile 5 3,5 64 tanh sgd
CNN + IBM 2 4 8 tanh adadelta
CNN -+ LTWC 12 3.4,5 8 tanh adadelta
CNN + Sentiment 4 6 8 relu adadelta
CNN + Emotion 7 6 16 selu adam
ConspiDetector {Psycho-linguistic) | 3 2.3,4 8 relu adadelta
CNN + Psycho-linguistic + Préfile | 5 5 64 selu adadelta

Table 4. Performance of the different cembinations on the
conspiracy and anti-conspiracy propagators detaction.

An alternative way would be to contact those users and
ask them to fill in one of the standard questionnaires (e.g.,

MBTI questionnaire} that have been evaluated based on

Precision | Recall | Fl
Majority Class 0.51 1.00 0.34
Random 0.50 0.47 0.50
USHE 0.70 .69 0.69
CNN 0.68 0.82 0.68
CNN + Profile 0.61 0.78 0.58
NN + Personality 0.75 0.79 0.73
CNN + LIwWC 0.73 0,78 0.1
CINN + Sentiment 0.67 0.76 0.66
CNN + Emaotion 0.77 0.58 0.67
ConspiDetector (Psycho-linguistic) | 0.77 0.76 0.74
CNN + Psycho-linguistic + Profile | 0.72 0.70 0.68

several psychological studies and tend to have more precise
results. However, the feasibility of this approach depends on
willingness of the users to fill the questionnaire.

Our study has also some ethical concerns. We should
mention that the aim of a systemn that can differentiate
between conspiracy and anti-conspiracy propagators should
be used by no means to stigmatise any users. On the contrary,
such a tocl should be used only for the benefit of the
users. For example, it could be used as a supportive tool to

a higher score in anxiety. This analysis is very helpful for
understanding linguistic differences between conspiracy and
anti-conspiracy propagators and provides further insights
regarding the research on conspiracy theories.

In addition, we showed that the psycho-linguistic
characteristics (personality, emotions, sentiment, linguistic
patterns) are effective for the detection of conspiracy
and anti-conspiracy propagators, whereas the prolfile
characteristics are not useful. Given the damage that
conspiracy theories can cause on the society, the automated
detection of conspiracy propagators can be a very useful tool.
Users that are likely to share posts that support conspiracy
theories could be identified and tracked regarding the content
of their posts, or even blocked in cases of sharing harmful
information.

Even if our study can provide valuable insights regarding
the profile of conspiracy propagators and their automated
detection, there are some limitations. The first limitation of
our study is the use of Twitter data for the analysis. Our
decision is based on the fact that Twitter provides easy and
fast access to data and it was feasible to collect our data on
conspiracy theories and make the analysis. However, Twitter
users are not a representative sample of the population and is
possible that there is some bias in the data. In addition, it is
very hard to estimate if our data are representative since we
do not have access to the demographics of those users.

Another limitadon of owr study is the use of IBM
personality ingight tool to infer the personality traits of
the users based on the tweets that they posted. All the
automated tools that are used for predictions are subject to
errors. That means that some of the predictions regarding
the personality traits that were inferred from the text are
not correct. However, it is not possible to evaluate the
performance of IBM personality insights since we do not
have ground-truth data regarding the users’ personality traits.

prevent propagation of conspiracy theories that lack scientific
evidence and to raise awareness to users by improving the
effectiveness of intervention techniques and strategies.

This study has also some ethical concerns regarding the
collection and the release of the data. First, we plan to
make this collection available only for research purposes.
To protect the privacy of users, we plan to publish the data
anonymously, Also, we plan to use neutral annotation labels
regarding the two classes (i.e., 0 and 1 instead of conspiracy
propagator or not). Future rescarchers that want to use the
collection will not have access to the information of which
class each label refers to. Finally, we will not make available
the labels at a post level since this information can reveal the
information regarding the annotation labels at a user level.

Conclusions and Future Work

In this paper, we focused on censpiracy theories and
we analysed the profile and psycho-linguistic differences
between users that share posts that tend to support and
those that share posts that tend to refute conspiracy
theories. We developed a collection that contains posts of
conspiracy and anli-conspiracy propagators that can be used
for further research on the area of computational conspiracy
detection. In addition, We proposed conspiDetector, a
CNN-based model that leverages different psycho-linguistic
features to differentdate between conspiracy and anti-
conspiracy propagators. We exploited users’ tweets to extract
information that represents the personality traits, emotion,
sentiment, and linguistic patterns (pronouns, personal
concerns, time focus, informal language, cognitive processes
and affective processes).

Our analysis showed that anti-conspiracy propagators
have a higher number of followers, friends and favourites
compared to conspiracy propagators and fend to have
oider accounts compared to the ones of the conspiracy
propszators. Also, we found that conspiracy propagators use
a larger number of swear words, whereas anti-conspiracy
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propagators have more personal concerns (e.g., work), more
cognitive processes and a higher score in anxiety.

In addition, we showed that the personality traits and the
linguistic patterns are the most effective when the different
groups are used individually. We showed that conspiDetector
that combines word embeddings with the psycho-linguistic
characteristics achieved the highest performance. The results
showed that incorporating information from the users’ profile
did not improve the performance even the analysis showed
that thers are differences in the number of followers, friends
and favorites, Finally, we believe that our study and detection
appreach could be very useful for developing policies to
limit the spread of mis/disinformation or enhancing fact-
checking platforms, combining them with theoretical studies
that model mis/disinformation spreading and especially the
role of some targeted nodes in the network [48; 49; 50; 511].

In future, we plan to explore ways to overcome the current
limitations of the study by contacting the users and ask
them to fill in personality questionnaires. Also, we think
it would be interesting to analyse the profile of conspiracy
propagators across different countries using the geographical
location information available in tweets. Finally, we plan
to investigate how our findings can be used to improve
the effectiveness of fake news detection systems and of
ntervention techniques.

Acknowledgments

The work of the first author was supported by the SNSF Early
Postdoc Mobility grant P2TIP2_181441 under the project
Early Fake News Detection on Social Media, Switzerland.
The work of the third author was partially funded by
the Spanish MICINN under the research project MISMIS-
FAKEnHATE on MiSinformation and MiScommunication
in social media: FAXE news and HATE speech (PGC2018-
096212-B-C31) and by the European Cooperation in Science
and Technology under the COST Action 17124 DigForAsp.
A special thanks to Raquel and Julio for being always on the
Conspiracy Channel.

References

[1] Wardle C, Derakhshan H. Information Disorder: Toward an
Interdisciplinary Framework for Research and Policy Making.
Council of Europe Report 27. 2017..

{2] Lazer DMJ, Baum MA, Benkler Y, Berinsky AJ, Greenhill
KM, Menczer F, et al. The Science of Fake News. Science.
2018:359(63801:1094--1096.

[31 McCaffrey P. The Reference Shelf: Conspiracy Theories. HW
Wilson; 2012,

[4] Kang C, Goldman A. In Washington Pizzeria Arttack, Fake
News brought Resl Guns, New York Times, 2016;5.

[5] Jolley D, Douglas KM. The Effects of Anti-Vaccine
Conspiracy Theories on Vaccination Intentions. PLOS ONE.
2014 02;9(2):1-9.

[6] Giachanou A, Rosso P, Crestani F. Leveraging Emotional
Signals for Credibility Detection. In: Proceedings of the
42nd International ACM SIGIR Conference on Research and
Development in [nformation Retrieval. SIGIR *19; 2018, p.
877-880.

Ghanent B, Rosso P, Rangel F. An Emotional Analysis of
False Information in Social Media and News Articles. ACM
Transactions on Internet Technology (TOTT). 2020:20{2):1—
18.

Wang WY, Liar, Liar Pants on Fire: A New Benchmark
Dataget for Fake News Detection. In: Proceedings of the
55th Annual Meeting of the Association for Compuiational
Linguistics (Volume 2; Short Papers). ACL " 17; 2017, p. 422—
426.

Rashkin H, Choi E, Jang JY, Volkova 8, Choi Y. Truth
of Varying Shades: Analyzing Language in Fake News
and Pelitical Fact-Checking. In: Proceedings of the 2017
Conference on Empirical Methods in Natural Language
Processing. EMNLP "17; 2017, p. 2931-2937,

Singhal S, Shah RR, Chakraborty T, Kumaraguru P, Satoh
5. SpotFake: A Multi-modal Framework for Fuke News
Derection. In: 2019 IEEE 5th International Conference on
Multimedia Big Data. BigMM *19. IEEE; 2019, p. 30-47.
Giachanou A, Zhang G, Rosso P. Multimodal Fake News
Detection with Textual, Visual and Semantic Information. In:
Text, Speech, and Dialogue, TSD *20;, .

Giachanou A, Zhang G, Rosso P Multimodal Multi-image
Fake News Detection. I 2020 IEEE 7th International
Conference on Data Science and Advanced Analytics. DSAA
20; 2020, p. 647634,

Mal, Gao W, Wel Z, Lu Y, Wong KE. Detect Rumors Usiag
Time Series of Social Context Information on Microblogging
Websites.  In: Proceedings of the 24th ACM International
on Confereace on Information and Knowledge Management.
CIKM "15: 2015, p. [751-1754.

Shu K, Wang 8, Liu H. Understanding User Profiles on Social
Media for Fake News Detection. In: Proceedings of the 2018
IEEE Conference on Multimedia Information Processing and
Retrieval. MIPR "18; 2018, p. 430435,

Vo N, Lee K. Learning from Fact-checkers: Analysis and
Generation of Fact-checking Language. In: Procesdings of
the 42nd International ACM SIGIR Conference on Research
and Development in Information Retrieval. SIGIR *19; 2019.
p. 335-344.

Lutzke, L and Drummond, C and Slovie, P and Arvai, I.
Priming Critical Thinking: Simple Interventions Limit the
Influence of Fake News about Climate Change on Facebook.
Global Environmental Change. 2019:58:101664,

Bensley DA, Lilienfeld SO, Rowan KA, Masciocchi CM,
Grain F. The Generality of Belief in Unsubstantiated Claims.
Applicd Cognitive Psychology. 2019,

Douglas KM, Sutton RM, Cichocka A. The Psychology of
Conspiracy Theories. Current Directions in Psychological
Science. 2017;26(6):538-542,

Goertzel, T.  Belief in Conspiracy Theories.  Political
Psychology. [994;p. 731-742.

Lantian, A and Muller, D and Nurra, C and Douglas, K M. I
Know Things they don’t Know! Social Psychology. 2017;.
Pennebaker JW, Boyd RL, Jordan X, Blackbum K. The
Development and Psychomerric Properties of LIWC 20185,
The University of Texas at Austin; 2015,

Ruchunsky N, See 8§, Liu Y. CSI: A Hybrnd Deep Model
for Fake News Detection. In: Proceedings of the 2017 ACM
on Conference on Information and Knowledge Management.
CIKM "17; 2017. p. 797-806.



[23]

=
*

27

[28]

[29]

[30]

(34

[32]

[33]

(34]

(3]

[36]

11

Derezynski L, Bontcheva X, Liakata M, Procter R, Hot GWS,
Zubiaga A. SemEval-2017 Task 8 RumourEval: Determining
Rumour Veracity and Suppoert for Rumours. In: Proceedings
of the 11th International Workshop on Semantic Evaluation.
SemEval "17; 2017. p. 69-76.

Anand A, Chakraborty T, Park N, We used Neural Networks
to Detect Clickbaits: You won’t believe what happened
Next! In: Proceedings of the 2017 European Conference on
Information Retrieval. ECIR '17; 2017. p. 541-547.

Rangel F, Rosso P. Overview of the 7th Author Profiling Task
at PAN 20109: Bots and Gender Profiling in Twitter. In: CLEF
20419 Labs and Workshops, Notebook Papers; 2019. .
Vlachos A, Riedel S. Fact Checking: Task Definition and
In: Proceedings of the ACL 2014
Workshop on Language Technolegies and Computational
Social Science; 2014, p. 18§-22,

Tausczik YR, Pennebaker JW. The Psychological Meaning
of Words: LIWC and Computerized Text Analysis Methods.
Journal of Language and Sccial Psychology. 2010;29(1):24—
54.

Vosoughi 8, Roy D, Aral 5. The Spread of True and False
News Online. 2018:355(6380):1146-1151.

Addawood A, Badawy A, Lerman K, Ferrara E. Linguistic
Cues to Deception: Identifying Political Trolls on Social
Media. In: Proceedings of the International AAAT Conference
ot Web and Social Media. vol. 13; 2019, p. 15-25.
Pennebaker IW, King LA. Linguistic Styles: Language Use

Dataset Constructiorn.

as an Individual Difference. Journal of personality and social
psychology. 1999;77(6):1296.

Pennebaker TW, Mayne TJ, Francis ME. Linguistic Predictors
of Adaptive Bersavement. Journal of personality and social
psychology. 1997,72(4):863.

Giachanou A, Rissola EA, Ghanem B, Crestani F, Rosso
P.  The Role of Personality and Linguistic Patterns in
Discriminating Between Fake News Spreaders and Fact
Checkers. In: Natural Language Processing and Information
Systems, NLDB *20. Springer; 202C. p. 181192,

El Azab, A and Idrees, A M and Mahmoud, M A and Hefny,
H. Fake Account Detection in Twitter Based on Minimum
Weighted Feature set. International Journal of Computer and
Information Engineering. 2015;10(1):13-18.

Klein, € and Clutton, P and Dunn, A G. Pathways
to Conspiracy: The Social and Linguistic Precursors of
Involvement in Reddit's Conspiracy Theory Forum, PloS one,
2019;14(11).

Range! F, Giachanou A, Ghanem B, Rosso P. Overview of the
§th Author Profiling Task at PAN 2020: Profiling Fake News
Spreaders on Twitter, In: CLEF 2020 Labs and Workshops,
Notebook Papers. CEUR Warkshop Proceedings; 2020. .
Douglas KM, Sutton RM. The Hidden Impact of Conspirvacy

Theories: Perceived and Actual Influence of Theories

[39]

(40]

[41]

[42]

[43]

[44]

(45]

[40]

[47]

(48]

[49]

(50

{541

Surrounding the Death of Princess Diana, The Joumal of
Social Psychology. 2008;[48(2):210-222.

Callaghan T, Motta M, Sylvester S. Trujillo KL, Blackburn
CC. Parent Psychoiogy and the Decision to Delay Childhood
Vaccination. Social Science & Medicine. 2G19;238,

Shu K, Mahudeswaran D, Wang S, Tee D, Liu H
FakeNewsNet: A Data Repository with News Content, Social
Context and Dynamic Information for Studying Fake News on
Social Media. ArXiv. 2018;abs/1809.01286.

Mann HB, Whitney DR. On a Test of Whether cne of Two
Random Variables is Stochastically Larger than the Other.
The Annals of Mathematical Statistics. 1947;18(1):50-60.
Castillo C, Mendoza M, Poblete B. Information Credibility on
Twitter, In: Proceedings of the 20th International Conference
on World Wide Web. WWW L [; 2011. p. 675-684.

Digman JM.  Personality Structure: Emergence of the
Five-Factor Model.
1990:,41(1:417-440.
Plutchik R. A Psychoevolutionary Theory of Emotions. Social
Science Information. 1982;.

Annual Review of Psychology.

Mohammad SM, Tumey PD. Emotions Evoked by Common
Words and Phrases: Using Mechanical Turk to Create an
In: Proceedings of the NAACL HLT
2010 workshop on computational approaches to analysis and

Emotion Lexicon.

generation of emotion in text; 2010. p. 26-34.
Rangel I, Rosso P
Author Profiling.
2016:;52(1):73 - 92.
Pennington J, Socher R, Manning C. Glove: Global Vectors
for Word Representation.  In: Proceedings of the 2014
Conference on Empirical Methods in Natural Language
Processing. EMNLP '14; 2014, p, 1532-1543,

Cer D, Yang Y, Kong S, Hua N, Limtiaco N, St John R, et al.
Universal Sentence Encoder. CoRR. 2018;abs/1803.11175.
Devhin 1, Chang MW, Lee K, Toutanova K. BERT: Pre-
training of Deep Bidirectional Transformers for Language
Understanding. CoRR. 2018;abs/1810.04805.

Kitsak M, Gallos LK, Havlin 8, Liljeros F, Muchnik L,
Stanley HE, et al, Tdentification of Influential Spreaders in
Complex Networks. Nature physics, 2010;6((1):888-893.
Tambuscio M, Ruffo G. Fact-checking Strategies to Limit
Urban Legends Spreading in a Segregated Society. Applied
Network Science. 2019:4(1):116.

Borge-Holthoefer J, Meloni S, Gongalves B, Moreno Y.
Emergence of Influential Spreaders in Medified Rumor
Models. Journal of Statistical Physics. 2013;151(1-2):383—
393.

Ghosh R, Lerman K. Predicting Influential Users in Online
Social Networks, In: Proceedings of the KDD Workshop on
Social Network Analysis. Citeseer; 2010. .

On the Tmpact of Emotions on
Information Processing & Management,



