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Abstract

The term “in situ processing” has evolved over the last decade to mean both a specific strategy for visualizing
and analyzing data and an umbrella term for a processing paradigm. The resulting confusion makes it difficult for
visualization and analysis scientists to communicate with each other and with their stakeholders. To address this
problem, a group of over fifty experts convened with the goal of standardizing terminology. This paper summarizes
their findings and proposes a new terminology for describing in situ systems. An important finding from this group
was that in situ systems are best described via multiple, distinct axes: integration type, proximity, access, division of
execution, operation controls, and output type. This paper discusses these axes, evaluates existing systems within the
axes, and explores how currently used terms relate to the axes.

Keywords
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1 Introduction

For decades, the dominant paradigm for visualization
and analysis has been “post hoc” processing. With post
hoc processing, simulation codes save data to permanent
storage (e.g., “spinning disk”), and visualization and analysis
programs load this data after it is stored. Simulation codes
typically store data iteratively, checkpointing the state of the
simulation at a given time (a “time slice”), advancing for a
while, saving their state again, and so on.

“In situ processing,” meaning visualizing or analyzing
data as it is generated, is an alternative processing paradigm
to post hoc. Historically, a number of terms have been used
to describe in situ processing and its many variant strategies.
However, the community has yet to agree on a consistent
taxonomy. Notably, over the last decade, the term “in situ”
has been broadly used to 1) describe a specific strategy for
processing data, and 2) as an umbrella term for the entire
processing paradigm. This mixed use leads to confusion both
for the visualization and analysis community and for its

stakeholders.
The phrase “in situ” comes from Latin, and translates to

“on site,” “in position,” or “in place.” The term “in situ”
very precisely describes the strategy where a visualization
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or analysis algorithm is applied to simulation data that
has not been moved (i.e., is already in the processor’s
memory). However, the concept of “processing data as
it is generated” applies much more broadly than to just
data in registers, causing some researchers to question
whether “in situ” is the best term to describe the overall
processing paradigm. To illustrate this concern, consider the
case where simulation data is moved to distinct resources
for visualization, e.g., nodes dedicated for visualization and
analysis on a supercomputer. On the one hand, the term “in
situ” still applies, since the data is being processed “in place,”
i.e., resident on the same computer (or supercomputer). On
the other hand, the data has been moved to distinct resources.
In this scenario, is data still being processed “in place?”
While the term “in situ” is dominant today, early research
used equally applicable terms, often in reference to specific
variants: “concurrent processing” Ellsworth et al. (2006) to
refer to processing data at the same time as the simulation
is running, “co-processing” Haimes (1994); Haimes and
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Barth (1995); Haimes and Edwards (1997); Fabian et al.
(2011); Ayachit et al. (2016a) to refer to visualization
routines directly coupled with simulation code, and “runtime
visualization” Ma (1996); Tu et al. (2006); Insley et al.
(2007) to refer to applying visualization in place. In each
case, the terms used previously were likely as suitable in
describing this processing paradigm as the “in situ” term,
although they did not ultimately garner the same popularity.

That said, the terminology problems we consider go well
beyond whether or not “visualizing or analyzing data as it
is generated” should be described using the term “in situ.”
Our community also uses a variety of sub-terms, like “in
transit,” “in-line,” “loosely-coupled,” and “tightly-coupled,”
to describe specific forms of in situ processing. These terms
are not used consistently, creating confusion within the
community, and this confusion served as the main motivation
for our effort.

To remedy this lack of consistent terminology, a group
of visualization and analysis practitioners convened over the
course of a year; this paper summarizes the outcome of
their efforts. An important contribution of this effort is the
identification of six axes to more precisely characterize in
situ systems. These axes show that there are a diverse set
of approaches behind in situ processing. Another important
contribution is our new proposed terminology for in situ
systems. In our terminology, an in situ system is described
via the options it employs for each of the six axes. As a
further contribution, we analyze existing systems and terms
within the axes.

The paper is organized as follows:

e Section 2 defines the six axes to describe an in situ
system, as identified by our group.

e Section 3 describes some notional in situ systems, and
classifies them according to our axes.

e Section 4 describes how to apply our axes in the
context of complex workflows.

e Section 5 looks at recent in situ systems and classifies
them based on our axes.

e Section 6 documents the process our group used to
organize, discuss issues, and reach consensus.

Finally, our group also discussed whether to continue
advocating for the usage of the term “in situ” to describe
“processing data as it was generated.” Ultimately, we decided
that we were in favor of continuing to use the term, although
consensus was not achieved on this point. In a vote, 70%
of our participants supported continuing to use the “in
situ” term, in large part because it had too much inertia to
reverse course. In particular, it was noted that this term has
been adopted by our stakeholders and funding agencies, and
promoting an alternate term — even if more precise — could
create confusion. On the other side, 30% of our participants
voted that we should focus on a more appropriate term.

2 Axes of In Situ Systems

First, we use the phrase “in situ system” to describe an in situ
software solution. Specifically, we use the word “system,”
since there are often multiple components to coordinate,
whether across nodes on a supercomputer, across multiple
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in situ instances, or even between the in situ routines and the
simulation code.

When choosing our axes, our group’s focus was on better
distinguishing between current in situ systems being lumped
together as similar, although they were taking different
approaches. To this end, our group identified six axes to
describe an in situ visualization and analysis system:

e Integration Type: how visualization and analysis
routines are integrated into the simulation code.

e Proximity: how close the visualization and analysis
routines are to the data.

e Access: how the simulation makes data available to
visualization and analysis routines.

e Division of Execution: how compute resources are
shared between simulation and in situ routines.

e Operation Controls: the mechanism for selecting
which operations are executed during run-time.

e Output Type: which types of operations are performed
on the simulation data before it is output.

Figure | provides an overview of the terms used for each
axis, and the remainder of this section describes these terms
in more detail.

Using our terminology, a system is described by its
choices for each of the six axes. Exemplar systems
for common instantiations (“loosely-coupled,” “tightly-
coupled,” etc.) are explored in Section 3.

2.1

Integration type refers to how the in situ visualization and
analysis routines are integrated into the simulation code.
In the majority of implementations, the simulation code
is aware of the integration and makes calls in support of
data marshaling. However, it is also possible to integrate
in situ routines without the simulation being aware. We use
this distinction — Application-Aware versus Application-
Unaware — as the top-level category describing integration
type.

We identified three distinct sub-categories of application-
aware integrations, although these sub-categories may be
viewed as points along a spectrum. The first, Bespoke, refers
to the case where custom visualization and analysis routines
are written specifically for a single simulation code, and
is tailored to its needs. This is also sometimes referred to
as “embedded routines.” The latter two sub-categories of
application-aware integrations cover configurations where
systems are integrated into the simulation code, and data
is marshaled into those frameworks via APIs. The second
sub-category, Dedicated API, describes the case where the
system is dedicated to visualization and analysis, and so
the simulation code is aware that interactions with this
API are for the purpose of visualization and analysis. This
is the approach used by systems like Vislt/Libsim and
ParaView/Catalyst. The final sub-category, Multi-purpose
API, describes the case where the scope of the system is
data, meaning that it includes visualization and analysis, but
that it also might include I/O or data movement between
components. This is the approach used by systems such as
ADIOS. With multi-purpose API, the simulation code may
or may not be aware whether the API is doing visualization

Integration Type
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Figure 1. The top of this diagram has our six axes for describing in situ systems. Underneath each of the six axes are its

corresponding categories and sub-categories.

and analysis tasks. We still refer to this case as Application-
Aware, since the simulation code is aware of the framework’s
API, and does data marshaling to support the framework.

We identified two sub-categories of application-unaware
integration types. Interposition, the first sub-category, refers
to the practice of creating a dynamically-loaded library
which contains symbols known to the simulation code, and
inserting this library into the place of the original library
that the simulation code was expecting. For example, if
a simulation code writes data using the MPI-IO library,
then an interposition approach would create a new library
with function names matching those of MPI-IO, would
have its implementations of those functions perform in situ
processing, and would swap the new library in for the MPI-
10 library at runtime. Note that, although both this example
and the example for Multi-purpose API, focused on 1/O,
the key distinction for the Interposition approach is that a
library interface is used for something other than its original
intent. Inspection, the second sub-category, refers to the
practice of inspecting memory to infer patterns in data layout
and automatically adding in situ processing. Inspection-
based in situ relies on system facilities used by tools such
as debuggers and profilers. Finally, the application-unaware
approach is relatively new for in situ processing, and new
sub-categories may need to be added as this approach
evolves.

There are three main considerations motivating the five
categories of integration type. One is the effort to integrate
the in situ routines into the simulation code (referred to
here as “simulation code effort”). Another is the effort to
develop the in situ system (referred to here as “in situ
system effort”). The final consideration is the reusability of
the in situ system across multiple simulation codes. These
last two considerations are related, as increasing reusability
likely increases in situ system effort. Bespoke approaches
often require minimal simulation code effort (since they are
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tailored to the simulation code) and in situ system effort
(since the approach often requires a trivial system), but its
reusability is often highly limited. Dedicated API and Multi-
purpose API require much more simulation code effort and
in situ system effort, but often have higher reusability. The
application-unaware categories may require the highest in
situ system effort, but they require no simulation code effort
(by definition), and the reuse possibilities are high.

2.2 Proximity

The Proximity axis characterizes the cost to access data. This
cost could be in time (how fast can we access data?) or in
energy (how much energy is required to access data?).

When considering proximity, it is important to consider
the path from where the data resides to where it
should be processed. That said, there are myriad possible
configurations this path can take. As such, we view this axis
as a continuous spectrum, not a discrete one with a fixed
number of choices. This is particularly true given innovations
in architecture, as any attempt to enumerate all options would
likely become stale quickly.

We divide the spectrum of options for proximity into three
broad categories:

e On Node
e Off Node, Same Computing Resource
e Distinct Computing Resource

With On Node access, the memory hierarchy forms the
basic model. The closest access occurs when visualization or
analysis algorithms are applied to data that is in the memory
data registers, followed by options such as L1-cache, L2-
cache, L3-cache, and random-access memory. Beyond this
are options such as NUMA accesses to memory on other
sockets, non-volatile memory on node, and local disks.
Placement for each of these options onto a spectrum requires
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understanding of latency and bandwidth, and may vary based
on architecture, especially as hardware components improve
over time (e.g., NVLink).

With Off Node, Same Computing Resource, there are
fewer options: traveling one switch between nodes, two
switches, etc. Of course, there still may be costs within a
node, i.e., costs from pulling data from NVRAM on a node
to send it over the network to another node, which then
places it in an accelerator’s memory. In these cases, all costs
incurred along the path from where the data originally resides
to location where it is processed should be considered.

While Distinct Computing Resources strains the usage
of the term “in situ,” it fits within our terminology since we
define in situ processing as processing data as it is generated.
As an example, consider when data is streamed (maybe in
a reduced form) from a simulation’s source to scientists in
remote locations, who can then explore the data using local
resources. We call this “in situ,” since the data is being
processed while it is generated, but clearly it is not “in
place.” Further, it is worth noting that a recent Department of
Energy workshop on workflows Deelman et al. (2015) made
a different decision, and decided this use case should not be
called in situ processing.

2.3 Access

Access refers to how the simulation makes data available
to visualization and analysis routines. We consider this
axis from the perspective of logical memory spaces —
by considering virtual addresses, the axis generalizes to a
variety of memory models. The main options for access
are Direct access (where the in situ routines share the
same logical memory space as the simulation code) and
Indirect access (where in situ routines run in a distinct
logical memory space from the simulation code). Sometimes
Access is conflated with Proximity, because Direct Access
often occurs with On Node Proximity and Indirect Access
often occurs with Off Node Proximity. However, these axes
can pair oppositely. For example:

e Direct Access and Off Node Proximity pair when
a simulation code exposes data via remote direct
memory access (RDMA) or a partitioned global
address space (PGAS).

e Indirect Access and On Node Proximity pair when
the simulation code and in situ routines run as
separate processes (to minimize integration effort) and
exchanged data via the network or a local filesystem.

Within Direct Access, we distinguish between Deep
Copy and Shallow Copy implementations. With Deep Copy
implementations, in situ routines make a copy of their
input data from the simulation. One reason for using Deep
Copy is because the routines use a fixed data structure,
and this data structure does not match the simulation code,
for example because the simulation stores data in column-
major order and the in situ routine assumes row-major
order. This approach is expedient for software development,
but suboptimal in terms of resources, specifically using
extra memory and taking extra time to copy data. Another
motivation for the Deep Copy approach is to prevent stalling
the simulation — if the in situ routine makes a copy, then
the simulation is free to proceed even if the in situ routine
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is not finished. Shallow Copy implementations, on the other
hand, adapt their data structures to those of the simulation
code. SCIRun Johnson et al. (2000) did this by using a
templated approach and adapting to the simulation code at
compile time. EAVL Meredith et al. (2012) did this through
a data representation that contained other arrays, including
arrays from simulation data, and then accessing data via a
layer of indirection. VTK Schroeder et al. (2004) takes a
similar approach to EAVL, although it handles variation in
data layout via virtual functions.

Both Direct Access and Indirect Access must deal with
data synchronization, as data should neither be consumed nor
overwritten too early. For the Direct Access case, this can
be achieved using standard synchronization methods, e.g.,
mutexes. For the Indirect Access case, this can be achieved
via a communication protocol between simulation code and
in situ system. There are several options for dealing with a
simulation producing data faster than the in situ system can
handle. These include: stalling the simulation until new data
can be taken on; buffering raw data, which will, however,
drive up memory consumption; and aborting the in situ
routine and restarting it on the new data.

2.4 Division of Execution

Division of Execution refers to how compute resources are
shared between simulation and in situ routines. The two
categories within Division of Execution are:

e Space Division. The simulation and in situ routines are
mapped to disjoint physical compute resources. That
is, a subset of the compute resources is exclusively
dedicated to in situ routines.

e Time Division. The simulation and in situ routines are
both mapped to the same physical compute resources.
Some (or all) of the compute resources alternate
between advancing the simulation and visualization
and analysis. That is, no compute resources are
exclusive to in situ routines.

The execution time and memory usage required by
in situ routines are generally less than those needed by
the simulation, often by a significant amount. Regardless,
division of execution between simulation code and in situ
system 1is a critical issue for the efficiency of the overall
system — allocating insufficient resources or insufficient
duration to an in situ system can slow down the simulation
code. That said, it is sometimes difficult to assess the
necessary computational resources and duration for an in situ
system to complete its tasks, since factors such as algorithm
scalability, computational bottlenecks, and sensitivities to
data layouts have large impacts on performance. Fortunately,
the division need not be fixed, as the simulation can choose to
adapt resource usage with many combinations of integration
type, proximity, and access. Indeed, current research seeks to
enable co-scheduling, i.e., dynamic management of system
resources at the runtime-system-level Pebay et al. (2016);
Peterson et al. (2015); Kale and Krishnan (1993), which
removes the complexity of dynamic resource management
from the application developer altogether.

Each division strategy has potential benefits and pitfalls,
with manifestations varying across in situ configurations.
Space Division facilitates both the efficient execution of the
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simulation as well as the appropriation of an ideal set of
resources to in situ routines. However, variations in the scales
and runtimes of the routines could lead to under-utilized
or oversubscribed subsets of resources. Managing this
synchronization as well as possibly necessary data transfers
may require significant additional infrastructure. Time
Division requires substantially less (or no) synchronization
and data transfer efforts. However, while in situ routines
are frequently I/O bound in many instances, optimal
efficiency is contingent upon data partitioning. For instance,
the parallel scaling of visualization algorithms relies on
infrastructure which can be sensitive to the size and shape
of data domains, for example ghost data generation. The
domain decomposition native to a simulation is sometimes
unfavorable for analysis and visualization, an issue more
easily addressable with post processing or Space Division.
Both Space Division and Time Division can have significant
cost if done poorly: Space Division can possibly block the
simulation if there are not enough resources to keep up, while
Time Division, when visualization or analysis routines run
slowly, prevents the compute resources from being returned
to the simulation.

2.5 CQOperation Controls

Operation Controls describes the mechanism for selecting
which operations are executed during run-time. We
identify two major categories within operation controls —
Automatic and Human-in-the-Loop — both of which have
sub-categories.

With Automatic Operation Controls, users select which
operations to perform in advance of the calculation, and there
is no human-in-the-loop during the simulation’s execution.
Within this category, we have identified two sub-categories.
With the Adaptive sub-category, the in situ routines can
adapt which operations are performed as the simulation
executes. As an example, some key criteria may trigger the
execution of some routines that were not executed otherwise.
With the Non-adaptive sub-category, the in situ routines are
static.

With Human-in-the-Loop Operation Controls, stake-
holders modify which visualization and analysis routines are
executed in situ. With the Blocking sub-category, the simula-
tion can pause when waiting for guidance from a stakeholder.
With the Non-blocking sub-category, the simulation will not
pause to wait for input from a stakeholder.

2.6 Output Type

Output Type describes which operations the in situ system
performs on the simulation data before it is output (meaning
either stored or sent to another in situ sub-system). While
a system can be described without understanding its output,
our group felt that this was a worthy inclusion regardless —
this category speaks to output size, which is an important
consideration. We identify three major categories for output
type: Subset, Transform, and Derived.

Subset refers to operations where a subset of the data
is selected, and the rest is discarded. Examples include
subsampling (e.g., coarse versions of the data), focusing
on regions of interest, or extracting portions with a certain
property, as with query-driven visualization Stockinger et al.
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(2005) or as with topologies queries Heine et al. (2016) (e.g.,
N largest connected components).

Transform refers to operations that are performed on
each element of the data. Our notion of Transform does
not include reduction, meaning that we expect the data sets
created by the transformation process are the same scale as
the input data. Wavelet transformations would be an example
of a transform that may be applied in situ.

Derived refers to operations that generate new data of a
different nature than the input. Within the Derived category,
we consider two sub-types: Fixed and Proportional.
Products of Fixed operations are independent of the input
size. Examples include statistical summarizations, like
with Ye et al. (2016), and rendered images (when the image
size is fixed). Products of Proportional operations vary
based on input size. Examples include isosurfaces, indexing,
intermediate visualization representations, and topological
analysis. Proportional operations imply that the amount
of data saved varies with the input data size, but some
operations’ proportion are data dependent while others
are not. For example, the amount of data to save when
isosurfacing depends on both the input data and the isovalue,
but the amount of data to save when subsampling is not data
dependent.

Some operations can be used in either Fixed or
Proportional approaches. For example, Lagrangian basis
flow extraction Agranovsky et al. (2014) can output a fixed
size (and potentially miss information about the vector field)
or a proportional size (and thus be more likely to capture
information about the vector field).

Finally, the value for Output Type for an in situ
routine can be more than a single entry. For example,
wavelet compression can be accomplished by first doing a
wavelet transform, and then discarding the least important
coefficients. This would be categorized as Transform —
Subset, which indicated that the data is transformed before
being reduced by a subset operation. Finally, some large,
dedicated in situ systems offer many simultaneous output
types, and may need multiple descriptions to describe those
outputs.

3 Classifying Notional In Situ System
Examples

In this section, we describe three notional systems, and
classify them according to our axes. Also, note that the terms
used in the subsection headings (tightly-coupled, loosely-
coupled, hybrid in situ) are ambiguous and can have multiple
interpretations, although we believe the examples specified
fall within most accepted definitions.

3.1 Example 1: Tightly-Coupled System

Consider the following system: A simulation code links an
in situ library into its code. When the simulation code calls a
function in the in situ API, it both specifies the operations
to perform and sends data to operate on. The simulation
code’s usage of the API is static; the simulation code
compiles against the API, and the same function is called
at a regular interval. When the simulation code invokes the
in situ function, the in situ library immediately executes its
operations on the same hardware, first transforming it to its
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own data model, then applying the specified operations, and
finally creating images that are saved to disk. The function
then returns and the simulation code resumes execution.

In our terminology, this would be classified as:

Integration Type: Dedicated API

Proximity: On Node

Access: Direct: Deep Copy

Division of Execution: Time Division
Operation Controls: Automatic: Non-adaptive
Output Type: Derived: Fixed

3.2 Example 2: Loosely-Coupled System

Consider the following system: A simulation code links in
an API for data management. When the simulation code
calls functions in the in situ API, it believes it is doing I/O
operations. However, the in situ library instead sends data
to remote nodes which are dedicated to visualization and
analysis. A user is running a visualization and analysis tool
on these remote nodes, interacting with the data as it comes
over the network. When a new time slice comes over the
network, the data the user was looking at is flushed and
replaced with the new data.
In our terminology, this would be classified as:

e Integration Type: Multi-purpose API

e Proximity: Off Node

e Access: Indirect

e Division of Execution: Space Division

e Operation Controls: Human-in-the-loop: Non-
blocking

e Output Type: Derived: Fixed

3.3 Example 3: Hybrid In Situ System

Consider the following system whose sole purpose is to
render isosurfaces. In this system, the desired isovalues result
in a sparse isosurface (i.e., few triangles compared to the
number of cells), so, when data is produced, an isosurfacing
routine is immediately applied. This routine was written
specifically to work on data from this simulation code. The
resulting triangles are sent over the network to dedicated
visualization nodes, using a data transfer library. There,
separate visualization software renders the data. Since the
location of the isosurface varies, the software evaluates the
data set and determines the best camera angles to capture the
data. It saves the resulting images to disk.

In this case, this system is actually two distinct sub-
systems operating in tandem. We classify the sub-systems
separately. More discussion of this topic is in the next section
(In Situ Workflows).

e Sub-system #1

— Integration Type: Bespoke

Proximity: On Node

Access: Direct: Shallow Copy

Division of Execution: Time Division
Operation Controls: Automatic: Non-adaptive
Output Type: Derived: Proportional

o Sub-system #2
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— Integration Type: Multi-purpose API
Proximity: Off Node

Access: Indirect

Division of Execution: Space Division
Operation Controls: Automatic: Adaptive
Output Type: Derived: Fixed

4 In Situ Workflows

In situ systems sometimes operate in a form where there are
multiple, distinct sub-systems, which operate in a workflow-
like fashion. That is, sub-system “A” will transform data and
transport it to sub-system “B,” sub-system “B” will transform
data and transport it to sub-system “C,” and so on. Of course,
the flow of data does not need to be sequential from “A” to
“B” to “C,” but instead can flow in arbitrary ways, including
forming cycles, acting as a source for multiple sub-systems,
accepting input from multiple sources, etc. In some cases,
“A,) “B,” etc., are the same program, but this program was
invoked in a way that causes it to function differently. In
other cases, the sub-systems are distinct programs, but those
programs come from the same source code repository, and
are branded under the same product name. In still other cases,
the sub-systems are truly distinct pieces of software.

For our categorization, we classify each sub-system in
the workflow separately (as seen in Example 3). That said,
many workflows contain sub-systems that do not relate
to visualization and analysis; when classifying an in situ
system, we recommend only including sub-systems that do
visualization and analysis operations in a categorization.
Finally, note that if the sub-systems have non-sequential flow
(i.e., splitting output, cycles, etc.), then the classifications
listing for each sub-system would need to be augmented with
a graph that captures the respective inputs and outputs of
each sub-system.

5 Surveying Existing In Situ Systems

In this section, we consider 15 existing in situ systems. The
systems we surveyed were the ones suggested by our co-
authors; we believe the resulting list is representative, but not
exhaustive. Table | summarizes these in situ systems based
on our axes to describe an in situ system.

We divide our treatment into three sections. Seven of the
fifteen systems do exclusively Time Division with On Node
proximity; these are discussed in Section 5.1. Six of the
fifteen systems allow for choice with respect to Division of
Execution (i.e., both Time Division and Space Division)
and Proximity (i.e., ranging from On Node to Off Node,
with a few also supporting Distinct Computing Resources);
these are discussed in Section 5.2. Finally, the remaining two
systems made specific choices for Division of Execution and
Proximity that were different than those of Section 5.1; these
are discussed in Section 5.3.

5.1 Time Division and On Node Proximity

The seven systems in this section all use Time Division
and On Node proximity. This means they all use a model
where the simulation advances, then pauses and hands
control to the in situ system which completes its operations,
hands control back, and so on. The seven systems are:



Childs et al.

Ascent, Freeprocessing, ParaView/Catalyst, SCIRun, QIso,
Vislt/Libsim, and XImage.

Four of the systems (ParaView/Catalyst, SCIRun,
Vislt/Libsim, and XImage) use Dedicated API — when
simulation codes connect to these systems, it is known to
be for the purpose of visualization and analysis tasks. Some
other noteworthy aspects of these in situ systems:

e Libsim Whitlock et al. (2011) and Catalyst Bauer
et al. (2015); Fabian et al. (2011) are in situ libraries
that deliver the capabilities of Vislt Childs et al.
(2012) and ParaView Ayachit (2015), respectively.
In both cases, a post hoc tool began around the
year 2000, became popular, and was then reworked
to have an in situ form during the ensuing decade.
Both libraries support shallow-copying of simulation
data arrays that conform to the contiguous memory
layout used natively by the VTK library. For other
memory layouts, shallow copy support is possible via
subclassing of VTK’s data array modules. In both
cases, users can provide scripts prior to runtime that
control visualization and analysis (Automatic: Non-
Adaptive) or allow users to control the visualization
directly (Human-in-the-loop: Blocking). Finally, in
conjunction with other technologies, such as ADIOS,
these tools can be used to perform (Human-in-the-
loop: Non-blocking) by using separate, dedicated
visualization resources.

e SCIRun Parker and Johnson (1995); KnezZevi¢ et al.
(2012); Parker et al. (1997b,a) is different than
Catalyst and Libsim — it is not delivering a post hoc
tool, but rather was designed with in situ in mind
from the beginning. Overall, SCIRun is a scientific
programming environment designed for interactive
construction, debugging, and steering of large-scale
scientific computations. It is a framework in which
large scale computer simulations can be composed,
executed, controlled and tuned interactively. It
depends on a data flow design where users can
design and modify simulations interactively via
a dataflow programming model, and this design
allows for easy extensibility of new modules. An
especially interesting design choice for SCIRun was
the decision to incorporate templates with its data
model. This allowed SCIRun to adapt its data
model at compile-time to minimize memory footprint,
achieving Shallow Copy at a higher rate than other
systems.

e XImage Ye et al. (2018) is an in situ library committed
to Fixed output type. It produces only images,
although these images are “explorable,” meaning
that each produced image is a meta-image that can
produce additional images Tikhonova et al. (2010a). It
currently supports volume rendering Tikhonova et al.
(2010Db) and pathtube visualization Ye et al. (2013).

The remaining three systems have different choices for
integration type. They are:

e Ascent Larsen et al. (2017) uses a Multi-purpose
API, and simulation codes can use Ascent to perform
their I/O, as well as visualization and analysis. Ascent
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uses VTK-m Moreland et al. (2016), which adapts its
data model to match simulation code layout, enabling
Shallow Copy in many instances. Ascent also has
invested in Automatic: Adaptive workflows, and
has an extensive system for triggers, which can be
customized by users Larsen et al. (2018). Finally,
Ascent can incorporate Jupyter notebooks to achieve
Human-in-the-loop: Blocking Ibrahim et al. (2019).

e Freeprocessing Fogal et al. (2014) is one of the few
systems we consider that uses Interposition. Its focus
has been on ease of use and programmability, and
works via a symbiont that uses binary instrumentation.
The data that it extracts can then be forwarded
to custom visualization routines, or to existing
visualization tools (which would share the same
resources).

e QlIso Ziegeler et al. (2015) is one of only two
Bespoke examples we consider. The library is
dedicated to generating and rendering isosurfaces in
MPI-based simulations. It uses the Marching Cubes
algorithm Lorensen and Cline (1987) on structured
grids obtained directly from a simulation’s arrays,
renders to an off-screen framebuffer, and parallel-
composites the result via MPI to a single image.
A library like this is powerful since it has minimal
dependencies and is simple to incorporate.

5.2 Choice in Division of Execution and
Proximity

The six systems in this section — ADIOS, Damaris,
DataSpaces, GLEAN, liblS, and SENSEI — all provide
options with respect to Division of Execution and Proximity.
In particular, each of these systems can execute like those
from Section 5.1. However, they can also operate in other
ways, for example running visualization/analysis alongside
the simulation on the same node, or sending data to distinct
nodes. A popular Off Node form is “data staging” Oldfield
et al. (1998), where data is moved from the simulation nodes
to a smaller pool of visualization/analysis/I/O nodes, where
data can be aggregated, processed, indexed, and filtered. This
sometimes has cost benefits for in situ visualization and
analysis Kress et al. (2019), but is regularly helpful for 1/O,
since dramatic reductions can be achieved in the total data
volume to store.

ADIOS and GLEAN both use Multi-Purpose APIs,
although GLEAN also can use an Interposition approach.
Some other noteworthy aspects of these systems:

e ADIOS, short for the Adaptable I/O System
(ADIOS) Liu et al. (2014), has a strong focus on
I/O (in addition to visualization and analysis), and
has been able to demonstrate strong I/O throughput
for simulations. The ADIOS API allows writing to
storage arrays and integrating with other workflow or
data analytics systems without detailed knowledge of
the underlying software and hardware stack (Multi-
Purpose API). This API allows users to combine
data storage, data staging, data compression, and/or
data reduction. Noteworthy products integrated into
ADIOS include ZFP Lindstrom (2014), SZ Di and
Cappello (2016) and BZip2 for data compression
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and I/O, ICEE Choi et al. (2013), FlexPath Dayal
et al. (2014), and DataSpaces Docan et al. (2012)
for data staging, and ParaView, Vislt, and Ascent for
visualization and analysis.

e GLEAN Vishwanath et al. (2011) has a focus on taking
application, analysis, and system characteristics into
account to facilitate simulation-time data analysis and
I/O acceleration. In other words, its focus is on being
able to provide the least cost to carry out an operation.
Another important focus for GLEAN is to provide
an interface for in situ analysis with zero or minimal
modifications to the existing application code base.
It achieves non-intrusive integration by embedding in
higher-level I/O libraries such as PnetCDF and HDF5
(Interposition).

Damaris and SENSEI both use Dedicated APIs, and both
have the potential to share the same memory space with
the simulation (i.e., Direct access in addition to Indirect
access):

e Damaris Dorier et al. (2016) began as middleware for
I/O operations, and has increasingly added support
for visualization, first with Vislt, then with Catalyst.
Damaris operates with an XML-based system, which
was first used to allow users to describe the
data semantics to the backend I/O libraries, and
subsequently used to control in situ visualization with
Vislt. Finally, Damaris started with a focus on On
Node, and then added an Off Node option after its
initial deployment.

e SENSEI Ayachit et al. (2016b) provides a generic API
for in situ processing in order to enable a “write-
once, run-anywhere” environment. One advantage
from their approach is proximity portability, i.e.,
runtime selection between running On Node or Off
Node. Another advantage is tool portability, i.e.,
runtime selection between in situ technologies, such
as Libsim, Catalyst, and Ascent, as well as by
enabling use of custom user-written methods, such
as parallel Python scripts. Further, SENSEI enable
interoperability between the tools they integrate.

The OSPRay libIS library Usher et al. (2018) can do both
Space Division and Time Division, but it focuses solely
on Indirect access. 1ibIS exposes a Dedicated API to the
simulation, which it uses to listen for visualization clients,
and send data to these clients. Clients can connect and
disconnect to the simulation as needed, and, once connected,
request to receive data for the current time step.

Finally, while data staging was mentioned at the beginning
of this section and again in the ADIOS section, we briefly
focus on one data staging technology, DataSpaces Docan
et al. (2012), as an example system. DataSpaces is a
programming system that provides data exchange services
to support extreme-scale in situ workflows. It can be
accessed by many components and services in a workflow;
components/services can dynamically connect to it and use
it to coordinate their execution and to support dynamic and
asynchronous interactions and data exchange among them.
It also contains features similar to some of the systems
above — data querying, filtering, and data redistribution.
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DataSpaces is built on an autonomic data-management
layer that leverages machine learning algorithms and
application hints to support application/system-aware data
placement and movement Subedi et al. (2018); Jin et al.
(2015), and an asynchronous, low-overhead, memory-to-
memory data transport substrate based on RDMA one-sided
communications.

5.3 Remaining Systems

The commercial ANSYS EnSight tool Frank and Krogh
(2012) focuses on Space Division. Its goal is to allow users
to explore data from a currently running simulation. EnSight
performs in situ analysis where new data from a running
simulation is continuously discovered and loaded. They refer
to this capability as “simulation monitoring.” The capability
is implemented via the file system — when new files are
found, EnSight loads the new time steps into its set of time
steps and updates its display. That said, the user can remain
on the current time step or automatically jump to the latest
one discovered. Although this usage pattern is performed via
files on disk, we include it in the survey, since it fits our
definition of “processing data as it is generated.”

InSt Malakar et al. (2010, 2011) is the other Bespoke
effort we consider, as it is strictly for weather applications.
InSt works in two settings. First, InSt automatically detects
critical weather events, such as cyclones, and refines the
simulation, to ensure that the simulation progresses without
stalling even with application dynamics. This is similar to
SCIRun in terms of a computational steering component.
Second, InSt also enables online remote visualization at the
user’s site, from where the user can concurrently visualize
the simulation output as well as steer the simulation. This
is an instance of Distinct resources, as domain scientists
around the world can visualize their data as the simulation
as running, and also adapt those visualizations.

6 Process for In Situ Terminology Project

This section describes the process for generating our
terminology. There were four main phases to this effort:
(1) form a community, (2) agree on the main axes of
terminology, (3) agree on the options for each axis, and (4)
document the result.

The main method of forming a community was via
outreach at conferences. An open call for participation was
made at a panel at the IEEE Symposium for Large Data
Analysis and Visualization (LDAV) and also at a lightning
talk at the Supercomputing Workshop on In Situ Analysis
and Visualization (ISAV). This led to approximately thirty
participants. Following this step, invitations were sent out to
senior voices in the community, almost all of which were
accepted.

Agreeing on the main axes of terminology and the options
for each axis was primarily done by teleconference. In total,
twelve conference calls were convened, featuring twenty
to thirty participants each. The early teleconferences were
devoted to deciding on the main concepts. This includes
a deep discussion of the scope of the term “in situ”
itself, and establishing that the terminology would focus
on classifying a system by stating its choices for largely
orthogonal axes, before specifying the axes themselves.
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Table 1. Categorization of various existing in situ systems with respect to terminology. Table entries are ordered alphabetically.

Name Ref Integration Proximity Access DWISIOP of Operation Controls
Type Execution
On Node; D-SC*  Time: Automatic: Adaptive;
ADIOS Liu et al. MP-API Off Node; In direc’t g ace,t Automatic: Non-adaptive;
(2014) Distinct p Human-in-the-loop: Non-Blocking
ANSYS EnSight Frank and Interposition 8gtli\r11(c):(tje; Indirect Space Human-in-the-loop: Non-Blocking
Krogh (2012)
Ascent Larsen et al. MP-API OnNode D25 Time Automatic: Non-adaptive;
2017) D-DC Human-in-the-loop: Blocking
. D-SC; — Automatic: Non-adaptive;
Damaris Dorier et al. D-API 8;11\\11?)(31: D-DC; ?I::é Human-in-the-loop: Blocking;
(2016) Indirect P Human-in-the-loop: Non-Blocking
DataSpaces Docan et al. MP-API O gtz D_].)C; 1 Automatic: Adaptive
(2012) Off Node  Indirect Space
Freeprocessing Fogal et al. Interposition On Node D-SC Time Automatic: Non-adaptive
(2014)
On Node;  D-SC; . . .
Gea e MUATEomNow ppe Tme Avemicanie
etal. (2011) P Distinct  Indirect “F U : pUv
InSt Malakar et al. Bespoke Op Node; D_S.C; Time Automatllc: Non-adtaptlve; .
2011 Distinct Indirect Human-in-the-loop: Non-Blocking
. — Automatic: Adaptive;
OSPRay LibIS Usher et al. D-API 8%%?)%2 Indirect ?I:; Automatic: Non-adaptive;
(2018) p Human-in-the-loop: Non-Blocking
Automatic: Non-adaptive;
ParaView Ayachit D-API On Node D-SC*  Time Human-in-the-loop: Blocking;
(2015) Human-in-the-loop: Non-Blocking
QIso Ziegeler et al. Bespoke On Node D-SC Time Automatic: Non-adaptive
(2015)
. Automatic: Adaptive;
. Q- . ’
SENSEI Ayachit et al. D-API 8;%‘(’;11‘2’ Eadsifec} g":fé Automatic: Non-adaptive;
(2016b) p Human-in-the-loop: Non-Blocking
D-SC- Automatic: Non-adaptive;
SCIRun Parker and D-API On Node DD C’ Time Human-in-the-loop: Blocking;
Johnson Human-in-the-loop: Non-Blocking
(1995)
Vislt Childs et al. D-API OnNode D-SC*  Time Automatic: Non-adaptive;
(2012) Human-in-the-loop: Non-Blocking
XImage Ye et al. D-API OnNode D-SC  Time Automatic: Non-adaptive;
(2018) Human-in-the-loop: Non-Blocking

D-API = Dedicated API; MP-API = Multi-Purpose API

D-SC = Direct Integration - Shallow Copy; D-DC = Direct Integration - Deep Copy

* = does shallow copy when possible, otherwise deep copy

Subsequent teleconferences focused on specific options for
each of the axes. Discussions revolved around both ideas and
appropriate terminology — i.e., wording — that would convey

those ideas.

Documenting the results was again done by group. Major
discussion results were documented during each conference
call. The lead author would review and refine these points
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after the call adjourned, which yielded an initial draft of
the concepts discussed. This draft was then placed on
Google Drive, and each co-author reviewed the document
and commented on it. Subsequent teleconference calls then
explored the comments in order to resolve them. Accepted
comments were addressed by assigning a lead contributor to
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fix the respective issue, and additional co-authors to review
the change. Finally, all authors reviewed the final paper draft.

7 Conclusion

In this paper, we have presented a holistic terminology
for the design space of in situ systems. Our proposed
model comprises six axes along which an in situ system
can be characterized; each of these axes has multiple sub-
options. The motivation for this terminology is twofold.
First, it serves as a starting point for a uniformly understood
vocabulary that helps to navigate the in situ design space
at large. Second, and perhaps more important, it helps
characterize existing and possible systems, which facilitates
identifying similarities and differences, and even possibly
suggests new directions.

Developing this terminology by a community-driven
approach is a key contribution towards the second
aspect. The diverse discussions brought in many different
perspectives in the beginning. Through a series of
subsequently refined drafts, these were eventually distilled
into the terminology described here. This process not only
ensured that diverse views have been taken into account,
but also provided the end result with a solid foundation and
the backing of a significant number of practitioners in this
community.

Finally, this terminology should not be considered static.
As new systems are developed, we encourage future
researchers to introduce new options and axes as appropriate.
In response, we plan to update the terminology occasionally.
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