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Abstract

The Abisko project aims to develop an energy-efficient spiking neural network (SNN) computing architecture and
software system capable of autonomous learning and operation. The SNN architecture explores novel neuromorphic
devices that are based on resistive-switching materials, such as memristors and electrochemical RAM. Equally
important, Abisko uses a deep codesign approach to pursue this goal by engaging experts from across the entire
range of disciplines: materials, devices and circuits, architectures and integration, software, and algorithms. The
key objectives of our Abisko project are threefold. First, we are designing an energy-optimized high-performance
neuromorphic accelerator based on SNNs. This architecture is being designed as a chiplet that can be deployed in
contemporary computer architectures and we are investigating novel neuromorphic materials to improve its design.
Second, we are concurrently developing a productive software stack for the neuromorphic accelerator that will also be
portable to other architectures, such as field-programmable gate arrays and GPUs. Third, we are creating a new deep
codesign methodology and framework for developing clear interfaces, requirements, and metrics between each level of
abstraction to enable the system design to be explored and implemented interchangeably with execution, measurement,
a model, or simulation. As a motivating application for this codesign effort, we target the use of SNNs for an analog
event detector for a high-energy physics sensor.
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Introduction Our efforts consist of three key objectives. First,
we are designing an energy-optimized high-performance
neuromorphic accelerator based on SNNs by using new
materials. This architecture is being designed as a chiplet that
can be deployed in contemporary computer architectures.
Second, we are concurrently developing a productive
software stack for the neuromorphic accelerator that will
also be portable to other architectures, such as field-
programmable gate arrays and GPUs. Third, we are
creating a new deep codesign methodology and framework
for developing clear interfaces, requirements, and metrics
between each level of abstraction to enable the system

Experts predict that computing systems will become more
specialized over the coming years (Hennessy and Patterson
2019; Ang et al. 2021; Li et al. 2020a; Dally et al. 2020;
Schulte et al. 2015; Vetter et al. 2018), and we are already
seeing evidence of this trend within computing architectures
for high performance, machine learning, and mobile systems.
As this specialization happens, the coordinated development
of hardware, software, and algorithms—or codesign—is
critical to achieving the main goals of improved power,
performance, size, and effectiveness (Ang et al. 2021).

To explore the concept of codesign, we are executing
the Abisko project to engage every level of the computing
hierarchy—from materials up through algorithms. The
overarching goal of this Abisko project is to develop an
energy-efﬁment spiking neural network (SNN) computing 2Arizona State University
architecture and software system. To this end, we are 3Fermi National Accelerator Laboratory
exploring novel neuromorphic devices that are based on  4Georgia Institute of Technology
resistive-switching materials, such as tantalum oxide and ®Sandia National Laboratories
electrochemical RAM (ECRAM), for implementing these °Harvard University
SNN architectures. Taken together, Abisko is engaging
experts from across the entire range of disciplines: materials,  corresponding author:
devices, circuits, architectures, packaging, software, and Jeffrey S. Vetter, Oak Ridge National Laboratory
algorithms. Email: vetter@computer.org

'0ak Ridge National Laboratory
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design to be explored and implemented interchangeably with
execution, measurement, a model, or simulation.

As a motivation, our effort will examine multiple real-
world uses of SNNs. Here, we will describe one of our major
design targets: using an SNN as an analog event detector for
a high-energy physics (HEP) sensor.

Spiking Neural Networks (SNNs)

The computational paradigm of neuromorphic computing
with SNNs offers the opportunity to realize machine learning
(ML) operations in hardware with orders of magnitude
improvements in energy efficiency when compared with
the current state-of-the-art digital hardware (Tavanaei et al.
2019). SNNs are a bio-plausible version of artificial
neural networks (ANNs), in which the compute units—
or neurons—communicate by using binary-valued spikes.
A typical SNN has parameters for the neuron (e.g., firing
threshold, leak) and parameters for the synapse (e.g., weight,
delay). These SNN features provide the opportunity to
explore various material, device, and circuit properties that
align with the neuron and synapse dynamics. To fully exploit
the benefits of this computational paradigm for real-world
applications, the entire compute stack must be redefined for
neuromorphic computing. Although there is a tremendous
amount of research on the development of devices and
materials for neuromorphic computers, this research is often
focused on one portion of the computing stack and does not
connect to applications, algorithms, or even architectures,
in some cases. Without the context of higher levels of the
compute stack, it is difficult to evaluate the impact of these
new materials and devices on the performance of a full
neuromorphic implementation.

Abisko Overview

Our approach has been to assemble experts from each level
of the computing stack to design a specific hardware and
software system for a chiplet that provides the computational
capability of a SNN. Our team will be organized into six
research thrusts along layers of the computing stack (See
Table 1): algorithms, software, architectures and integration,
devices and circuits, and materials. The algorithms thrust
will identify computational motifs for SNN algorithms
and tailor those motifs for our software and hardware
interfaces for SNN implementation. The software thrust
will extend the LLVM compiler ecosystem to create a
compiler intermediate representation for SNN execution
and an asynchronous instruction set architecture for general
neuromorphic computing. The architecture and integration
thrust will design a conceptual SNN chiplet, including the
models and tools needed to integrate it into contemporary
packaging technologies. The devices and circuits thrust will
model and simulate a range of neuromorphic devices and
interconnects by using computer-aided design simulation
and TCAD (Stettler et al. 2021) models to provide a standard
library of modules to the higher levels. The materials thrust
will investigate new resistive-switching materials for energy-
efficient neuromorphic devices that offer scalability, CMOS
compatibility, and good radiation characteristics while
simultaneously investigating more aggressive molecular-
based materials and ferroelectric semiconductors. It will
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Layer Description
Application | Design applications using SNN as a fundamental
computing paradigm
Algorithms | Develop suite of algorithmic motifs for neuromorphic
computing; develop simulations of candidate applica-
tion solutions
Software | Develop meuromorphic programming abstractions

implemented as C++ embedded DSL on

LLVM/MLIR

Architecture | Design neuromorphic chiplet as integrated in 2.5D or

3D with classic computing components

Devices | Study Neuromorphic devices and circuits as (mod-
ified) TCAD models, simulations, and experimental
data

Materials | Perform atomic characterization of neuromorphic

materials including resistive switching, electrochemi-
cal, and more aggressive molecular-based candidates

Table 1. Codesign layers and interfaces for Abisko.

also identify new pathways to abstract material performance
to the device level by using numerical compact modeling
coupled with ML.

As shown, it is clear that each layer can be refined and
optimized internally; however, our deep codesign framework
is trying to formalize the abstractions and interfaces across
this design space and allow us to drive this process
automatically with experiment, simulation, and Al, which is
described in the Codesign section.

Motivating Problem: Pixel Detectors for
High-Energy Physics (HEP) Collider
Experiments

The HEP community is actively searching for a new
paradigm to replace the standard model. After the discovery
of the Higgs boson in 2012 at the Large Hadron Collider
(LHC) (Aad et al. 2012; Chatrchyan et al. 2012), many
fundamental questions are still left unanswered, and signals
of long-sought new physics have not yet been observed.
In preparation for the High Luminosity Large Hadron
Collider (HL-LHC), the LHC detectors are undergoing major
upgrades, which include the replacement of the tracking
systems and the insertion of new subsystems for precision
timing to disentangle hard collisions from the background of
inelastic interactions per bunch crossing (pileup). The pileup
will dramatically increase in the HL-LHC—from an average
of 33 up to 200 events. The HEP community is also planning
to construct an electron-positron collider for operation soon
after the end of the HL-LHC, followed by a hadron collider
on a longer time scale. Higgs factories, which can produce
the Higgs boson for precision measurements, are also being
discussed as tools to discover new physics (of Particles and
of the American Physical Society 2021).

Specifically, the pixel detectors currently planned for the
HL-LHC experiments include approximately 145,000 pixels
per chip and read out an effective 11 bits per hit at 750 kHz,
which results in data rates of nearly 3 Gbps in the innermost
chips, and nearly 400 pixels are read out per event (Calligaris
et al. 2020) (see Figure 1).
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Figure 1. End-to-end in-pixel filtering of particle charge clusters into high pT or low pT samples. Each real-valued incoming signal
from the 13 x 21 array is converted into spike streams. The inter-spike times are related to the rise and fall time of the signal
waveform. There are two input spike channels per sensor waveform: one corresponding to the rising edge (in brown) and another

for the falling edge (in cyan).

Fermi National Accelerator Laboratory is developing
next-generation pixel detectors with high spatial and
temporal resolution for future experiments in which data
rates will increase by orders of magnitude relative to the HL-
LHC. Some approximate numbers are listed here:

Hit rates in the innermost tracking layers are expected
to increase from 3 GHz/cm® at the HL-LHC to
10 GHz/cm? at a future 100 TeV pp collider (Fleming
et al. 2019) (a 3x increase).

Consequently, detector granularity will also need to
increase by a similar factor with pixel areas going from
2,500 pm? to 625 ym? (a 4x increase).

Reading out precise time information for each pixel in
addition to the charge would increase data per pixel
from about 4 bits to 16 bits (a 4x increase for data
payload).

Including full tracking information in the readout or
trigger would require an increase in readout rate from
750 kHz to 40 MHz (a 20X increase).

The eventual solution to this incredible data challenge
will involve a carefully optimized combination of many
strategies: Al-enabled on-chip clustering that allows readout
of reduced cluster-level information rather than raw pixel-
level information; Al-enabled lossy data compression; and
physics-inspired, in-pixel data filtering.

The power consumption and area of the circuits for
readout and data processing must be kept manageable
despite the tendency for these to increase with detector
resolution and granularity. Strategies for managing power
consumption and area include using low-power smaller-
geometry technology nodes, power- and area-efficient
circuit design, and using novel beyond-CMOS structures,
including the memristors described in this work. The
competing needs for significant on-detector data processing
and minimal power consumption inspire the use of
neuromorphic, reconfigurable AI/ML networks for local data
processing. The methods and technologies developed to
solve the problem will have an impact on various industrial
applications that require compact, low-power sensors with
edge computing capabilities (e.g., autonomous driving, edge
10T, industry 4.0).
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Algorithms

Neuromorphic computers perform computations by using
neurons and synapses. An SNN is a network of these
neurons connected to each other via synapses. Compared
with ANNs used in deep learning applications, SNNs more
closely emulate biological neurons and synapses (Schuman
et al. 2017). In particular, time is an inherent component
of the computation for SNNs, unlike ANNSs, in which time
has no such significance. In an SNN, neurons can leak
charge over time, and it takes time for information to travel
from one neuron to another along a synapse; this latency is
realized as either synaptic or axonal delay. These temporal
characteristics can differ from synapse to synapse and
from neuron to neuron. They can therefore add additional
dimensions to the processing capability of an SNN.

Unlike deep learning approaches in which back propa-
gation and stochastic gradient descent have been popular
training algorithms, a single best training algorithm has not
been developed for SNNs. Instead, there are a wide variety
of different training algorithms, including those inspired by
back propagation but adapted for SNNs (Bohte et al. 2000),
evolutionary approaches (Schuman et al. 2016), reservoir
computing or liquid state machines (Schliebs et al. 2011),
and synaptic plasticity mechanisms, such as Hebbian learn-
ing (Ferrari et al. 2008) and spike-timing-dependent plastic-
ity (Caporale et al. 2008). The types of algorithms most suit-
able for a given neuromorphic implementation depend on the
underlying architecture, devices, and materials of the imple-
mentation. Each training and learning approach has its own
requirements for the neuromorphic implementation, such as
dense, feed-forward connectivity for back propagation-like
algorithms and sparse, recurrent connectivity for reservoir
computing.

The neuromorphic algorithms developed in this work
leverage the model of neuromorphic computing proposed by
Date et al. (2022b). The neurons in this model are leaky
integrate and fire (LIF) neurons that have two parameters:
threshold and leak. Each neuron also has an internal state in
which signals from incoming synapses are accumulated over
time. The neuron leaks value from its internal state based
on its leak parameter. A zero leak implies that the neuron
instantaneously leaks all of its internal state, and an infinite
leak implies that the neuron never leaks its internal state (i.e.,
it remembers its internal state until it spikes). If at some point
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the internal state of a neuron exceeds the neuron threshold,
then the neuron spikes. After spiking, the internal state of
the neuron is set to the reset state, which is an optional
configurable neuron parameter. The spike, considered to be
a binary value, is then propagated to all outgoing synapses
of the neuron. Each synapse has two parameters: weight and
delay. Each synapse multiplies the incoming signal (spike)
by its weight, stalls for a time denoted by its delay, and
deposits the signal into its post-synaptic neuron. Several
applications leverage this model of neuromorphic computing
in the literature, including neuromorphic graph algorithms
(Kay et al. 2020, 2021; Hamilton et al. 2020b), sparse binary
matrix multiplication (Schuman et al. 2021), spiking graph
neural networks (Cong et al. 2022), autonomous vehicles
(Patton et al. 2021), epidemiological simulations (Hamilton
et al. 2020a), classifying supercomputer failures (Date et al.
2018), and many others (Aimone et al. 2022).

SNN Classification

In this work, we employ the Evolutionary Optimization for
Neuromorphic Systems (EONS) algorithm to train SNNs for
the HEP application (Schuman et al. 2016). EONS considers
the parameters of the underlying hardware during the
training process, thereby making it quite promising for this
neuromorphic codesign effort. Apart from EONS, several
other evolutionary algorithms have also been demonstrated
for training SNNs (Parsa et al. 2021). EONS begins
by evaluating a number of sparse randomly connected
SNNs (population of networks), followed by selection and
reproduction operations, which include introducing genetic
changes (e.g., mutation and crossover) to create the networks
(called offsprings) for the next generation of evaluation.
The selection operation is determined by the overall fitness
score obtained during the evaluation phase, which in a
classification task is typically the accuracy measure. This
sequence of steps proceeds until the desired fitness score is
reached.

As a motivating application, our interest in this algorithm
is how it can be applied to a pixel detector for the HEP
collider experiment as a demonstration of the neuromorphic
codesign effort. With this particular application, we would
benchmark the neuromorphic solutions for algorithmic and
architecture design requirements for an edge scenario.
Although the motivating problem (pixel detector) is from
HEP, the methods presented here would be applicable
to a broader class of problems that deal with temporal
data. The algorithmic approaches developed would inform
the underlying software and hardware architecture for an
optimized codesign approach.

As discussed in the previous section on pixel detection
for the HEP experiments, one of the tasks involves in-pixel
filtering: classifying the incoming sensor data into clusters
of high- or low-transverse momentum (pT) such that it
reduces the overall data transferred to off-pixel processors
by retaining and transferring only the high pT clusters.

The pixel detector’s simulated dataset consists of charge
values (in electrons) of the detected clusters. Each cluster
is a sequence of arrays of 13 x 21 pixels for 20 timestamps
every 200 ns. The dataset consists of over 4 million clusters,
with pT labels in the range [—4.9,4.9]. The goal of the
classification task is to classify the clusters into high pT
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Figure 2. EONS Training curve for the positive pT clusters. In
this training simulation, we used only the positive pT samples
from the dataset with an equal number of high-pT and low-pT
clusters.

(> 0.2 or < —0.2), low positive [0,0.2] and low negative
[—0.2, 0] clusters. For our initial analysis, we consider only
the positive samples (i.e., pT > 0). The dataset that we use
is not balanced in the two classes. Hence, for the training
process, we use only a subset of the high-pT samples equal
in number to the low-pT samples.

SNNs operate on binary valued events (or spikes) sparsely
distributed in time. As a preprocessing step of the pixel
detector dataset, each pixel waveform (real-valued) is
translated into temporal spike trains, with the inter-spike
interval proportional to the rising or falling time of the
waveform. The translation of data into streams of binary
events (spikes) would eventually be carried out by the front-
end electronics of the pixel. Figure 1 shows the overall
scheme of preprocessing the sensor data and classifying it
into high- or low-pT clusters with SNNs.

The original dataset provided has charge arrays for each
cluster at every 200 ps. To convert the waveform into spike
trains, we perform an up-sampling of the original data to
capture the timing of the spikes as accurately as possible.
The time resolution of the encoding process can be set as
a hyperparameter in the classification process. The finer
the resolution, the more accurately the data is encoded as
spike trains; however, that also results in a higher number
of time steps for the SNN simulation. To begin with, we
choose 50 ps as the time step size to perform the encoding.
Our encoding process results in two spike trains per pixel,
with one that encodes the rising points and the other that
encodes the falling points in the waveform. There are many
details on how the physical pixels generate these rising and
falling points. These details can be expressed as parameters
to the simulated data encoding process, and through the
codesign effort, simulators can be used to evaluate the effect
these parameters have on the algorithm and neuromorphic
hardware.

After the encoding of real-valued signals into spike trains,
each input sample has 273 x 2 channels (for both rising
and falling edges). So, the SNN that we train has 546
input neurons and 2 output neurons. The training phase
has several hyperparameters (e.g., EONS configuration
parameters, number of epochs, number of time steps for
SNN simulation). The key EONS hyperparameters that
we consider in our study are population size of the
solutions, randomization fraction, and the starting number
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Figure 3. A virtual neuron that takes two 2-bit numbers as input
(X and Y") and returns their sum, a 3-bit number, as output (2).

Figure 4. Multiply by —1 function enabled by the virtual neuron.

of hidden nodes and edges within each network. As EONS
training proceeds, the networks can potentially grow or
shrink depending on the fitness of each generation. The
optimization across the entire hyperparameter space is
conducted with the Data-efficient Exploration Framework
(DEFFE). Our initial EONS training results are shown in
Figure 2. Here, we ran the training process for 10, 000 epochs
with a population size of 100 networks and a randomization
fraction of 0.1. The training accuracy on the balanced dataset
reaches 70%. The trained SNN consists of about 700 neurons
and 1, 000 synapses.

As next steps, we are exploring the possibility of further
reducing the number of input channels passed to the SNN.
We noted that the overall number of spikes required to
represent each of the signal waveforms is quite sparse,
with each channel having at most 4 spikes. Hence, we are
studying the secondary encoding process by looking at only
the rows or columns of the original sensor charge arrays. This
exploration will be carried out using the DEFFE framework.

SNN Regression

The next level of processing for the LHC detectors would
require the sensor values to be converted into physics
information, such as the particle position and angle, which
are real-valued entities. This task will require regression
algorithms in which the learning model outputs real-valued
data. Although the neurons in an SNN can receive real-
valued inputs, their outputs can only be binary. So, the
current SNN models cannot return real-valued outputs as
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Figure 5. Adding N rational numbers using O(N log N) virtual
neurons in O(N log N) time. Each circle in the figure
represents a virtual neuron.

required in a regression task. To effectively perform a
regression task, an SNN must be able to (1) encode real-
valued numbers up to a certain precision efficiently, (2) add
real-valued numbers up to a certain precision efficiently, and
(3) multiply real-valued numbers up to a certain precision
efficiently.

To address the encoding and the addition functionalities
above, we introduce the concept of the virtual neuron, which
allows a spike-based neuromorphic computing platform to
operate on and output rational-valued data. The virtual
neuron is a spatial encoding mechanism that leverages the
binary representation of numbers to encode rational numbers
on neuromorphic computers. The virtual neuron is also
an adder, which takes two rational numbers as input and
returns their sum as output. Structurally, the virtual neuron
is composed of a group of LIF neurons and synapses
that are connected in a particular way. Functionally, the
virtual neuron mimics the behavior of an artificial neuron
with identity activation. The virtual neuron is an encoding
mechanism as well as an adder. It performs the addition
operation similar to a ripple carry adder.

Figure 3 shows a virtual neuron that takes two 2-bit
numbers X (z1,z9) and Y (y1,y0) as inputs on the left
and returns their sum Z (23, 21, 29), a 3-bit number, on the
right. The output is simply read as a binary-encoded number.
For instance, if (29, 21, 29) equals (1,0, 1), then the output
can be interpreted as the number 5 because (1,0,1) is the
binary representation of 5. Although other neuromorphic
encoding approaches (e.g., rate-based encoding, time-based
encoding, binning) take exponential time, exponential space,
or exponential energy to encode rational numbers exactly,
the virtual neuron takes constant time (O(1)) to encode
numbers exactly (Date et al. 2022a). For adding two numbers
exactly, the virtual neuron takes linear (O(N)) time, whereas
other neuromorphic approaches take either exponential time,
space, or energy or are incapable of adding two rational
numbers exactly.

We tested the performance of the virtual neuron on 8-,
16- and 32-bit rational numbers and verified that the virtual
neuron was able to correctly encode and add two rational
numbers (Date et al. 2022a). While the virtual neuron is
an essential component for neuromorphic regression, it can
also facilitate other applications. Figure 4 shows how the
virtual neuron can be used to implement the multiply by —1
function on a neuromorphic computer. Figure 5 shows how
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a collection of O(N log N) virtual neurons can be used to
add N rational numbers in O(N log N) time. The virtual
neuron is also used to implement a few u-recursive functions
in Date et al. (2022a). Finally, the virtual neuron will be
a vital component of neuromorphic compilers and can be
easily implemented in any neuromorphic language/compiler,
as shown in Figures 6 and 7.

Although the virtual neuron facilitates encoding and
addition, we still need an efficient way to multiply two
rational numbers exactly on a neuromorphic computer.
Multiplication will be the last piece of the neuromorphic
regression puzzle. To this extent, our future work consists
of developing the virtual synapse, which will be an efficient
method of multiplying two rational numbers exactly on a
neuromorphic computer. The virtual neuron and the virtual
synapse will allow us to perform regression tasks efficiently
on the neuromorphic processor. This will allow ML models
that run on a neuromorphic computer to output real-
valued outputs (e.g., particle position, angle, momentum) as
required by the HEP application.

DEFFE (Data-Efficient Exploration Framework)

Domain-specific computing is a viable solution to meet
the performance and energy requirements of current and
future computing workloads. These computing cores provide
several runtime tunable knobs and lead to a co-optimization
problem to find the optimal set of architecture knobs for
the given workload and workload parameters. One of the
challenges of such a co-optimization approach is the size of
the search space. By some estimates, the combined search
space can easily exceed 100,000 samples.

DEFFE (Liu et al. 2020) addresses this challenge from
both methodology and infrastructure perspectives. The ML
model in DEFFE can exploit the correlation among different
workloads. By casting the performance estimation as transfer
learning tasks in ML, the modeling method in DEFFE
can drastically reduce the number of samples needed when
constructing the performance model of a new workload
kernel. On the infrastructure side, DEFFE provides a scalable
computing platform to further reduce the run time needed
for performance estimation by harnessing the parallelism of
HPC clusters. The net outcome is that the run time of a
typical performance modeling task, which could take a few
months on a single-node computer, is reduced to a few days
by using the ML-learning method and further reduced to a
few hours when the simulation is executed on a 20-node
cluster.

In a codesign environment like the Abisko project, there
are many design parameters that are driven by different
levels of the design stack. DEFFE automates the process
of analyzing these design parameters, thereby extending our
ability to explore the trade-offs of various design options.
For example, in the case of exploring SNN classification,
DEFFE is configured with adjustments for the conversion
of the simulated dataset’s charge values to spike pulses,
adjustments for the hyperparameters for the EONS training
process, and adjustments for the design and configuration of
the neuromorphic processor. Then, the DEFFE infrastructure
can evaluate and collect relevant metrics for each of these
configurations by calling our modeling tools with each
configuration and then parsing the output to collect metrics
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from that configuration. DEFFE evaluates the specific
configurations in parallel and collects the results into a
single table. By using DEFFE, the setup of experiments
is simplified. The DEFFE configuration file specifies the
adjustments that can be tuned and the metrics to be collected.
Scripts are added and used by DEFFE to take a specific
configuration and evaluate it. DEFFE then handles the
launching of each job on an HPC cluster to explore the design
space.

General-Purpose Computing Outlook

Although most algorithms for neuromorphic computers
are ML approaches that determine an SNN to perform a
particular task, there is also an opportunity to leverage the
underlying computational characteristics of neuromorphic
systems to perform more general-purpose computation.
Neuromorphic computers are inherently massively parallel,
perform event-driven computation, and have colocated
processing and memory. These characteristics are useful
for solving a variety of other types of problems, including
graph algorithms, such as shortest path (Schuman et al.
2019; Aimone et al. 2020); modeling epidemics (Hamilton
et al. 2020a); constraint satisfaction (Yakopcic et al.
2020); and generating Markov random walks (Severa et al.
2018a). However, the lack of programming abstraction for
more general-purpose uses of neuromorphic computing has
contributed to the lack of work in this area.

In recent years, several advancements have been made
toward the general-purpose applications of neuromorphic
computing. First, the Turing-completeness of neuromorphic
computing has been proven—this provides a compelling
theoretical argument that neuromorphic computers are
capable of general-purpose computation (Date et al.
2022b). In fact, from a theoretical standpoint, neuromorphic
computers can perform all those operations that today’s
computers can perform. The interesting question along this
line of research is as follows: if a neuromorphic computer is
made to do everything that today’s CPUs/GPUs can do, then
does it retain its energy advantage? The second advancement
toward general-purpose neuromorphic computing has been
the development of the computational complexity theory for
neuromorphic algorithms (Date et al. 2021). This allows us
to compare neuromorphic algorithms to their conventional
counterparts in the most theoretically fair manner possible.
Some efforts have also been made toward developing the
theory of energy complexity (Kwisthout and Donselaar
2020) and benchmarking the energy consumption and
latency of neuromorphic systems (Kosters et al. 2022).
These efforts, along with a strong focus on developing
a neuromorphic programming language, a neuromorphic
compiler, and a neuromorphic runtime system, are critical to
fully realizing the potential of general-purpose neuromorphic
computing.

Software

The Abisko software aims to implement a powerful system-
level C++ neuromorphic programming infrastructure that
enables the integration of conventional and neuromorphic
compute architectures. At the same level, the Abisko
software has a strong focus on HPC technologies. One
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objective for the Abisko software stack is to scale the main
neuromorphic processes (e.g., data encoding and decoding,
SNN training and inference, and structural analysis of SNNs)
to leverage their optimization at HPC scales as an effort
to deploy an HPC framework for neuromorphic computing
development.

Neuromorphic Programming Language

Within Abisko, the program specification is based on
a domain-specific language—the Aurora programming
language. The Aurora language is a functional and
declarative language implemented by using the Embedded
Compiler Construction (eCC) framework (Gonzalez-Tallada
et al. 2022). This framework enables the embedding of
domain specific languages within the C++ programming
language. Aurora is defined with the eCC API, and the
language is embedded in C++ and reuses all the existing C++
infrastructure. This strategy has proven extremely useful
in heterogeneous programming because it enables domain-
specific compiler technology (e.g., ML (Jin et al. 2020),
quantum computing (McCaskey and Nguyen 2021), tensor
algebra (mli 2023)).

The Aurora language is designed to specify the
computation as an SNN. The network is described as a
graph composed of nodes that correspond to neuromorphic
computing elements such as neurons and synapses. Edges
in the graph represent connections among these computing
elements. This program representation is widely used across
common neuromorphic programming systems. In general,
these systems originated from neusoscience frameworks
(e.g., Brian (Stimberg et al. 2019), NEST (Gewaltig and
Diesmann 2007), Arbor (Abi Akar et al. 2019), Nengo
(Sharma et al. 2016), and Rasmussen (2018)) or even
from deep learning frameworks (e.g., PyTorch (Paszke
et al. 2019), TensorFlow (Chien et al. 2019)), which
have been adapted or extended to provide support for
neuromorphic computing. Additionally, these neuromorphic
systems rely on application-level languages (e.g., Python)
that target vendor-specific coprocessor types, thereby
limiting benchmarking and portability. The Aurora language
was designed to incorporate the advances from all these
past experiences. For example, the Aurora language includes
graph data types and operators (e.g., Node, NodeSet, Layer)
to specify the nodes in the graph and native types (e.g., Edge,
EdgeType) to represent connections. Aurora also includes
specific native types and operators to define data models
associated to the elements of the graph (i.e., nodes and
edges). Within Aurora, both aspects are kept totally separate.
In this regard, Aurora follows a similar approach as followed
by Kozloski and Wagner (2011).

The code in Figure 6 shows an extract of the Virtual
Neuron specification. Several layers are defined (lines 1-
2), and then a 1D view is used to create the neurons in
each layer (lines 4-7). Data views are generated when a
Layer is used with operator []. The View data type
is introduced to define a logical grid organization of the
nodes within a layer. In this case, the 1D view is only
used to describe how the nodes in the layers must be
created. But when using a view, no data layout in memory
is assumed. The compiler will later derive which data layout
is optimal for the final graph implementation. Aurora also
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(1)  def x_pos("x_pos", Layer); // positive number X

(2) def bits_pos("bits_pos", Layer); // positive bit neurons

(3) use create_neuron("create_neuron", (Real=0, Real=-1.0) ->* LIF);
(4) x_pos|0,positive_precision-1] = create_neuron(0);

(5) bits_pos[0,positive_precision][0] = create_neuron(0);
(6) bits_pos[0,positive_precision][1] = create_neuron(1);
(7) bits_pos[1,positive_precision][2] = create_neuron(2);

(8) varrange(Range);
(9) range = (0, positive_precision-1);

(10) Connect(x_pos[range],
bits_pos[range][0,1]) = Synapse("weight'’_m = 1.0,
"delay"_m = Real(range+1));
(11) Connect(x_pos[1, positive_precision-1],
bits_pos[range][2]) = Synapse("weight"_m = 1.0,
"delay"_m = Real(range+1));

Figure 6. Extract of Virtual Neuron graph specification in
Aurora. Layers are defined and combined with Range type
variables, which generates Views of the nodes in the graph
layers. Usage of Connect operator to connect elements in the
graph. Usage of Synapse type, which is a derived type from
EdgeType native type in Aurora.

def("create_neuron", (Real=0, Real=-1.0) ->* LIF,
Begin(in V_th, in internal_state) {
var neuron(LIF);
neuron["V_th"] = V_th;
neuron["V_m"] = internal_state;
neuron["tau_m"] = -1e-6;
neuron["t_ref"] = 0.0;
neuron["E_L"] = neuron["V_m"];

Return(neuron);

}); 11 def

Figure 7. Aurora definition of a function to generate a LIF
instance and update internal parameters of the LIF data model.

includes the Range data type to represent value ranges of
primitive types such as natural, integer numbers. Ranges
become useful when describing data views. In the example,
nodes in layers are connected with edges (lines 8-9). Ranges
appear in a 2D view. In frameworks based on application-
level languages (e.g., Python), this would require the use
of iterative structures in which in each iteration of the
graph elements would have been connected. Moreover, this
would usually determine the memory layout to implement
the graph. In Aurora, data views remove all of this, and
the code is not used to implement the graph; instead, it
is used to describe the graph and allow the compiler to
find an optimal implementation. Aurora includes specific
constructs and operators to connect the elements in the
graph. For example, the Connect operator connects a pair
of nodes (lines 10-11). A 2D view and a Range are
combined to relate the nodes from two layers (e.g., x_pos and
bits_pos). The nodes correspond to Neurons generated in the
create_neuron function. The edges correspond to Synapses.
In both cases, these two types correspond to data models and
are completely orthogonal to the actual graph structure.

Data models in Aurora follow a similar approach as
in NEST. Figure 7 shows the code for the function in
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which a Neuron is created. The Neuron corresponds to
the LIF data model. A model instance is generated with
a variable of type LIF. The data members of the LIF
model are updated by using dictionary-based access methods
(Figure 7). This is a common feature used in many previous
neuromorphic frameworks, and Aurora includes it. A data
model specification is divided into three sections (Figure 8).
The first two sections correspond to constants and global
variables associated with the model, which are shared by all
instances of the model. Section Data corresponds to values
for each instance of the model (i.e., per each Neuron in
the example). The Aurora data models allow the compiler
to identify read-only data, data shared among all model
instances, and per-instance data. This is essential to enabling
optimal data layouts (e.g., Struct-of-Arrays instead of using
Array-of-Structs) or using specific memory levels within
the memory hierarchy (i.e., map constant values to GPU-
specific memory components such as constant and texture
memory and data values to shared memory). In general, data
models in Aurora allow for introducing any neuromorphic
functionality (e.g., spike recorders, encoding and decoding
schemes). These can be introduced as data models and
instantiate them within the graph as layers connected
with other elements such as neurons and synapses. These
functionalities and others are supported as libraries that
contain data models similar to how high-level programming
languages support data type abstractions (e.g., vectors, lists,
queues, STL in C++, modules in Python).

In Aurora, the computations associated with a data model
are specified as Phases. A Phase identifies a computation
that by default is totally parallel among the instances of
the data model. In the case of the LIF model, the update
phase includes the code that describes the dynamic of this
neuron type (we omit its code for brevity). Similarly, the
Synapse model includes its computations as phases. Aurora
includes forall operators to indicate the execution of a
phase across a subset of graph elements (e.g., a NodeSet,
a Layer, or a single Node). Consequently, the computation
of an Aurora program corresponds to the execution of a
sequence of phases over the graph elements. Each phase
activates a set of graph elements in parallel. The Aurora
language deploys a massively parallel execution model that
matches the inherent parallelism in SNNs. This makes it
possible for common tasks within the neuromorphic domain
(e.g., data encoding and decoding, inference and training
processes) to be accelerated with HPC technologies. Abisko
targets the acceleration of existing optimization algorithms
(e.g., EONS (Schuman et al. 2020), Spike Timing-Dependent
Plasticity (Caporale et al. 2008)) or back propagation—
based training algorithms (e.g., Slayer (Shrestha and Orchard
2018), Whetstone (Severa et al. 2018b)).

Overall, Aurora presents two main advances within
the neuromorphic computing domain. First, its declarative
approach totally decouples the graph and model descriptions
from their actual implementation. The memory layout of
graphs and models and when memory is actually allocated is
never under the programmer’s control. Second, its massively
parallel execution model makes explicit the available
parallelism inherent in SNNs. With these two features, it
is possible to design the necessary compiler technology for
high-performance neuromorphic computing.
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def LIF("LIF", Model(Neuron), Begin() {

def Constants("Constants", Begin() {
def("tau", Real=10.0);
def("c", Real=250.0);
def("t_ref", Real=2.0);
def("E_L", Real=-70.0);
def("l_e", Real=0.0);
def("V_th", Real=(-55.0 - E_L));
def("V_min", Real=-min(Real));
def("V_reset", Real=-70.0 -E_L);
def("with_refr_input", Bool=false);
}); // Constants

def Variables("Variables", Begin() {
def("P30", Real);
def("P33", Real);
def("RefractoryCounts", Int);

}); /I Variables

def Data("Data", Begin() {
def("y0", Real);
def("y3", Real);
def("r", Int;
def("refr_spikes_buffer", Real);
}); / Data

def("Phases", Begin() {
def("update”, Phase);
}); I/ Phases

}); // Model LIF

Figure 8. Aurora example of a model specification for a LIF
neuron type. Constants, global variables, and per-neuron data
are separated in different sections.

Neuromorphic Compiler

The Abisko compiler, nmhpc, targets a distributed-
memory heterogeneous architecture composed of nodes
with conventional processors (i.e., CPUs, GPUs) and
neuromorphic coprocessors. For the former case, nmhpc
implements analysis, optimization, and code generation
phases for three main tasks. nmhpc must analyze the graph
that represents the neuromorphic Aurora program to generate
an optimal memory layout for the graph implementation.
Second, the nmhpc compiler must generate code for
all computational kernels associated with model phases
described within the neuromorphic program. Finally, the
nmhpc compiler must elaborate the graph cuts to distribute
the graph computations across the computational resources.
This work distribution happens at two levels: between
the nodes and then inside the node, thereby distributing
work between the conventional processors and coprocessors.
The graph cutting process implies the use of performance
models to estimate both the weight of computations and the
communications. The design of the nmhpc compiler follows
a strategy based on targeting different runtime systems.
The Abisko runtime systems (1) implement the required
functionalities to instantiate the graph that represents the
program, (2) operate with it (e.g, allocate the graph, deploy
a namespace for nodes and edges and primitives to access
the data models), and (3) support the execution of phases
(e.g, threading, SIMD, GPU acceleration), message passing
primitives for communication across the graph cuts, and
graph cut algorithms based on performance models.

The Abisko compilation process is shown in Figure 9.
The actual Aurora embedding happens in steps 1, 2, and
3 in Figure 9, where C++ libraries implement the Aurora
language as an APIL. Aurora code (step 4 in Figure 9) is
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Figure 9. Abisko compilation process. Abisko is embedded in C++ using the eCC framework. Aurora programmers do the actual
programming using the C++ API that implements the Aurora language within C++.

compiled with the C++ standard compiler to generate an
executable that links with the libraries that implement the
Aurora language. Its execution instantiates the neuromorphic
program representation by using a multilevel intermediate
representation (IR) similar to that of the MLIR (Lattner et al.
2021) compiler infrastructure. Program verification is based
on this IR (step 5 in Figure 9), which is later lowered for
optimization and final code generation (step 6 in Figure 9).
After the program is verified, nmhpc is designed to allow
two paths within the compilation process. One option is to
target the MLIR/LLVM infrastructure for optimization and
final binary generation. For this purpose, nmhpc includes a
back-end code generation phase that emits MLIR code and
allows the output of nmhpc to enter the MLIR compiler
infrastructure. This makes it possible to implement lowering
stages of the nmhpc IR to reach a program representation
using the MLIR LLVM dialect (path 6.1 in Figure 9). It is
also possible to lower the nmhpc IR to reach an MLIR-based
representation by using other dialects located at higher levels
of abstraction within MLIR (path 6.2 in Figure 9). Finally,
nmhpc includes code generators that target C++ (path 6.3 in
Figure 9).

When targeting a neuromorphic coprocessor, the main task
of the nmhpc compiler is to generate bit streams from the
actual program representation in Aurora. These bit streams
conform to the specifications of the neuromorphic architec-
ture. The nmhpc compiler must generate configuration bit
streams or packets to configure the neuromorphic coproces-
sor. Similary, the nmhpc compiler generates packets that
result from encoding/decoding processes to be sent to and
from the neuromorphic coprocessor. The nmhpc also targets
a runtime system in which the primitives for configuring and
operating the neuromorphic coprocessor are implemented.
In this regard, the neuromorphic coprocessor is treated as a
conventional coprocessor, meaning that the Abisko software
includes similar functionalities as CUDA/HIP to move data
to and from the host and device and to activate and offload a
computation.

Architectures

One hallmark of contemporary microelectronics research is
heterogeneous integration. By allowing different semicon-
ductor technologies (e.g., digital, analog, DRAM, carbon
nanotube) to be closely integrated by 2.5D (e.g., silicon
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bridge and interposer) or 3D (e.g., TSV, hybrid bonding),
heterogeneous integration can achieve better performance
at a lower cost compared with monolithic integration. Our
objective in this task is to use heterogeneous integration
to realize an agile codesign platform. More specifically,
we plan to use 3D integration to implement traditional
von Neumann processing cores (e.g., open-source RISC-
V cores) with neuromorphic coprocessors. At a high level,
our heterogeneous integration approach has the following
distinct advantages: (1) it enables rapid feedback between
the realistic applications and the material and device research
choices, (2) it enables the intelligent design-of-experiment
to explore novel material science and device research by
leveraging intelligent ML sampling techniques, and (3) as
a demonstration vehicle of neuromorphic computing, the
traditional von Neumann cores can perform crucial data
prepossessing tasks for neuromorphic training in real time.

The architecture task is positioned in the middle
of the codesign stack and ties together the higher-
level neuromorphic algorithms thrust with the lower-level
neuromorphic circuits thrust. The architecture thrust takes
the circuit-level implementation of a neuromorphic element
and is tasked with defining the architecture for how multiple
core circuits will be structured to build up a complete
neuromorphic chip. There are many ways a neuromorphic
chip could be designed when considering impacts on
the operation of the devices and algorithmically how the
system can be used. As part of the codesign effort,
the architectures thrust will evaluate different architectural
decisions concerning the design choices in the software
stack, circuit design, and device properties. We are
leveraging modern tools (e.g., SIAM (Krishnan et al. 2021))
and high-level design languages (e.g., high-level synthesis
and Chisel) to rapidly evaluate and prototype architecture
design options. Additionally, we are leveraging DEFFE to
further automate and accelerate design space exploration.

Multiple neuromorphic architectures exist, including
mixed-analog architectures (e.g., Neurogrid (Benjamin et al.
2014), Braindrop (Neckar et al. 2019), and BrainScaleS
(Schemmel et al. 2010)) and digital neuromorphic designs
(e.g., TrueNorth (Akopyan et al. 2015) and Loihi (Davies
et al. 2018)). However, the Abisko architecture effort is novel
based on the codesign integration with a unique software
compiler, the exploration of new neuromorphic devices, and
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Figure 10. Overview of Abisko chiplet design.

the exploration of new microelectronic design trends and
standard interfaces. Specifically, the architecture thrust is
exploring three main fronts in the design of a neuromorphic
processor: (1) the use of chiplets, (2) the interface between
the neuromorphic and traditional von Neumann processors,
and (3) the benefits of new 3D chip processes. The following
sections elaborate further on each of the research fronts.

Chiplet-Based Design

A chiplet-based design uses smaller functional dies, called
chiplets, that are built independently and then are connected
together with an interposer to form a single 2.5D or 3D chip.
As highlighted by Stark (2019), there are many benefits to
a chiplet-based design, including reduced investment costs,
lower cost of specialization, lower production costs, shorter
time-to-market, lower supply risks for OEMs, and simpler
architectural partitioning. Many of these benefits come
from the reusability and functional partitioning that chiplets
provide. The ability to use mixed-process nodes is of great
benefit to reduce cost and for novel device designs, which
benefit from specialized process nodes. Mixed-process nodes
also provides additional benefit in the Abisko project as
we explore various neuromorphic devices and materials,
which can be far less mature than traditional semiconductor
devices.

As part of the Abisko architecture effort, we explore
how a neuromorphic architecture could benefit from the
use of chiplets. From a high-level perspective, there
are three main chiplet types that constitute a chip (as
illustrated in Figure 10): traditional von Neumann chiplet(s),
neuromorphic chiplet(s), and memory chiplet(s). The von
Neumann chiplet manages the operation of the neuromorphic
chiplet and could be used to configure networks, interface
with traditional computers and sensors, and implement
more advanced on-chip learning algorithms. The memory
chiplet provides shared storage for the von Neumann and
neuromorphic chiplets.

As shown in Figure 11, the neuromorphic chiplet evaluates
the SNN and is built from digital or mixed-signal circuits
that implement the neurons and synapses. There are other
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Figure 11. Abisko chiplet design with novel neuromorphic
materials.

chiplets that could also be included in the design. For
example, a hardened I/O interface could directly convert
a data stream into spikes to be fed directly into the
neuromorphic chiplet, thereby bypassing slower software-
based spike conversion by the von Neumann processor.

There are many open questions that we are addressing in
this effort, including how the neuromorphic chiplet should be
structured. The new devices are used to build neuromorphic
circuits, then the circuits are used to construct a neural
core that implements some number of neurons, and finally
the cores must be connected together to form the chiplet.
There are also scalability questions. How many neurons and
synapses should a chiplet implement? How can networks
scale to multiple chiplets on a chip? How about across
multiple chips in an accelerator? Once the chip is built, how
will the software stack compile code to be mapped onto the
hardware? We plan to answer these questions by modeling
different architectural designs and analyzing the designs for
power, area, scalability, and performance.

Interface and Communication

There are multiple challenges with designing the interfaces
between chiplets and between traditional and neuromorphic
processors and still more challenges with communication at
multiple scales within the neuromorphic processor.

Chiplets are still emerging as a standard in chip design,
and multiple chiplet interfaces and standards are being
proposed, including UClIe (Sharma 2022), BoW (Ardalan
et al. 2020), AIB (Kehlet et al. 2017), OpenHBI (McLellan
2020), and Cadence Ultra-Link. As part of the chiplet-
based design, we are evaluating if one of the emerging
standards can be used to connect the chiplets or if a custom
neuromorphic interface would be better suited for spike-
based communication. For each chiplet in the complete
design, the physical interface between the components must
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be defined. The interface will impact the number of vias
required to make the connection and the bandwidth and
latency available over the link.

There are also multiple options on how to interface
between a von Neumann and a neuromorphic processor.
One commonly used method is to define a packet structure
and have the traditional processor generate configuration,
input, and execution packets. These packets are then sent to
the neuromorphic processor, which parses and executes the
packets and generates output fire packets and status packets.
A DMA engine is commonly used to send commands
stored in memory as packets to the neuromorphic processor.
Another method would be to treat the neuromorphic
processor as a memory-mapped accelerator with addresses
defined to control the operation of the accelerator. A third
method could be adding custom instructions to the von
Neumann processor and having these instructions directly
executed on the neuromorphic processor for a very tight
integration.

There is also the challenge of how to route the
native spiking packets at different scales, internally within
the chiplet, between chiplets, and between chips as the
design is scaled. Spike-based communication is different
from traditional communication (Young et al. 2019). The
challenge comes both from the large number of messages
that contain a small amount of data and from the time-
sensitive nature of the spike packets. SNNs rely on binary
fire events, which must be routed to potentially thousands
of destinations per fire event. These spikes are typically
encoded into packets through Address-Event Representation
(AER). Traditional AER packets only store the address or
destination of the event, and the presence of the packet
represents a fire. Neuromorphic communication systems
can be categorized by the network structure of the routers
and by the information used to route packets, as shown
in Figure 12. The most common router structures are grid
and hierarchical tree routers. Packets can then be routed
based on a source address or a destination address. Some
neuromorphic systems have combinations of these options
with different levels of routing using different network
structures or routing methods. The challenge for the Abisko
design is how to handle spike packet routing within a chiplet,
between chiplets, and between chips as the scale of the
network increases.

Benefits of Face-to-Face 3D Integration

As a preliminary study, we evaluate the benefit of face-to-
face die bonding. To demonstrate the benefits of codesign,
we implement a digital convolutional neural network (CNN)
model from a pixel detector used in HEP experiments. The
top-level of the CNN implementation is a five-stage pipeline,
in which each stage implements a CNN layer as shown in
Figure 13. The implemented CNN model has a fixed network
structure, but the weights can be configured at run time via
a scan chain. The implementation target is a 28 nm CMOS
technology that uses a customized design flow. In the 2D
case, only six metal layers are used. In the 3D case, face-
to-face bonding is used, as illustrated in Figure 14.

An in-house model generator is implemented in Python,
and it flattens a pretrained CNN model and generates high-
level synthesis (HLS) code for each layer. The generated
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HLS code is then synthesized with the HLS tool to generate
the RTL for the ASIC design. Commercial tools from
Synopsys and Cadence are used for logic synthesis and
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physical design. To explore the benefits between 2D and 3D
design flows, we use the pseudo-3D partitioning approach
(Park et al. 2020). The partitioning step uses the same RTL,
which generated the tier location. For 2D design, this step
is simply skipped. Figure 15 shows the placement results
of the 2D and 3D design flows. Notably, for the 2D flow,
the SRAM components are placed on the sides of the logic.
For the 3D design, the SRAM arrays are placed on the top
tier. The comparison of the routine is shown in Figure 16.

The performance comparison between 2D and 3D cases
are tabulated in Table 2. In addition to simple metrics such
as wire length, leakage, and switching power, we also list
comprehensive metrics such as PDP (power delay product)
and EDP (energy delay product). The comprehensive results
show that the 3D design approach achieved 30%-40%
improvements over the 2D implementation.

Devices

Neural network inference and training based on analog in-
memory computing (AIMC) can achieve energy efficiency
(i.e., performance per watt) 2 orders of magnitude beyond
what is possible with digital CMOS (Xiao et al. 2022b).
This is made possible by implementing common matrix
operations (e.g., vector matrix multiply [VMM]) with a
technique that is more natively matched to this operation than
traditional von Neumann approaches (see Figure 17). In this
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Table 2. Full-chip power, performance, and area comparison.
The percentage values in the last column indicate the
improvements with the 3D design.

Design Full-chip design
2D 3D Imp. 3D
Effective freq. (MHz) 742 881 18.7%
Footprint (mm®~) 3.9 1.7 56.4%
No. of cells 892K | 806K 10.0%
Wire length (m) 64.7 40.6 37.2%
Total power (mW) 1,954 | 1,549 20.7%
— Internal power (mW) 995.9 826 17.1%
— Switching power (mW) | 957.5 | 688 28.1%
— Leakage power (mW) 40.7 34 16.4%
PDP 2,633 | 1,758 33.2%
EDP 3,549 | 1,996 | 43.8%
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Figure 17. (a) Mathematical and (b) electrical vector matrix
multiplication (Marinella et al. 2022).

technique, the neural network weights are stored in an analog
array of tunable resistors. The VMM operation requires a
multiply, which is accomplished using ohm’s law, and a sum
over each column, which is provided by Kirchoff’s current
law, as illustrated in Figure 17b. A complete VMM operation
can be accomplished in a single parallel step, thereby
avoiding the complex data shuttling between registers and
execution units that is required by von Neuman systems.

One of the key challenges for AIMC is that accuracy is
typically degraded compared to a digital processor because
analog tunable resistors in Figure 17b must be programmed
to a conductance that represents a corresponding 8-bit weight
in the neural network. However, it is typically not possible
to program a large array of memory devices precisely to
256 discrete levels. Instead, devices are programmed to
conductance values that represent the weight as closely as
possible but include an error tolerance that is a function
of device attributes (e.g., stochasticity and short-term drift).
This programming error depends on the specific device being
use for neural network weight storage (sometimes referred
to as a synaptic device). Despite this programming error,
it is possible to obtain high inference accuracy even on
modern deep CNNs that use AIMC circuits thanks to the
averaging over many values in each column. The accuracy
possible for a particular CNN and dataset (e.g., ImageNet
running on ResNet-50) depends on the details of the device
being used to represent the weight and the error at a given
conductance (Xiao et al. 2022b, 2021b).

Resistive random access memory (ReRAM) (Marinella
et al. 2018), phase-change memory (PCM) (Burr et al. 2010;
Raoux et al. 2008), and SONOS (Xiao et al. 2022b) are
the most mature in-production nonvolatile memory devices
being considered as the tunable resistor in Figure 17b. The
programming error of each of these devices is typically
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Figure 18. Normalized error vs. conductance for SONOS,
PCM, HfO., and TaO,/HfOx ReRAM.

characterized as a function of conductance, which is plotted
in Figure 18 for ReRAM, SONOS, and PCM. The SONOS
(green curve) has the lowest error at low conductance, and
this is ideal behavior and provides the highest CNN inference
accuracy (Xiao et al. 2022b, 2021b). A drawback of SONOS
is the slow drift of the state following initial programming,
but this can be significantly accelerated under modest
ionizing radiation (Xiao et al. 2021a). Metal-oxide based
ReRAM is generally robust to ionizing radiation (Marinella
2021) but has a higher programming error, especially at
low conductances (blue and violet points in Figure 18).
Notably, this type of programming error benchmarking is in
early stages and does not yet represent the full potential of
ReRAM. As part of the Abisko project, we are investigating
new write-verify and filament-forming techniques that are
expected to reduce the programming error and enable
radiation-hard AIMC.

SONOS stores analog states as a charge trapped in the
nitride layer between the channel and gate of a MOSFET,
as shown in Figure 19b. SONOS is particularly attractive
due to its technological maturity and CMOS compatibility.
Motivated by these factors, high accuracy inference on 40 nm
SONOS arrays was recently demonstrated at 8 bits (Agarwal
et al. 2019). However, exposure of these arrays to a total
ionizing dose (TID) of 10-100 krad(Si) can degrade the
accuracy of ANNs from >90% to <10% due to shifts in
the SONOS MOSFET threshold voltage and therefore the
channel conductance, as shown in Figure 19¢ (Xiao et al.
2022a). The reason for state loss and accuracy degradation
stems from TID being very effective at generating charge
in the trap layer, particularly holes, and this forces the
MOSFET threshold voltage in the program 0 state to migrate
toward lower values.

The sensitivity of SONOS to relatively low levels of
radiation render it and other charge-trapping memory (CTM)
variants (e.g., flash) as unlikely candidates for in-sensor data
processing for high-radiation environments. Nevertheless,
developing and experimentally validating a compact model
for SONOS represents a valuable knowledge-generating
activity for modeling other three-terminal analog nonvolatile
memories such as ECRAM. To this end, we have recently
developed a well-poised physics-based compact model
for a SONOS analog synaptic element in collaboration
with Yi et al. (2022). The model contains a nonvolatile
memristor with the state variable Qy to represent the
memristor charge under the gate of the three-terminal
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element. By incorporating the exponential dependence of the
memristance on Qy and the applied bias V' for the gate,
the compact model agrees quantitatively with the results
from Technology CAD simulations as well as experimental
measurements for the drain current (Figure 19d). This
compact model can now be used for design of analog ANNs
based on CTMs.

In addition to ReRAM, PCRAM, and SONOS, other
device types have been investigated as potential solutions
to enable energy-efficient analog ANNSs, including electro-
chemical metallization cells (Valov et al. 2011; Liu et al.
2013; Barbera et al. 2015) and ferroelectric memristive
devices (Chanthbouala et al. 2012; Yang et al. 2013a). Perfor-
mance limitations that currently prevent these technologies
from challenging digital solutions include excessive write
noise (Yang et al. 2013a; Terai et al. 2010; Close et al. 2010),
write nonlinearities (Strukov and Williams 2009; Menzel
et al. 2011; Athmanathan et al. 2016; Chen et al. 2015b; Burr
et al. 2015), high switching voltages and currents (Wong
et al. 2010; Kim et al. 2010; Chen et al. 2015a), and, most
problematically, high read currents (Marinella et al. 2018). A
promising avenue to address these challenges is to add a third
electrode, the gate, to decouple the read and write operations.
Two prominent examples of three-terminal nonvolatile ana-
log memory devices are SONOS CTM (Agarwal et al. 2019)
and ECRAM (Talin et al. 2022). ECRAM was pioneered
by Talin and colleagues at Sandia National Laboratories
with the demonstration of the Li-ion synaptic transistor in
2017 and has emerged as another promising platform for
neuromorphic computing (Talin et al. 2022). In ECRAM,
a gate is used to drive defects (e.g., Li ions, protons, or
oxygen vacancies) from a reservoir layer in and out of a
channel to control its electronic properties (Figure 20a). An
electronically insulating solid-state electrolyte that allows
only the motion of the mobile defects is what separates the
channel and the reservoir. Just like SONOS, ECRAM decou-
ples the read and write operations to enable linear, symmetric
switching with low read and write currents. A principle
advantage of ECRAM compared to a CTM is the much
higher charge density available for tuning analog states. Our
recent analysis of SONOS reveals a charge trap density of
~10"/cm?, or approximately 1 out of every 1,000 atoms>.
For ECRAM based on transition metal oxide channels (e.g.,
LixCoO,, TiOx, or WO3x), every transition metal in the
lattice, or ~10?*/cm?, is capable of changing its redox state
and is thus available for tuning and storing analog states
(Talin et al. 2022). Long-term retention, however, remains
a major challenge for ECRAM. We define true retention as
measured at 85°C with the gate grounded (or shorted to the
source). Previously, we demonstrated a retention of /<3 hours
for TiOx ECRAM that utilizes YSZ solid electrolyte (Li et al.
2020b). More recently, we demonstrated in collaboration
with Y. Li’s group at the University of Michigan that a
retention of ~10 years is feasible for WO; x/YSZ ECRAM,
as shown in Figure 20 (Kim et al. 2022).

Materials

Neuromorphic algorithms can be implemented by a
combination of nonlinear conductance with time-retention
(memory) that can be further programmed with voltage
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Figure 19. SONOS Device. (a) A SONOS memory array can store a matrix of weights for one layer of a DNN. (b) Memory cell
consisting of a SONOS transistor and an access transistor. When exposed to ionizing radiation (red arrows), the state of the
SONOS cells may be perturbed. (c) Measured VT distribution of the SONOS test chips at varying levels of TID. Reproduced with
permission (Xiao et al. 2021a). Copyright 2021, IEEE. (d) Memristance, M, as a function of voltage. Upward and downward
triangles represent the memristance values at two extremes (see ref. for details). Adapted with permission (Yi et al. 2022).
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waveforms (Di Ventra and Traversa 2018; Yang et al. 2013b).
By contrast, semiconductors in ideal circumstances exhibit
no memory effects. Although a fairly large number of
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devices that exhibit both nonlinearity and memory have been
demonstrated, the descriptive and predictive understanding
of the enabling phenomena is not on the same mature
level of semiconductor physics (Nili et al. 2020b; Brown
et al. 2022). Given that codesign of modern semiconductor
circuitry presently occurs across all contributing length
scales (i.e., from atoms to architectures (Stettler et al.
2021)), the argument in favor of fundamental understanding
of material mechanism that can best implement specific
neuromorphic functions is very compelling. However, the
intrinsic challenge is that both nonlinear and memory
functions imply that the desired properties originate from
non-equilibrium behavior (generally transient, metastable,
and temporal), so that many trusted methodologies for
materials design will, at best, have limited applicability to
the neuromorphic paradigm. Some of the specific challenges
that arise from incomplete understanding of nonlinear device
mechanisms include the limited level of reproducibility and
predictability over resistive switching devices, the challenge
of long-term retention of their programmed characteristics,
and even well-defined, physics-based compact models that
abstract the device properties for further integration with
computing architectures (Gao et al. 2021; Dao and Koch
2020; Hamdioui et al. 2017; Brown et al. 2022) .

In the Abisko project, we are pursuing a multimodal
approach to observe nanoscale processes in candidate
neuromorphic materials and connect the observation to
device performance and eventually device models. The first
task is to develop a combination of quantifiable nanoscale
characterization techniques that can directly reveal the
connection between conductance and material structure
with nanoscale spatial resolution. The most promising
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emerging experimental techniques for this task are scanning
microwave impedance microscopy, cathodoluminescence
microscopy, and spatially resolved time-of-flight secondary
ion mass spectroscopy. Notably, these techniques have
not been extensively applied to neuromorphic materials,
particularly in combination. However, their advantages stem
from the ability to gain complementary signals with high
spatial resolution and the ability to quantify the observed
signals.

Microwave microscopy directly measures local conduc-
tance with nanoscale resolution while minimizing the effects
of poor contact resistance (Barber et al. 2022; Chu et al.
2020). Some teams have successfully applied this method-
ology for quantitative measurements of local domain wall
conductivity in ferroelectric materials (Burns et al. 2022;
Tselev et al. 2016). From the functional point of view, the
locally conductive domain walls in ferroelectrics and fila-
mentary structures in resistive switching materials are remi-
niscent of each other, including their characteristic nanoscale
dimensions, two-terminal nonlinear conductance, and mem-
ory effects. Meanwhile, cathodoluminescence enables direct
characterization of electronic structure, defects, and trap
states (Coenen and Haegel 2017). Investingating the elec-
tronic structure of most practically relevant materials, includ-
ing amorphous solids, dirty semiconductors, and even metal-
insulator systems, has been a challenging goal for a very
long time, and any new insights will be highly relevant
for neuromorphic applications. Finally, another technique
called Time-of-Flight Secondary Ion Mass Spectrometry
(TOF-SIMS) complements the above measurements with
direct chemical sensitivity to ionic diffusion and elemental
modification (Belianinov et al. 2018).

As candidate model systems, the Abisko project is
pursuing resistive switching in TaOy, electrochemical
switching in VO, devices, and also the search for
new materials, which could offer distinct advantages
over binary oxides in terms of energy efficiency and
architectural design for accelerated feedback between
materials and device levels. For example, molecular-based
materials and ferroelectric semiconductors could avoid
costly and stochastic filamentary mechanisms while enabling
multilevel, temporal, and scalable switching properties.

A crucial ingredient that will enable connecting
microscopy observations to electronic properties relevant
for neuromorphic properties is the long-sought ability to
control electronic effects uniformly across active volume
of the material. The filamentary conductors ubiquitous
in memristor devices are notoriously difficult to observe
directly because stochastic and highly energetic processes
behind electroforming are fundamentally localized due
to the high local energy density required for chemical
transformation into an electronically conducting state. To
this end, we are pursuing the methods of ionic modification
of materials, whether by high ion irradiation or low-energy
ion intercalation, in an attempt to create electroforming-free
control over material conductance and therefore enable
both effective characterization and prospectively on-demand
control over electroresistive properties.

On the device level, successful control of resistive
switching by ion irradiation has been demonstrated (Vogel
et al. 2022), including by several members of the Abisko
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Figure 21. Cathodoluminescence (CL) probe of amorphous
tantalum oxide, and the effects of He-ion irradiation measured
at the Center for Nanophase Materials Sciences utilizing the
films grown at Sandia National Laboratory. (a) CL spectrum
showing discrete signatures of oxygen vacancy states in the
amorphous lattice (red arrows). (b) Spectral decomposition of
the hyperspectral array of cathodoluminescence spectra.

team (Marinella et al. 2012; Jacobs-Gedrim et al. 2019).
Meanwhile, the fundamental mechanism of ionic transport
across interfaces is pursued within Abisko as the acting
principle behind ECRAM devices (Talin et al.), with an
implicit assumption of largely uniform transformations
within the active volume of the material. Electronic
characterization of ionically modified materials forms one
of the central codesign links between the device and
materials teams. Figure 21 demonstrates preliminary results
of cathodoluminescence and microwave imaging of the He-
irradiated amorphous TaOy films. Figure 21(a) shows the
CL spectrum with discrete signatures of oxygen vacancy
states in the amorphous lattice (red arrows). The energies
of these defect states can be mapped onto the structures
using state-of-the-art first-principles calculations of large
amorphous unit-cells. Inset shows the schematic of the
tantalum oxide film, involving the TaOx active layer, Ta
and TiN metallic contact layers, all grown atop silicon
wafer. Figure 21(b) shows the spectral decomposition of the
hyperspectral array of cathodoluminescence spectra carried
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out with non-negative matrix factorization (NMF). The maps
shows the spatial intensity of each matrix factor component
(H1 and H2), while the plots at the top show the components
themselves. NMF analysis very clearly reveals the square
region of the He-irradiated film, as well as other defect
sites in the film. Note that the modification due to He-
ion is remarkably subtle. The components only contribute
to about 2-5% of the luminescence intensity (see also the
error bars in (a)), and the matrix factors themselves are
quite noisy. Yet the patterns and defects are very clear due
to effectiveness of NMF (and similar) techniques, enabling
structural modification and concomitant electronic analysis
of neuromorphic materials. The eventual goal of these
studies is to identify reproducible paths to electroforming-
free activation and subsequent control of film conductance
using ion-beam irradiation.

Both techniques successfully reveal the irradiated areas
through both electronic and capacitive signatures. Remark-
ably, the films maintain a high local resistivity even at com-
paratively large He-irradiation doses, likely owing to their
amorphous structures. Meanwhile, by using TOF-SIMS, we
unambiguously detected the signatures of ionic redistribution
within TaOy under specific action of local electric fields
applied from an atomic force microscopy tip. The measure-
ments of local resistive switching characteristics of TaOy
as a function of ion irradiation and localized field-induced
electrochemical modification are currently under way.

The second goal of the materials thrust is to abstract
the experimental observations from spatially resolving
microscopy techniques into a compact representation.
Fulfilling this task will enable effective multimodal analysis
of the experimental observations. Even more intriguing is
the prospect of deriving data-driven low-dimensional device
and compact models (Messaris et al. 2018; Nili et al. 2020a)
by using heterogeneous nanoscale measurements. Indeed,
microscopy techniques are intrinsically data rich. The
aforementioned analysis of He-ion irradiation demonstrates
how well-established methods of statistical data analysis
(e.g., non-negative matrix factorization) are sensitive to even
the slightest signatures of He-ion irradiation. Such methods
are widely applicable to hyperspectral datasets and will
enable us to derive statistically meaningful trends from
all the spatially resolving techniques, including chemical
imaging and electronic and conductive measurements. Data-
driven modeling may bridge the critical gap between material
and device and, in turn, enable an effective codesign strategy,
even in the absence of a detailed physical understanding
of the mechanisms behind field-induced properties of
neuromorphic devices.

Codesign

As described in Abisko Overview, codesign is an
overarching goal of Abisko. Our motivating example will
be the abstractions and interfaces presented in Table 1.
For true codesign, we need a vertically integrated codesign
framework that helps to systematize relationships among
layers beyond informal correspondence and interaction.
More specifically, this codesign activity cross-cuts the
computing stack (Table 1) and we are working to
capture the overall design by extending existing modeling
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tools (e.g., ASPEN/FLAME) to specify interfaces for
each layer as well their interfaces across this stack.
This representation will facilitate automatic design space
exploration. Moreover, neuromorphic computing provides
an excellent vehicle to study our deep codesign framework
because its computational paradigm can be represented
in low-level devices and materials that can, if properly
designed, offer tremendous benefits in terms of energy
efficiency and performance to applications at the highest
levels of abstraction.

In Abisko, we approach deep codesign in three ways. First,
we are identifying concrete interfaces across the conceptual
compute layers to capture idealized forms of information
exchange. Examples of these interfaces include using the
TCAD compact modeling language for modeling material
and device characteristics (e.g., Stettler et al. (2021)), which
can, in turn, be used to define new architectures, and using
the MLIR programming infrastructure to describe primary
concepts for SNNs as first class objects in the programming
language.

Second, we are extending our Aspen/FLAME domain-
specific language to capture hierarchical details of system
design. To address many of these concerns, ORNL created
the domain-specific languages called Aspen (Spafford and
Vetter 2012; Spafford et al. 2013; Spafford and Vetter
2015; Umar et al. 2016, 2018; Peng and Vetter 2018; Lee
et al. 2015) and FLAME (Belviranli and Vetter 2019) to
model applications and architectures. Aspen allows users
to create formal written descriptions of the applications
and the architectures. Prior Aspen work focused on system
architecture, including CPUs, GPUs, networks, and memory
systems.

Third, we are investigating formalisms built on top of
Aspen and FLAME that can automatically optimize and
refine abstractions across the stack with Al techniques to
expedite the exploration of these massive design spaces.
Our initial activity will use DEFFE’s transfer learning (see
DEFFE (Data-Efficient Exploration Framework)) capability
to reduce the computation cost of these explorations.

Summary

This paper describes an approach to deep codesign of an
architecture for spiking neural networks using novel neu-
romorphic materials. The deep codesign approach engages
experts from across the entire range of disciplines: materials,
devices and circuits, architectures and integration, software,
and algorithms. The novel neuromorphic devices are based
on resistive-switching materials, such as memristors and
electrochemical RAM (ECRAM). Abisko has three key
objectives. First, we are designing an energy-optimized high-
performance neuromorphic accelerator based on SNNs. This
architecture is being designed as a chiplet that can be
deployed in contemporary computer architectures and we
are investigating novel neuromorphic materials to improve
its performance and energy-efficiency. Second, we are con-
currently developing a productive software stack for the
neuromorphic accelerator that will also be portable to other
architectures, such as field-programmable gate arrays and
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GPUs. Third, we are creating a new deep codesign methodol-
ogy and framework for developing clear interfaces, require-
ments, and metrics between each level of abstraction to
enable the system design to be explored and implemented
interchangeably with execution, measurement, a model, or
simulation. As a motivating application for this codesign
effort, we target the use of SNN for an analog event detector
for a high-energy physics sensor.
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