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Abstract

Because of their portability, electric motorcycles are usually pushed into elevators by residents and charged in the
home, which has serious safety risks. Traditional manual-based methods to manage this behavior have poor
monitoring effects and high costs. As for automatic management systems using artificial intelligence (AI), the
deployment method matters. Cloud-based deployment methods have the disadvantages of high latency, high risk of
privacy leakage, and heavy network transmission loads. In this paper, we propose a highly secure edge-intelligent
electric motorcycle management system for elevators. By using edge-based deployment method, the monitor
pictures are processed locally without being uploaded to the cloud, which can effectively resist network attacks and
prevent residents’ private data from being leaked. To improve the system security, we fully analyze the challenges
faced in the application scenarios and introduce security threat identification (STI-1H8) model to identify the security
threats. In addition, we propose several data enhancement methods to improve the system recognition accuracy.
Experimental results show that our system can achieve a high recall rate of 0.82. By using data enhancement and data
mixing strategies, it can reduce the misjudgment rate by 0.35. Moreover, compared to cloud computing, our
edge-based method can reduce the latency by 19.6%, meeting real-time requirements.
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Introduction
Due to their high performance and ease of use, electric
motorcycles are a common means of transportation for
people around the world. For reasons such as convenience,
savingmoney, and antitheft measures, residents often take
electric motorcycles home and charge them indoors by
using elevators. However, this method poses serious safety
risks: if a fire in a confined space is caused by improper
charging, the toxic gas produced by the combustion of
the large-capacity battery in an electric motorcycle can
kill hundreds of people within 90 seconds. According to
statistics, there are approximately 2000 electric motor-
cycle fire accidents in China each year, and more than
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half of them occur during charging [1]. In 2018, China
Public Security Bureau issued an emergency notice [2],
prohibiting residents from parking and charging electric
motorcycles in elevators, corridors, and rooms.
Therefore, it is extremely important to implement effec-

tive management methods against the illegal behavior of
residents taking electric motorcycles upstairs through ele-
vators. Manual-based methods currently used by commu-
nity managers have the disadvantages of low investigation
rate, high labor intensity, and low inspection efficiency. In
recent years, an increasing number of AI-based automatic
monitoring systems in the field of public safety have been
applied [3–5]. There are two main deployment methods
for AI-based security monitoring systems: cloud-based
and edge-based architecture. The cloud-based method
transmits a large number of residents’ sensitive data, such
as their appearance, their movement in the elevator, their
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room number, etc., to the cloud through the Internet. If
attacked, it will cause the leakage of residents’ privacy.
In addition, as the amount of data collected by termi-
nal devices continues to increase, cloud-based methods
bring massive data transmission pressure to the network,
which cannot meet the real-time requirements of the
safety monitoring system.
Compared with cloud computing, edge computing

shows excellent performance in reducing communication
delays [6, 7], alleviating transmission loads [8] and pre-
venting user privacy leakages [9, 10]. However, there still
exist several security threats. First and foremost, the com-
puting power of edge devices is so poor [11] that it is
impossible to build a complete security defense system.
Second, the operating systems and communication pro-
tocols of edge devices are heterogeneous [12], making it
difficult to design a uniform set of security rules for edge
devices, which poses great challenges for system protec-
tion and management. Finally, edge devices have lower
access rights than cloud servers and are vulnerable to
attackers obtaining private data. These limitations make
some attacks that are ineffective against cloud servers with
high access control rights and complete security defense
systems pose a great threat to edge devices. In the appli-
cation scenario of this paper, if the electric motorcycle
management system for elevators encounters attack, caus-
ing the opening and closing of the elevator door to be
out of control, it will pose a great threat to the personal
safety of residents. As far as we know, there is currently
no solution that can use the characteristics of an elec-
tric motorcycle detection system in an elevator to identify
safety threats. Therefore, it is necessary to design a simple
and efficient safety identification system to fully exploit
the system characteristics and ensure the safety of the
system.
In recent years, many researchers have conducted in-

depth research on security protection for edge computing
from different aspects [6, 10]. From the aspect of risk anal-
ysis, Roman et al. [13] conducted a security analysis of
several common edge-based architectures and introduced
a universal security protection system. Xin Tong et al.
[14] used threat trees to carry out threat modeling. These
works provide a great guidance for the design of the sys-
tem security protection scheme of this paper. In terms of
risk identification, frequently used machine learning and
deep learning methods [15, 16] are difficult to perform
well in edge devices with limited resources.
In this paper, we propose a highly secure edge-based

automatic electric motorcycle management system for
elevators. The system runs on a Cambricon 1H8 [17]
edge-intelligent device with a camera installed in the ele-
vator. To improve system security, we introduce a privacy
security model, STI-1H8, combining the application sce-
narios of the system proposed in this paper. In addition,

to improve the system recognition accuracy, we fully ana-
lyze the challenges faced in the application scenarios and
propose several data enhancement methods. Experimen-
tal results show that our system can achieve a high recall
rate of 0.82. Moreover, by using data enhancement and
data mixing strategies, it can reduce the misjudgment rate
by 0.35 compared to using the original dataset. Simu-
lated attack experiment shows that the STI-1H8 model
can recognise 100% of the application layer attacks, 81%
of the network layer attacks, and 84% of the percep-
tion layer attacks. Comparative experiments show that the
edge computing solution has a latency 19.6% lower than
that of cloud computing. Moreover, compared with the
mainstream electric motorcycle detection system Kediou,
the power consumption of our system is only half that of
Kediou, but its recall rate is improved by approximately
22%.
The contributions of this article are as follows.
First, compared to the commercial electric motorcy-

cle detection system, the system proposed in this paper
uses a 1H8 edge-intelligent device with high energy effi-
ciency to reduce the energy consumption. At the same
time, it analyzes the challenges faced in the detection pro-
cess combined with the application scenarios in detail and
can achieve a higher energy efficiency ratio based on the
premise of ensuring recognition accuracy.
Second, by using the STI-1H8 privacy security model,

the system can identify multiple security risks. For each
risk, by combining the industry’s mature defense solu-
tions, the system security can be greatly improved. In
addition, the security modeling provided by this system
can also support the security protection of other edge
smart devices.
The rest of this paper is arranged as follows. “System

design” describes the system design and introduces the
safety modeling method and data enhancement method.
“Experiment” illustrates the experimental results. “Related
work” introduces the related work. Finally, “Conclu-
sion” sections concludes the paper.

System design
In this paper, we propose an edge-based automatic elec-
tric motorcycle management system for elevators, which
aims to ensure the timeliness of data processing and real-
time feedback results. The device is installed on the ceiling
of the elevator, and the camera mounted on it can obtain
pictures in real time. If an electric motorcycle enters the
elevator, the device will trigger a voice alarm and trigger
the relay to keep the elevator door open until the resident
pushes the electric motorcycle out of the elevator.

Overview of the system architecture
As shown in Fig. 1, the system consists of six modules, in
which the video processing module, the image analysis and
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Fig. 1 System architecture

detectionmodule, theOSD detection target overlaymodule
and the hardware control module are the main func-
tional modules of the system. The authentication module
sends the Real Time Streaming Protocol (RTSP) video
stream containing the recognition results to community
security managers in real time through the network and
receives instructions from the managers. The safety sta-
tusmonitoringmodulemonitors system parameters in real
time, identifies the system’s security status, and notifies
community security managers when the system is under
attack. The mechanism to identify the security status of
the system is introduced in the next section. The func-
tions of the four main functional modules are introduced
as follows.

Video processingmodule
The main responsibility of the video processing module is
to call the camera module to obtain video frames and then
pass the acquired pictures to the image analysis and detec-
tion module. During operation, it first checks whether the
video encoding module is running successfully. Then, the
camera control module reads the device address, encod-
ing type and resolution of camera module and calls the
camera. The pixel format is set to Luminance-Bandwidth-
Chrominance (YUV) 420. Next, the output frame rate of
the encoder is set, and the Video Encoder (VENC) video
encoding module is called to encode the video. In this
system, a H.264 encoder with a high video compression
rate is used as the video encoding and decoding proto-
col. Each video frame only needs to record the difference
in the pixel value, brightness and color temperature from
the previous frame. This encoding method can effectively
reduce the encoding and decoding rate of H.264 encoder,
thereby reducing the transmission delay and meeting the

real-time requirements of the electric motorcycle man-
agement system.

Image analysis and detectionmodule
The image analysis and detection module is the core mod-
ule of the electric motorcycle management system. When
the picture is transferred to the Dynamic Random Access
Memory (DRAM) of the Cambricon 1H8 edge-intelligent
device, the program will call the neural network model
embedded in the 1H8 device to process the picture and
recognize the electric motorcycle in the picture. Then,
it passes the position of the electric motorcycle to the
OSD Detection Target Overlay Module. For the recogni-
tion frequency, the program recognizes a picture every
0.5 seconds. Only when the electric motorcycle target
is recognized on three consecutive pictures is it consid-
ered that there is an electric motorcycle currently entering
the elevator. Then, the recognition result is transmitted
to the Hardware Control Module to execute the corre-
sponding hardware control. It is worth noting that due
to the limited computing power and storage of the 1H8
device, there are certain requirements for the complex-
ity of the neural network model. In the following section,
we will introduce the model selection procedure and sev-
eral methods to improve the recognition accuracy in the
specific application scenario.

OSD detection target overlaymodule
The OSD detection target overlay module draws a check-
box in the original picture to mark the recognized electric
motorcycle target. Therefore, community security man-
agers can use the RTSP video streaming client to view
marked images in real time. The module uses On-
Screen Display (OSD), an on-screen menu style
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adjustment method that displays characters, graphics and
other information on the display terminal. The model
detection results are then displayed synchronously using
the marked images to achieve real-time detection.

Hardware control module
The hardware control module consists of the voice alarm
module and the elevator door control module. After receiv-
ing the recognition result from the image analysis and
detection module, if an electric motorcycle is entering the
elevator, the voice alarm module will play a warning voice
message to alert the passenger. In addition, the elevator
door control module sends a control signal to the relay.
Then, the relay outputs a high-level signal to activate the
elevator door opening button to keep the elevator door
open. After the image analysis and detection module con-
firms that there is no electric motorcycle in the elevator,
the elevator door control module sends a control signal to
the relay to close the elevator door.

System implementation
The pseudo code of the system is shown in Algorithm 1.
When the program runs, it firstly starts remote control
signal receiver, relay and voice alarming device through
the corresponding device addresses. The remote control
signal receiver generates a high level signal after receiving
the obligatory shutdown control signal from the commu-
nity security manager. If the system continuously recog-
nizes ten high-level signals, it will control the relay to work
and force the elevator doors to close. Otherwise, it is con-
sidered that the community security manager has not sent
an obligatory shutdown control signal at this time, and the
system enters the recognition phase.
In the recognition stage, if the voice alarming device

has not been operated and the electric motorcycle has
been recognized for three consecutive times, the system
starts the voice alarming device and controls the relay to
work, so that the elevator door is continuously opened.
On the contrary, if the alarm is working at this time,
and the electric motorcycle has not been recognized for
three consecutive times, it is considered that the resident
has pushed the electric motorcycle out of the elevator at
this moment, then, the system closes the alarm and the
elevator door.

Design of safety status monitoring module
In edge computing, the management of security is partic-
ularly important.
The European Telecommunications Standardization

Institute (ETSI) divides the security protection strategy for
edge computing into three layers [18]. The first layer is
physical security, which uses sensors to detect the physi-
cal state of the node and discover abnormal equipment in
time. The second layer is network security, which sets the

Algorithm 1 Detection and System Control
Require: Path_ObligatoryControl, Path_relay, Path_alarm, Image
Ensure: Recognization Results
1: initialize:Set Num_gpio ← 0, Num_Motorcycle ← 0,

Num_Not_Motorcycle ← 0, ShakeNum ← 3
2: Open the device file fd_oblctr, fd_rly, fd_alm through

Path_ObligatoryControl, Path_relay and Path_alarm
3: for i = 0 to 10 do
4: READ(fd_oblctr, value, 3)
5: if ATOI(valus) = 1 then
6: Num_gpio ← Num_gpio + 1
7: end if
8: end for
9: if Num_gpio < 10 then
10: Num_gpio ← 0;
11: if AudioPlay = false then
12: if DetectMotorcycle(Image) = true then
13: if Num_Motorcycle < ShakeNum then
14: Num_Motorcycle ← Num_Motorcycle + 1
15: Num_Not_Motorcycle ← 0
16: else
17: Write(Path_relay, “1′′ , 2)
18: Write(Path_alarm, “1′′ , 2)
19: Audio alarm working
20: Num_Motorcycle ← 0
21: Num_Not_Motorcycle ← 0
22: end if
23: else
24: if Num_Not_Motorcycle < ShakeNum then
25: Num_Not_Motorcycle ←
26: Num_Not_Motorcycle + 1
27: Num_Motorcycle ← 0
28: else
29: Write(Path_relay, “0′′ , 2)
30: Write(Path_alarm, “1′′ , 2)
31: Num_Motorcycle ← 0
32: Num_Not_Motorcycle ← 0
33: end if
34: end if
35: end if
36: else
37: Write(Path_relay, “0′′ , 2)
38: Write(Path_alarm, “1′′ , 2)
39: Num_gpio ← 0
40: end if
41: Close the device file fd_oblctr, fd_rly and fd_alm

security level of the edge computing node and performs
regional isolation according to the level and strengthens
the prevention against (D)DoS attacks. The third layer is
application security, which mainly strengthens the pre-
vention of security risks such as malicious and illegal
access by third parties and the leakage of sensitive infor-
mation.
Based on the three-layer risk proposed by ETSI, we ana-

lyze the specific risks faced by the system in detail and
divide the security risks faced by our system into the per-
ception layer risk, network layer risk and application layer
risk, as shown in Table 1. Then, we propose a security
risk identification model. By monitoring real-time per-
formance indicators of the system during operation, the
model identifies whether the system is facing an attack.
Combined with identified security threats, the system can
be processed using industry-proven security solutions and
notify the administrator to ensure the security of the
system.
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Table 1 Security risks faced by our system and the behavior of the system at risk

Layer Attack behavior System behavior

Perception layer

Physical attack. Attackers destroy and

The system fails to operate normally, and all indicators drop todisassemble the smart camera, causing

zero suddenly.it to break

Attackers illegally insert and remove the

SD card, causing the system to crash.

Attackers use fake electric motorcycle

The proportion of the target area is quite different from theimages to simulate an attack, frequently

proportion of the target in the real scene.initialize corresponding components, and

consume system resources.

Network layer

Flooding (Dos) attack, which causes

The memory utilization, device power consumption and networkexcessive consumption of system resources

bandwidth are greatly improved, and the CPU utilization spikesthrough frequent attacks and cause the

violently.system fail to process normal requests in time.

Attackers attack the network components

Various performance indicators of the system increase.and illegally tamper with the network

configuration.

Application layer

Illegal intrusion into the device and frequent

Various performance indicators of the system increase.initialization of the program module

Illegal intrusion into equipment and malicious System operation is abnormal, and various performance indicators

modification of the program data. change significantly.

We observe the performance indicators of the sys-
tem during normal operation, including CPU utiliza-
tion, memory utilization, device power consumption,
and network bandwidth. Through analysis, we find
that ignoring the impact of device startup, under nor-
mal operating conditions, the memory utilization rate,
device power consumption, and network bandwidth are
around a fixed value. The changes in various system
performance indicators with time will be given in the
“Experiment” section. According to the changes in the
system performance indicators and the proportion of the
target area in the picture, a security threat identification
model, STI-1H8, is established. STI-1H8 is a recognition
model to judge whether the system is being attacked. It
consists of the following elements: STI-1H8 (C,M, N, P, A),
where

• C is the variance in CPU utilization. It is used to
measure the fluctuations in CPU utilization. When
certain attacks occur, the system’s CPU utilization
will be less stable than normal. In addition, DoS
attacks can cause the CPU utilization rate to remain
at full usage with less fluctuation.

• M is the average memory utilization value. When
certain attacks occur, the memory utilization will

increase or decrease by a significant amount
compared to the normal state.

• N is the he average network bandwidth occupancy.
When certain attacks occur, the network bandwidth
occupancy will increase or decrease significantly
compared to the normal state.

• P is the average power consumption of the device.
When certain attacks occur, the power consumption
of the device will increase or decrease significantly
compared to the normal state.

• A is the proportion of the current identification
target area. When a disguised data attack occurs, the
proportion of its target area will be quite different
from that of the target area.

The feature extraction method based on the K-means
clustering algorithm [19] is common used for mining
the characteristics of system performance indicators from
their historical records [20]. In the normal state, each
value of the input vector of the system should remain
relatively stable; that is, it can fall into a spatial cluster.
Therefore, we use the K-means algorithm to find the cen-
ter of the cluster where all the normal samples are located.
Normal samples are distributed around the cluster center.
When an attack occurs, various indicators of the sys-
tem will change abnormally, and the corresponding index
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vector will fall far away from the cluster center where the
normal sample is located.
The workflow of the STI-1H8model is as follows:

1) Model establishment stage: Combined with the
fluctuations in the system under normal operation,
the K-means clustering algorithm is used to cluster
the sample data to find the center point. Then, the
maximum Euclidean distance A between the normal
sample and the center of the cluster is found.

2) Model judgment stage: The Euclidean distance is
calculated between the input vector and the center of
the normal sample cluster. If it is greater than
threshold A, the current vector is determined to be
an abnormal vector, and the system is attacked.

Optimization of the recognition model
Compared with the cloud-based architecture, the edge-
based architecture has the advantages of strong real-time
detection, good privacy protection and low network load.
However, the limited computing power and storage capac-
ity of edge devices bring many restrictions to the choice
of the network model. The model needs to meet the
following basic requirements:

1) The model should be able to complete the
recognition task quickly under limited computing
resources and ensure a high recognition accuracy.

2) The model should not take up too much storage
space on the edge device.

To meet the above requirements, we first select a suit-
able lightweight network model according to the comput-
ing characteristics of the 1H8 device. Then, we analyze
the challenges faced when identifying electric motorcy-
cles in elevators in depth. In response to these challenges,
we use several data enhancement methods to improve the
accuracy of the model.

Lightweight networkmodel
In the field of target recognition, classic convolutional
neural networks (CNNs), such as Visual Geometry Group
(VGG) [21], MobileNet [22], and LeNet [23], need to com-
bine specific network models, for example, single-shot
multibox detectors (SSD) [24], to realize the recognition
of the target. Our SSD is based on a feedforward CNN,
which generates a series of bounding boxes of fixed size
and scores the likelihood that the object in the box is
identified as the appropriate category. As shown in Fig. 2,
the network structure of the SSD consists of two parts:
a basic network and a pyramid network. The basic net-
work can obtain higher-resolution feature maps and can
better identify small targets than the pyramid network.
The pyramid network is a convolutional layer that follows
the basic network and can obtain more small-size and

low-resolution featuremaps to better identify large targets
than the basic network.
Due to the limitations of the computing power and

storage space of edge devices, the correct choice of a
lightweight CNN model is the key issue for maximizing
system performance. MobileNet uses depthwise separable
convolutions, which can reduce the number of parameters
and increase the running speed. When trained on COCO
train+val excluding 8k minival images and evaluated on
minival, compared with VGG-SSD, MobileNet-SSD only
loses 1.8 percent of the mean Average Precision (mAP),
but uses 26.3 million fewer parameters. Since MobileNet-
SSD is much smaller in calculation complexity and model
size than VGG-SSD with small calculation accuracy loss,
we chose the lightweight Mobilenet-SSD as the network
architecture.
Considering the limited storage space, memory size and

power consumption of edge devices, we perform 8-bit
model quantification. Model quantification is a process
that maps continuous floating-point weights to a finite
number of discrete values of 8-bit integers with low preci-
sion loss. The quantified model is reduced to a quarter of
the size of the original.

Privacy protection
In order to protect the privacy of residents from being
leaked, the system proposed in this paper adopts an edge-
based deployment method. We also propose the STI-1H8
model to detect system security state. However, there is
still a risk of monitoring data leakage. If attackers mali-
ciously steal local data in SD card, or intercept RTSP
video streams transmitted to administrators through the
network, and then obtain residents’ residence informa-
tion through location inference, it will cause unnecessary
trouble to residents.
To further protect residents’ privacy, the picture are

coded in system idle time. When the management system
is not in the recognition cycle, for example, the elevator
is on higher floor, the algorithm recognizes residents in
the pictures stored in the SD card and codes their face.
It’s worth noting that the system idle time is much longer
than the recognition time, so that all pictures can be coded
in time. Then, the system overwrites the original pictures
with the coded pictures. What’s more, if the adminis-
trators request to view the real-time monitoring video
stream, the system will encode the video while sending
the RTSP video stream. Although this will cause greater
pressure on the system in a short time, it guarantees the
security of residents’ private data. The coding results are
as shown in Fig. 3.

Data enhancements
In actual application scenarios, affected by factors such
as elevator specifications, the camera installation position,
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Fig. 2 The architeture of MobileNet-SSD

and light, the data collected directly by the camera often
have problems such as the target being blocked or too
small, insufficient brightness or overexposure, excessive
noise, and images from a single angle, which can seriously
affect the recognition accuracy. To reduce the influence of
the above factors, we analyze 9963 pictures collected from
elevators in depth, of which 18% are collected from com-
mercial mixed-use apartment elevators and 82% are from
residential building elevators, and propose the use data

enhancement methods from the perspective of training
the network models.

1) Interference of Objects in the Elevator
There are a wide variety of objects in the elevator,
including motorbikes, baby carriages, bicycles, etc.,
which have similar characteristics to electric
motorcycles, and objects having nothing to do with
electric motorcycles, such as water buckets, mops,

Fig. 3 Face coding to avoid location inference
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trash cans, as well as building boards in the
commercial mixed-use apartment elevators.
Recognizing electric motorcycles from these
wide-ranging objects, especially those that have
similar characteristics to electric motorcycles, poses
a massive challenge to the recognition model. To
improve the accuracy of the recognition model and
further improve its generalization ability, we propose
a hybrid training method. We randomly select 2037
images from the VOC2007 dataset [25], mix them
with the 9963 original image datasets, and scale all
the pictures. All the pictures are proportionally
resized to 300x300 to meet the requirements of the
training model. In addition, to improve the model’s
ability to recognize objects that have similar
characteristics to electric motorcycles, we increase
the number of bicycles and motorbikes. After mixing
the datasets and performing sample equalization, we
obtain 721 motorbikes, 3417 bicycles, 2322 electric
motorcycles, and 894 baby carriages.

2) Difference in the Specifications fo the Elevators
In actual application scenarios, the specifications of
different elevators vary greatly. As shown in Table 2,
the load of the elevator varies from 320 kg to 2500 kg.
As a result, the size of the elevator varies greatly,
causing the difference in the installation height of the
camera to be as much as 51.3 cm. Affected by these
factors, the proportion of the same electric
motorcycle target in the image collected by different
elevator cameras varies greatly. It is worth noting
that during recognition, the proportion of electric
motorcycles in the picture changes dynamically.
What we count in Table 2 is the average proportion
of pictures collected by the camera in different
elevators. Within the same pixel, the larger the
proportion of the image occupied by the motorcycle,
the clearer the details, and the richer the features, the

Table 2 Specifications of several example scenarios

Lift
Weight

Lighting
Power

Camera
Installation
Height

Average
Proportion of
the Electric
Motorcycle in
the Images

Scenario 1 320 kg 3W 212.3cm 35.60%

Scenario 2 400 kg 3W 215.6cm 34.80%

Scenario 3 1200 kg 12W 221.4cm 21.20%

Scenario 4 1250 kg 12W 223.9cm 22.40%

Scenario 5 1600 kg 3W 238.7cm 21.60%

Scenario 6 2000 kg 15W 251.8cm 20.10%

Scenario 7 2500 kg 18W 263.6cm 18.60%

higher the recognition accuracy of the model is.
Therefore, to further improve the generalization
ability of the model to identify electric motorcycle
targets with different proportions in images, we
propose a clipping data enhancement method.
Clipping is the process of clipping a rectangular area
around the edge of the image toward the center
without destroying the original features. The final
effect is equivalent to magnification, as shown in
Fig. 4a and b.

3) Differences in the Elevator Interior Light Levels
The brightness of the light inside the elevator varies
greatly throughout the day. Especially at night, the
peak hours when residents go home, the light in the
elevator is completely provided by the internal lamp.
However, as shown in Table 2, the lighting power of
different elevators varies between 3 W and 18 W,
causing the brightness to vary greatly. In addition, the
light in the elevator is also affected by factors such as
the time of the day, the installation position in the
elevator, the installation position of the lamp, and the
type of lamp (such as tube lamp or disc lamp), which
makes the brightness distribution extremely uneven
in the collected datasets. In an environment where
the brightness is too dark, the target features are
unclear and cannot be captured well. Therefore, we
propose a brightness adjustment data enhancement
method to improve the low-brightness samples so
that the model training process can better extract the
features of the picture and improve the recognition
accuracy under different brightness environments, as
shown in Fig. 4c and d.

4) Interference of the Picture Noise
During the peak electricity consumption period in
residential buildings at night, the voltage of the
power supply system varies greatly. The unstable
voltage can add noise to the images collected by the
camera. In addition, factors such as mechanical
vibrations while the elevator is running can also add
noise to the images. According to our analysis, due to
the influence of noise and light, during the peak
power consumption at night (that is, 19:00-22:00),
the recognition accuracy of the model can be
reduced by as much as 21.8% compared with that
during the day. Considering the limited resources of
the 1H8 device, running a denoising algorithm on it
is not a good choice. To solve this problem, as shown
in Fig. 4e, we propose the data enhancement method
of adding noise. Several common types of noise are
added to the original image to improve the
adaptability of the neural network model.

5) Camera Installation Position
Due to the different relative positions between the
entrance of the corridor and the elevator, to fully
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Fig. 4 Data Enhancements. Pictures a and b show clipping. Pictures c and d show brightness adjustment. Picture e shows the addition of noise.
Pictures f to h show mirroring

capture the electric motorcycle, the installation
positions of the cameras in different elevators are
different. For example, in Scenario 1, the entrance of
the corridor is located on the right side of the
elevator, so the camera needs to be installed in the
upper-left corner of the elevator to better capture the
images, while Scenario 2 is the opposite. Based on this
analysis, it can be seen that the target to be recognized
should have rotational invariance. To further
improve the adaptability of the system in different
scenarios, we propose a data enhancement method
of mirror transformation to train the model. The
target of the electric motorcycle to be identified can
still be regarded as the same target after mirroring. In
the practical application, we adopted horizontal
mirroring and vertical mirroring. As shown in Fig. 4f
to h, the horizontal (vertical) mirroring operation
performs a mirror image exchange on the image
centered on the central vertical (horizontal) axis.

Experiment
Experimental setting
Experimental environment
The system proposed in this paper runs offline on the
Cambricon 1H8 edge-intelligent device. As shown in
Figs. 5 and 6, it is equipped with a camera, which can
obtain image data in the elevator in real time. After
obtaining the image data, the system transfers it to the
internal DRAM. Then, it is transmitted to the central
Floating-Point Unit (FPU) for processing, which is a dedi-
cated processor for floating-point operations. The system
is connected via network cables to a display viewable by
community security managers, and the real-time detec-
tion results can be sent to the front-end display through
the RTSP video stream.
The configuration of the training environment is shown

in Table 3.

Training dataset
During the experiment, we used three different training
datasets:

1) Raw dataset: 2000 raw images without data
enhancement.

2) Expanded dataset: 6000 images by expanding the
raw dataset using the four data enhancement
methods proposed in this paper.

3) Mixed dataset: 16,413 images by mixing the
VOC2007 [25] dataset and the expanded dataset.

Recognition effect evaluationmetric
We select three parameters: the recall rate, misjudgment
rate and omission rate as the evaluation metrics. S is the
set of targets in all of the test sets, M is the set of electric
motorcycle targets in the test set, N is the set of targets
identified as electric motorcycles in the test results, and P
is the intersection of M and N. Then, the target recall of
the electric motorcycle is P�M, the misjudgment rate is
(N − P)�S, and the omission rate is (M − P)�M.
The misjudgment rate is the core parameter to mea-

sure the system performance. If the system generates a
misjudgment, triggers the voice alarm and prevents the
elevator door from being closed when there is no electric
motorcycle, it may cause an inconvenience or even danger
to residents.

System performance verification
To evaluate system performance, we conduct experiments
from two aspects: verification of security capability, and
verification of the system’s recognition effect after data
enhancement.

Verification of the security capability
To generate the STI-1H8 model, we collect the curves
of CPU utilization, memory utilization, device power
consumption, and network bandwidth when the system
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Fig. 5 Internal structure of 1H8

is steadily and safely operated for 132.5 s. As shown
in Fig. 7, after the system is turned on, it takes about
13.5 s to start the program and load the data. Then,
the system cyclically recognizes the electric motorcycles
at a cycle of approximately 480 ms. To enhance the
anti-interference ability, we perform feature modeling
in intervals of 2 s and finally generate 48 sample STI-
1H8 vectors marked as safe. The power consumption
and memory usage are highly correlated, with a corre-
lation coefficient of 0.902, meaning that we should only
choose one of them for modeling. Based on these safe
STI-1H8 vectors, we take the average power consump-
tion, the variance in CPU utilization and the average
network bandwidth as the input of the K-means clustering
algorithm.
After calculation, the coordinates of the center point

in the cluster are (4.238, 25.789, 2.812), and the max-
imum Euclidean distance between all the safe vectors
and the center point is 18.98. We take (4.238, 25.789,
2.812) as the center and 18.98 as the radius to draw the
sphere. The range included in the sphere is the predicted
normal area. However, even if all the monitored system
indicators fall in the sphere, the system may still be sub-
ject to application layer attacks. This is because certain
application layer attacks will not cause system indica-
tors to fluctuate drastically. To increase system secu-
rity, we analyze the fake image attacks in Table 1 that

the application layer often suffers from. If all the sys-
tem indicators are normal, the algorithm then checks the
image proportion. Only when the proportion of the pic-
ture belongs to the range [0.186,0.60] will the system be
deemed to be completely safe. The detection of other
application layer attacks will be considered in our future
work.
Then, to verify the validity of the STI-1H8 model, we

design 40 attack vectors to simulate various attacks that
may be encountered during the operation of the system.
We thoroughly analyze mass real-time data of the sys-
tem and calculate the correlation coefficient between each
index. After calculation, we find that the CPU usage rate
is not significantly related to the other four indicators.
The correlation coefficient between the network band-
width and memory usage is only 0.0643. We also analyze
the proportion of electricmotorcycle targets in the picture
in the dataset. As shown in Fig. 8, in the mixed dataset,
the maximum target ratio reaches 60%. Therefore, if the
recognized target accounted for more than 60% in the pic-
ture, the system is subjected to fake image attacks. Based
on the above analysis, we propose the following design
criteria of simulated attack vectors.

1) Perception layer attack vector design: The CPU
utilization rate should be higher or lower than
normal state by more than 60%. The power

Fig. 6 The physical map of the system
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Table 3 Configuration of training environment

GPU Nvidia TITAN Xp

Deeplearning Framework Caffe 1.0.0-rc3

CUDA version 10.1

Operating System Ubuntu 16.04

consumption should be higher or lower than normal
state by more than 40%.

2) Network layer attack vector design: Network
bandwidth should be higher or lower than normal
state by more than 30%.

3) Application layer attack vector design: The
proportion of the recognized electric motorcycle
targets in the picture should exceed 60%. In addition,
to ensure the effectiveness of the attack vector, the
other indicators should be normal.

To ensure the authenticity and effectiveness of the attack
vector, all attack vectors should comply with the following
basic principles.

1) The CPU usage should change independently of the
remaining four indicators.

2) The network bandwidth should change
independently of the remaining four indicators.

3) The power consumption and memory usage should
change simultaneously.

Considering attacks on the perception layer are themost
harmful to the system performance, to test the robust-
ness of the system, among the 40 simulated attack vectors,
application layer attacks account for 7.5%, network layer

attacks account for 27.5%, and perception layer attacks
account for 65%, as shown in Fig. 9. Then, we use the
STI-1H8 model to identify the attack vector. The experi-
mental results are shown in Fig. 9. The recognition rate
of network layer attacks is 81%, and that of perception
layer attacks is 84%. All application layer attacks are cor-
rectly identified. This is because the proportion of pictures
in all application layer attack vectors is not in the range
[0.186,0.60].

Verification of the effect of data enhancement
We train the MobileNet-SSD three times using different
datasets to verify the misjudgment rate of the system. In
the first training process, we use the raw dataset. In the
second training process, we use the expanded dataset.
In the third training process, we use the mixed dataset.
These three training processes are performed with 30,000
iterations, and the confidence level is set to 0.7.
Table 4 shows the three evaluation metrics of the sys-

tem. As we can see, in the third training process, after
30,000 iterations, the recall rate and the omission rate
reach 0.82 and 0.17, respectively.
Figure 10 shows the change in the misjudgment

rate during the three training processes. After 10,000
iterations, the model has still not been fit. As a result,
using the original data as the training data can cause
the model to fail to fully mine the target features and
increase the misjudgment rate. The results of the second
training and the third training show that using multiple
data enhancements can effectively reduce the misjudg-
ment rate, and using data enhancement and data mix-
ing strategies can reduce the misjudgment rate by 0.35
compared to using the original dataset.

Fig. 7 System performance indicators
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Fig. 8 Proportion distribution of the electric motorcycles

Therefore, in the following “Comparative experiment”
section, we conduct our training process using the mixed
dataset.

Comparative experiment
To verify the superiority of the system architecture
adopted in this paper in terms of real-time performance,
low power consumption, and low misjudgment rate,
we conduct comparative experiments with cloud-based
architecture, different recognition modes, and Kediou,
another electric motorcycle detection system on the mar-
ket, separately.

Comparison of edge computing and cloud computing
To verify the advantage of the low latency of the edge-
based method we adopted, we perform detection using
an electric motorcycle image separately in the Cambri-
con 1H8 platform and the cloud computing platform and

record the amount of data transmitted and time spent.
Figure 11 shows the sequential differences between the
two platforms.
The cloud computing process typically entails five steps:

capturing the image, uploading it, processing it in the
cloud, downloading the detection image and the result,
and taking a control action by the camera device the
according to the result. It should be noted that the cloud
host hardware is an Intel(R) Xeon(R) CPU E5-2609 v4 @
1.70 GHz, 64 GB RAM and a 500 GB solid state disk,
the GPU is Nvidia TITAN Xp, and the network test envi-
ronment is built with 200 Mbps bandwidth. An electric
motorcycle detection RESTful API service is deployed on
the Kubernetes cloud operating system. In our system
based on edge computing, the electric motorcycle detec-
tion device with a 1H8 intelligent edge camera has the
ability to process images; therefore, there is no need to
download the result. After capturing and processing the

Fig. 9 Verification of the security capability
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Table 4 Evaluation of the system

Training Number of Recall Misjudgment Omission

process iterations rate rate rate

First

10000 0.74 0.19 0.25

training

20000 0.80 0.37 0.20

30000 0.81 0.40 0.18

Second

10000 0.85 0.25 0.14

training

20000 0.84 0.20 0.15

30000 0.84 0.20 0.15

Third

10000 0.81 0.22 0.18

training

20000 0.82 0.08 0.17

30000 0.82 0.05 0.17

image, the electric motorcycle detection device takes a
control action and subsequently uploads the detection
image (context requests) to the cloud, and the result is
returned.
As the gray part of Table 5 shows, the process of cap-

turing the image by the electric motorcycle detection
device response is defined as a response cycle. With
cloud computing, capturing the image requires 40 ms.
The uploading process takes 162 ms and includes packag-
ing the detection image into JavaScript Object Notation
(JSON) format and network delay. The processing time
is 61 ms, which includes the API route analysis, image
detection and result outputting. The download time for
the detection image and the result takes 104 ms. This
process includes network transmission and terminal data
analysis. Finally, the electric motorcycle detection device
spends 23 ms on receiving a command via a relay to take

a control action. Therefore, the response cycle for cloud
computing is 367 ms. In contrast, if edge computing is
used, the network I/O time is significantly reduced, and
the response cycle only includes capturing the image (40
ms), edge processing (232 ms), and elevator control (23
ms). Thus, the detection cycle only takes 295 ms. In sum-
mary, compared with cloud computing, edge computing
reduced the latency by 19.6%.

Comparison of different recognitionmodes
There are two ways to design the recognition system:
no matter which floor the elevator is currently in, it will
cyclically detect whether there is an electric motorcycle,
and, only detect the electric motorcycle on the first floor.
To choose the optimal mode, we conduct a comparison
experiment. Since the number of floors of buildings varies
greatly, to simplify the experiment, we set the floor num-
ber as 5. During the experiment, the elevator starts at the
first floor, stops at each floor and eventually reaches the
fifth floor. The whole process takes 320s.
The experimental results show that although the former

recognition mode can guarantee a higher inspection rate,
the system is in a state of higher power consumption for a
long time. As shown in the Fig. 12a, the power consump-
tion of the device is between 4.2W and 4.3W for a long
time, and the energy efficiency is relatively low.
In the actual application scenarios, the behavior of push-

ing electric motorcycles into elevators generally occurs on
the first floor and the negative first floor (if this build-
ing has a negative first floor). Therefore, to make better
trade-off between inspection rate and energy efficiency,
we only recognize these floors. As shown in Fig. 12b, the
system reads the floor information of the elevator from the

Fig. 10Misjudgment rates of the three training processes
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Fig. 11 Differiences between cloud computing and edge computing

elevator control system. When the elevator leaves the first
floor, it stops recognition, and the power consumption
of the device is between 3.2W and 3.3W, which greatly
reduces the power consumption. In addition, avoiding
long-term high-power operating states also reduces secu-
rity risks such as device overheating.
Based on the above reasons, we choose to start the sys-

tem recognition program only on the first floor or the
negative first floor.

Table 5 The response times of edge computing and cloud
computing

Edge
computing

Cloud Computing

Step1
Capturing the
images

Capturing the images

40 ms 40 ms

Step2
Edge computing Uploading original images

232 ms 162 ms

Step3
Controlling the
elevator

Cloud computing

23 ms 61 ms

Step4
Uploading the
detected images

Returning the result

162 ms 104 ms

Step5
Returning the
result (no images)

Controlling the elevator

64 ms 23 ms

Response cycle 295 ms 367 ms

Comparison of the 1H8 and Kediou
In this section, we compare another edge-intelligent elec-
tric motorcycle detection system on the market, KDO-
PWT7102FDB-Y, which is developed by Kediou company
based on the Hi3516 chip. Hi3516 is a professional high-
end System On Chip (SOC) chip developed by HiSili-
con for high-definition IPCamera product applications.
Table 6 shows the comparative data of the hardware
configuration and experimental results. In addition, the
evaluation data are presented in two aspects:

1) Fig. 13a and b show that the Kediou device always
misjudges some irrelevant objects during the
recognition process.

2) Fig. 13c and d show that compared with the 1H8
device, under a confidence level of 0.65, the omission
by the Kediou device is serious, and some targets
cannot be identified.

In summary, through the comparison experiment before
and after data enhancement, multiple data enhancement
methods for the training samples have a positive effect
on improving the accuracy of the model. By comparing
the two methods of edge computing and cloud comput-
ing, we can verify that the proposed edge-based model
can better solve the problem of transmission delay caused
by cloud computing, making the system meet real-time
requirements. By comparing our system with another
mainstream system in the market, our system is better
than the other system in terms of power consumption,
accuracy and other indicators.
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Fig. 12 Comparison of different recognition modes

Related work
In the field of automatic safety inspection, AI-basedmeth-
ods have been widely used. As a computationally intensive
task, AI is often combined with cloud computing. How-
ever, cloud-based architectures often face issues such as
high latency and high network bandwidth consumption
[26]. In contrast, edge-based systems have advantages in
real-time tasks. However, it brings new problems to the
security of the system and has higher requirements for
deep learning models. In recent years, there have been
many studies on improving the security of edge comput-
ing systems and improving the performance of edge-based
target recognition. The related work is summarized as
follows.

Security protection of edge computing
In recent years, many studies have been conducted on the
security protection of edge computing.
Yinhao Xiao et al. [27] established the most advanced

security attack and defense mechanisms in edge comput-
ing. By pointing out the root causes of edge computing
security threats, they gave the corresponding solution.
Roman et al. [13] conducted a security analysis of several
common mobile edge paradigms and described a univer-
sal collaborative security protection system. Yuting Zhang
et al. [28] proposed the importance of perception-layer
security in Internet of Things (IoT) security and intro-
duced the risks faced by the IoT perception layer and

related security mechanisms. Similarly, based on the anal-
ysis of the security threats in the perception layer of the
IoT, Xin Tong et al. [14] used threat trees to carry out
threat modeling and described the consequences of major
attack threats.
In terms of risk identification, machine learning and

deep learning methods have already been used for more
than a decade [15, 16]. With the development of comput-
ing power, increasingly more machine learning and deep
learning methods are used to protect IoT systems. How-
ever, they require a large amount of security data to train
the model. The monitoring system should be efficient and
able to adapt to different safety environments [29]. How-
ever, due to the limitations of the edge device itself, many
complex deep learning models are difficult to perform
well. The study performed by Abdulaziz Aborujilah et al.
[30] showed that the impact of network flooding attacks
on the CPU and network bandwidth is very significant,
and a series of experimental verifications were carried out
in their research. These findings have greatly helped our
research.

Implementation of a safety supervision algorithm
Cloud-based safety supervision systems have been widely
used in recent years [31, 32]. However, they have many
problems, such as long delays and privacy leakage. The
development of edge computing can solve some of the
problems existing in cloud computing.

Table 6 Comparison of the 1H8 and Kediou

Parameter 1H8 [17] Kediou

Hardware configuration
Processor 1H8 Hi3516

Image resolution 1920x1080 640x480

Supports Wi-Fi? Yes No

Detection interval Approximately 480 ms Approximately 510 ms

Experiment results
Power consumption ≤ 5W ≤ 9W

Recall rate ≥ 87% ≥ 65%

Operating temperature −20 ∼ 50◦C −20 ∼ 60◦C
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Fig. 13 Comparison of misjudgments by the a Kediou and b 1H8 systems, as well as the comparison of the objects omitted by the c Kediou and d
1H8 systems

Christopher TJ Prentice et al. [33] proposed an intelli-
gent office system based on edge computing. Compared
with cloud computing, it can avoid the delay caused by
the large amount of data uploaded to the server. In some
specific application scenarios in the field of public secu-
rity, the use of edge mobile devices can better meet
the requirements of application scenarios, such as real-
time detection of face information and alerting the police
to the criminal records of dangerous persons encoun-
tered [34]. In addition, Dany-yuan found that 89% of
Wireless-Fidelity (Wi-Fi) hotspots are unsafe, and mas-
sive personal privacy data are included in the real-time
transmission of large amounts of data. It has been shown
that edge computing can protect users’ privacy better
than a full cloud computing model [35]. At the same
time, studies showed that edge computing combined with
lightweight models can perform satisfactorily in human
body detection, behavior recognition and intelligent mon-
itoring [36]. Therefore, with the continuous improvement
in processor performance, in some application scenarios,
services based on edge computing have the advantages
of low latency and high security compared with cloud
computing.

Data enhancement
Data enhancement is an important way to improve
the accuracy of models. Researchers performed random

transformation, rotation translation, scaling and other
data enhancement methods on skin lesion image sam-
ples to obtain an expanded dataset [37]. The experimental
results showed that after the data enhancement process-
ing, the mAP increased by an average of 3%. The exper-
iments showed that the addition of augmented data can
enhance the ability of neural networks to detect malignant
skin lesions. In addition, the single-stage target detection
algorithm is more sensitive to data enhancement meth-
ods than other methods. When the classic SSD algorithm
is enhanced on the VOC2007 dataset, and the model
mAP is improved by 6.7% [38]. Similarly, in a face recog-
nition study, a single-stage target detection algorithm
called Single Shot Scale-invariant Face Detector (S3FD)
was used, and data enhancement methods such as ran-
dom clipping and scaling were performed on the image
samples. The experimental results also achieved a higher
recognition accuracy with the addition of the enhanced
data than with the original data [38]. Mateusz et al. [36]
investigated the effects of sample imbalance on classifi-
cation through three basic datasets, namely, the MNIST,
CIFAR-10 and ImageNet dataset, which proved that sam-
ple imbalance inhibits classification performance. In sum-
mary, it is widely accepted in industry that data enhance-
ment is an effective method to improve the accuracy
of models.
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Conclusion
In this paper, to solve the problems of cloud-based meth-
ods such as high network transmission pressure, poor
real-time performance, and high risk of leaking resi-
dents’ private data, we propose a detection system that
prevents electric motorcycles from entering the elevator
and deploys it to an edge-based Cambrian 1H8 edge-
intelligent platform. We conduct privacy security mod-
eling combining the application scenarios of the system
proposed in this paper to improve the security of the
system. In addition, to improve the system recognition
accuracy, we fully analyze the challenges faced in the
application scenarios and propose several data enhance-
ment methods. This design can achieve low response time
and high precision in real-time detection. Experimental
results show that our system can achieve a high recall
rate of 0.82. Moreover, by using data enhancement and
data mixing strategies, it can reduce the misjudgment rate
by 0.35 compared to using the original dataset. Simu-
lated attack experiment shows that the STI-1H8 model
can recognise 100% of the application layer attacks, 81%
of the network layer attacks, and 84% of the percep-
tion layer attacks. Comparative experiments show that
compared with cloud computing, the edge computing
solution reduced the latency by 19.6%. Moreover, com-
pared with the mainstream electric motorcycle detection
system Kediou, the power consumption of our system is
only half that of the Kediou system, but its recall rate is
improved by approximately 22%. Our proposed system
has the advantages of higher security, higher accuracy,
lower power consumption, and shorter detection intervals
under multiple test indicators.
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