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Abstract

Named Entity Recognition (NER) for cyber security aims to identify and classify cyber security terms from a large
number of heterogeneous multisource cyber security texts. In the field of machine learning, deep neural networks
automatically learn text features from a large number of datasets, but this data-driven method usually lacks the ability
to deal with rare entities. Gasmi et al. proposed a deep learning method for named entity recognition in the field of
cyber security, and achieved good results, reaching an F1 value of 82.8%. But it is difficult to accurately identify rare
entities and complex words in the text.To cope with this challenge, this paper proposes a new model that combines
data-driven deep learning methods with knowledge-driven dictionary methods to build dictionary features to assist in
rare entity recognition. In addition, based on the data-driven deep learningmodel, an attention mechanism is adopted
to enrich the local features of the text, better models the context, and improves the recognition effect of complex
entities. Experimental results show that our method is better than the baseline model. Our model is more effective in
identifying cyber security entities. The Precision, Recall and F1 value reached 90.19%, 86.60% and 88.36% respectively.

Keywords: Cyber security, Named entity recognition, Attention mechanism, Dictionary, Deep learning

Introduction
There is a large amount of unstructured cyber security
data on the Internet, which is difficult to be directly iden-
tified and utilized by the cyber security system. These
data usually come from cyber security blogs, company
communities, and related databases, such as Common
Vulnerabilities and Exposures (CVE) and National Vul-
nerability Database (NVD). Automatically mining cyber
security information from these data and building a cyber
security knowledge base can provide basic support for
resisting cyber threats. Therefore, a method for cyber
security NER is proposed.
At present, the model based on deep learning (LeCun

et al. 2015) has become the main method in the field of
NER. Compared with the traditional rule-based method
or statistical learning method, it trains the model by auto-
matically mining the features in the text through the
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neural network, which is independent of the field and
does not require expert knowledge for feature engineer-
ing. Although great success has been achieved through
deep learning methods, due to the particularity of the
cyber security field, it is difficult to accurately identify
cyber security entities only relying on data-driven deep
learning methods. First of all, deep neural networks usu-
ally adopt an end-to-end method and try to learn features
directly from large-scale labelled data. This method rarely
combines with human knowledge. In cyber security texts,
there are a large number of non-standard abbreviations
or acronyms, and these entities appear little or not at all
in the training set. Data-driven deep learning methods
are usually difficult to handle this situation well. Besides,
cyber security text contains a large number of long sen-
tences. The structure of these sentences is often compli-
cated. It is difficult to accurately extract its features by
relying solely on neural networks.
In response to the above problems, we propose a data

and knowledge-driven cyber security NER method. This
method combines the input text with pre-trained word
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embedding vectors in the field of cyber security. Based
on the BiLSTM-CRF sequence annotation model, a multi-
head self-attention mechanism is employed to capture
contextual information frommultiple different subspaces,
which can better understand sentence structure. At the
same time, combined with an external dictionary knowl-
edge and a neural network. The dictionary contains pub-
lic entities and rare entities, which can better handle
rare named entities. We evaluate the performance of our
model on a public dataset. Experimental results show that
the proposed model is better than the baseline model,
with an F1 value of 88.36%.

Related work
Cyber security entities mainly refer to security terms, sys-
tems and software names etc. Early cyber security NER
mainly used statistical learning methods. These meth-
ods treated cyber security entities as a sequence labelling
problem, that is, to find the most suitable label sequence
for a given input sentence. Based on support vector
machines, (Mulwad et al. 2011) described a prototype
framework to detect and extract information about vul-
nerabilities and attacks from Web texts. Lal (2013) used
the Stanford NER conditional random fields model to
develop a system that automatically extracted terms from
cyber security blogs and bulletins. Joshi et al. (2013) also
developed an information extraction conditional random
fields framework to extract cyber security entities, terms
and concepts from the NVD database and unstructured
texts. Based on (Joshi et al. 2013) work, (Weerawardhana
et al. 2014) used statistical machine learning methods and
rule dictionaries to conduct NER experiments to identify
entities which were embedded in vulnerability description
texts.
Most of the above systems rely on statistical machine

learning methods. On the basis of a large number of
labelled corpora, constructing feature engineering, min-
ing and analysing the language information in the training
corpus not only requires a lot of manpower and mate-
rial resources, but also is low efficiency. After the emer-
gence of deep learning, lots of researchers have begun
to use deep learning-based methods for named entity
recognition research to avoid tedious feature engineer-
ing. Collobert et al. (2011) proposed an effective neural
network model that can learn word vectors from a large
amount of unlabelled texts. Huang et al. (2015) proposed
the BiLSTM-CRFmodel, which is a combination of neural
network and statistical machine learning methods.
In their model, BiLSTM can effectively use the context

of words and the CRF can use sentence-level tag sequence
information. Subsequently, BiLSTM-CRF model became
the mainstream model (Gasmi et al. 2018; Mazharov
and Dobrov 2018). Simran et al. (2019) evaluated sev-
eral deep learning architectures using gated recurrent unit

as the basic model. However, due to the complexity of
text in cyber security, it is difficult to accurately iden-
tify entities in cyber security by using neural network
alone. Qin et al. (2019) combined deep learning meth-
ods and feature templates to improve the mixed Chinese
and English identification of cyber security entities. Qin
et al. (2019) and (Liu 2020) focused on improving the
connection between word vector and character vector to
identify key terms in network security documents. Li et
al. (2019) and (Zhang et al. 2019) employed the atten-
tion mechanism and antagonistic learning mechanism in
network security text recognition. Zhou et al. (2018) also
employed the attention mechanism and feature templates
to strengthen the recognition of low-frequency vocabu-
lary in cyber security texts. Wu et al. (2020) combined
the neural network model with the domain dictionary to
improve cyber security entity recognition by constructing
the domain dictionary for correction. Dionísio et al. (2019)
and (Gu et al. 2018) used supervised learning to propose
entity recognition methods for cyber security essay. Xiao
(2017) proposed an information extraction system based
on unsupervised learning to locate and classify the con-
cept of network security in unstructured texts. (Wang et
al. 2020) proposed a new loss function TSFL, a triple loss
function based on metric learning and classification, to
solve the problem of unbalanced data label distribution.To
better encode the context, (Tikhomirov et al. 2020) pro-
posed a new model called RuBERT, which uses BERT
coding as the basic structure, pre-trained a large number
of Russian-related corpora, and significantly improved the
performance of the three NLP tasks in Russian.
All above models have improved the effect of cyber

security entity recognition to a certain extent, but they
did not combine domain knowledge and data-driven deep
learning methods well. Moreover, different words in text
sentences have varying degrees of influence on the results
of NER. It is difficult to capture long-distance interdepen-
dent features in sentences with a single neural network
structure. Therefore, the recognition effect needs to be
further improved. Aiming at the shortcomings of cur-
rent methods, we propose a deep learning model that
combines attention mechanism and domain dictionary
features. In summary, the contributions of our work are as
follows:

• The attention mechanism is employed in our model
to strengthen the neural network’s ability to process
long-distance information.

• We combine domain dictionaries containing human
knowledge and data-driven deep learning methods to
improve the recognition of rare entities.

• To evaluate the model, an open source cyber security
NER dataset was used to meet the experimental
requirements. The better experimental results were
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obtained that the precision, recall and F1 value are
7.00%, 3.98% and 5.45% higher than the baseline
model.

Cyber security Named Entity Recognition
Framework
In this paper, referring to the universal NER method,
the task of cyber security NER is solved as a sequence
labelling problem. The beginning vocabulary of the entity
is marked as “B-type”, the internal and ending vocabu-
lary of the entity is marked as “I-type”, and the vocabulary
of non-entity is marked as “O”. Figure 1 shows the over-
all structure of our model. The entire model consists of 5
parts: 1) Input layer; 2) Embedding layer; 3) BiLSTM layer;
4) Attention layer; 5) CRF layer.
The input layer contains text and dictionary feature vec-

tors. The embedding layer obtains the vocabulary seman-
tic information of the text by loading the pre-trained cyber
security pre-training word embedding vector. The BiL-
STM layer performs global feature extraction and outputs
vector of the BiLSTM to the attention layer. The atten-
tion layer assigns different weights to different feature

vectors in the global features to extract local features.
After processing text embedding, external dictionary fea-
ture embedding is then loaded. The BiLSTM network
is also used to encode features to obtain phrase bound-
ary information. Finally, the joint feature vector sequence
including global features, local features and domain dic-
tionary features are inputted into the CRF decoding layer.
In the CRF layer, CRF is the named entity recogni-
tion model, which is used to predict the global optimal
labelling sequence.

Embedding layer
The embedding layer includes word embedding and
domain dictionary embedding.

Word embedding
Word embedding takes sentences in the text as input to
get its vector representation. Word embedding is a dis-
tributed word representation method, which learns the
semantic and grammatical information of words from a
large amount of unlabelled data. In order to better rep-
resent the domain semantic relevance of cyber security,

Fig. 1 Cyber security NER Model
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we adopt the word embedding vector specific to the cyber
security domain of (Roy et al. 2017). Their word embed-
ding vector contains 296,340 and 300,074 unique words
for the Malware and CVE datasets respectively. As shown
in Fig. 1, given a set of sentence input sequences at(t =
1, 2, . . . , n), the word vector representation is generated
through the preloaded token embedding matrix mapping,
denoted as xt(t = 1, 2, . . . , n), as the input of the BiLSTM
coding layer.

Domain dictionary embedding
The domain dictionary embedding is a binary-valued fea-
ture vector, which represents the candidate label of a word
based on a given dictionary. The value in the feature vector
depends on the context and dictionary and is not affected
by other sentences or statistical information. Therefore,
dictionary feature vectors provide completely different
information from statistical methods. We first construct
feature vectors for the words in each sentence according to
the dictionary and context. The dictionary is constructed
at the entity level, but the sequence is marked at the word
level. Since an entity often contains multiple words, the
entity features need to be represented in word-level tags.
We use the N-gram feature representation scheme to indi-
cate whether a word and its surrounding vocabulary group
is cyber security named entity.
Given an input sequence at(t = 1, 2, . . . , n) and an

external domain dictionary DSec, we segment the context
based on the predefined N-gram feature template to con-
struct a text segment sequence et(t = 1, 2, . . . , n). The
feature template we used is shown in Table 1.
For each sentence, a sliding window operation of size

N is performed according to the word which forms a
text segment sequence of length N. Each text segment
that appears in the N-gram feature template can gener-
ate a binary value by matching the dictionary to indicate
whether the text segment is a cyber security entity in the
dictionary DSec.
However, the N-grams feature template has the problem

of out-of-bounds phrase. For the out-of-bounds text seg-
ment, we use special tags to replace it. Finally, according
to the text segment sequence et(t = 1, 2, . . . , n) of each
input sentence, we will get the feature vector containing
the entity domain and boundary information, denoted as

Table 1 Word-based N-gram feature template

Type Feature template

2-gram xi−1xi , xixi+1

3-gram xi−2xi−1xi , xixi+1xi+2

4-gram xi−3xi−2xi−1xi , xixi+1xi+2xi+3

5-gram xi−4xi−3xi−2xi−1xi , xixi+1xi+2xi+3xi+4

gt(t = 1, 2, . . . , n). Among them, each word corresponds
to an 8-dimensional binary value vector representation.
For each sentence in the text, the process of generating

feature templates is shown in Fig. 2.

BiLSTM layer
Long short-term memory (LSTM) (Hochreiter and
Schmidhuber 1997) is a recurrent neural network. It
solves the problems of gradient disappearance and gradi-
ent explosion in the training process of traditional recur-
rent neural network (RNN) network structure and better
captures long-distance dependencies. Figure 3 shows a
typical LSTM unit structure.
The input unit of the LSTM network at time t is com-

posed of the current input xt and the previous output unit
ht−1. The entire structure is regulated by a cell state C.
The information in the cell state C is saved and updated
according to the three-gate structure.
The forgotten gate ft controls whether the current con-

tent is memorized, and with a certain probability, whether
to forget the state of the previous layer of cells.

ft = σ
(
Wf · [xt , ht−1] + bf

)
(1)

Where Wf , bf are the weight matrix and bias vector of
the forgetting gate respectively, represents the sigmoid
function.
The input gate it is responsible for processing the input

of the current position and updating the information in
C. The new cell state Ct is obtained by combining the
information from the forgotten gate and the input gate.

it = σ (Wi · [xt , ht−1] + bi) (2)

C̃t = tanh (WC · [xt , ht−1] + bC) (3)

Ct = ft · Ct−1 + it · C̃t (4)
WhereWi, bi,WC , bC are the weight matrix and bias vec-
tor of forgotten gate and cell state respectively. Ct−1 is the
cell state of the previous layer. The output gate ot controls
the information input to the next hidden unit. Performing
the tanh function operation on the updated cell state Ct ,
and then multiplying it with the output gate ot to obtain
the final output information ht .

ot = σ (Wo · [xt , ht−1] + bo) (5)

ht = ot · tanh (Ct) (6)
WhereWo, bo are the weight matrix and bias vector of the
forgotten gate and cell state respectively, ht is the output
vector of the unit at time t.
LSTM can effectively memorize and access the infor-

mation above the text, but in the task of named entity
recognition, the information contained in the text is
also important. Therefore, we use two parallel BiLSTM
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Fig. 2 Constructing dictionary feature vector based on N-gram feature template

networks to extract contextual information and poten-
tial entity boundary information. For the sentence at(t =
1, 2, . . . , n), according to the word embedding xt(t =
1, 2, . . . , n), the feature vector hxt containing context infor-
mation will be obtained. gt(t = 1, 2, . . . , n) will get the
feature vector hgt , which containing boundary informa-
tion. The two BiLSTM networks are independent of each
other and do not share any parameters. Their hidden state
can be defined as follows:

hxt = BiLSTM
(−→
h x

t+1,
←−
h x

t−1, xt
)

(7)

hgt = BiLSTM
(−→
h g

t+1,
←−
h g

t−1, gt
)

(8)

Attention layer
The attention mechanism is a selection mechanism
which is used to allocate limited information processing
capabilities. It selectively focuses on certain important

Fig. 3 LSTM unit structure
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information and accordingly ignores other information
received at the same time. The BiLSTM considers con-
text information in text processing, but does not highlight
the role of key information in the context. The atten-
tionmechanism assigns higher weights to key information
according to the importance of the information in the
text, and smaller weights to other information. In addi-
tion, the employment of the attention mechanism will
make it easier to capture long-distance interdependent
features in sentences. Thereby, it will effectively improve
the accuracy of entity recognition for cyber security.
The attention mechanism mainly contains three ele-

ments: queries Q, keys K and values V, which can be
described as a mapping fromQ to a series of K-V pairs. As
an improved model of the attention mechanism, the self-
attention mechanism is mainly used for attention within
the sequence to find the connections within the sequence,
namely: Attention (X, X, X). In Attention (X, X, X), X
refers to the input sequence and the weighted text feature
vector is output. In our model, we adopt the scaled dot
product attention mechanism. It is essentially an attention
mechanism that uses dot product for similarity calcula-
tion. Figure 4 shows the calculation method of scaling dot
product attention.
As shown in Fig. 4, first performing a MatMul on Q and

K, that is, a dot multiplication operation. Scale represents
a scaling operation to prevent the inner product of Q and
K from being too large. There is an optional Mask pro-
cess for the operation of Q and K. Then feed the value of
the previous step to the softmax function to obtain the
weight corresponding to Value. Finally, the weight and V
are dotted to get the final output.

Attention (Q,K, V) = softmax
(
QKT
√
dK

)

· V (9)

Where Q, K, and V are in vector form, and Q ∈ Rn×dK ,
V ∈ Rm×dV , V ∈ Rm×dV . The dimensions of query Q and
key K are dK , the dimension of the value V is dV . 1√

dK
refers to the scaling factor to adjust the inner product ofQ
and K.
When employing the attention mechanism, a single

attention mechanism is difficult to capture the features in
the text from multiple angles and layers. Therefore, we
use a multi-headed attention mechanism (Vaswani et al.
2017). Under the premise of not sharing parameters, each
layer in the multi-head attention mechanism maps V, K,
and Q through the parameter matrix, and then performs
the scaled dot product attention calculation. According to
the number of layers of multi-head attention h, the same
operation is executed h times. Finally, the results of each
layer are spliced to obtain feature information of differ-
ent angles and different levels. The calculation formula is
shown below:

Fig. 4 Scaled Dot-Product Attention

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
(10)

MutiHead (Q,K, V) = Concat (headi, . . . , headh)
(11)

Where WQ
i ,WK

i ∈ RdK×dK , WV
i ∈ RdV×dV , the concat

operation means to concatenate the results of each layer
after the scaled dot product attention.

CRF layer
In the CRF layer, the previous layer outputs the feature
vector hxt after passing through the BiLSTMnetwork layer.
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Fig. 5Model flow chart

By inputting three sets of the same feature vector hxt , the
information vector st is obtained through the attention
layer. Then we concatenate hxt and st to obtain the infor-
mation vector ot that combines the context feature and its
own feature. The specific formula is as follows:

st = MutiHead
(
hxt , hxt , hxt

)
(12)

ot = Concat
(
st , hxt

)
(13)

Combine the information vector ot and the domain dic-
tionary feature vector hgt containing boundary informa-
tion to obtain the final information vector representation
pt , which is used as the input of the CRF layer.
The traditional neural network layer uses the softmax

classifier to independently make labelling decisions. It
selects the label with the highest score as the label of the
word according to the score of each word corresponding
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Fig. 6 Data format conversion

to each label. But in the actual tag sequence, the tag itself
has certain constraint rules. The word label at the begin-
ning of a sentence can only be “O” or “B-type”, but not
“I-type”. “I-type” must follow “B-type” and cannot appear
alone. Therefore, in the CRF layer, we use the conditional
random field (CRF) model to decode the information vec-
tor generated by the previous layer, improve the accuracy
of label prediction by learning the constraints between the
labels, and obtain the final predicted label sequence.
Given a set of input sequence p = (p1, p2, . . . , pn), the

score y = (y1, y2, . . . , yn) of the label is predicted through
the CRF layer. At last, the softmax function is used to
normalize all possible labelled paths to obtain the condi-
tional probability of path y. The calculation formulas are
as follows:

pt = Concat
(
ot , h

g
t
)

(14)

s(p, y) =
n∑

i=0
Zi,yi +

n∑

i=0
Tyi,yi+1 (15)

Table 2 Datasets statistics

Datasets Sentences Tokens Entities

Training set 16162 595068 47628

Test set 4635 170736 14002

Validation set 2298 85345 6868

Total 23095 851149 68498

p(y | p) = exp(s(p, y))
∑

ỹ∈Y exp(s(p, ỹ))
(16)

Where p is the information vector matrix generated by the
BiLSTM layer and the Attention layer. Zi,yi corresponding
to the score of the ith word in the sentence may be the
label yi, T represents the transition matrix of the labeling
state, Tyi,yi+1 represents the transition probability from the
labeled state yi to yi+1, ỹ is the true label value, and Y is
the set of all possible label sequences.

Experiment
Figure 5 is an introduction to the specific process of the
model, which mainly includes seven steps: data prepro-
cessing, dictionary feature embedding, word embedding,
model building, model training and optimization, and
test.

Dataset
Since there is currently no unified data corpus in the field
of cyber security, we use an open source cyber security

Table 3 Number of entities included in different entity categories

Datasets ApplicationVersionHardwareOS Edition File Vendor

Training set 14053 20243 370 2829 418 1953 7753

Test set 4118 5890 110 918 102 528 2326

Validation set 1998 2951 57 405 55 309 1093
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Fig. 7 The effect of learning rate on F1 value

corpus to train and evaluate our model, which was cre-
ated by Bridges et al. (2013). The dataset is composed of
data extracted from the cyber security domain based on
machine learning algorithms, including NVD, Metasploit,
andMicrosoft Security Bulletins. There are 15 entity types
defined in the corpus. We selected 7 entity types, which
are most relevant to cyber security for model evaluation.
They are application, version, hardware, OS, version, file,
and vendor. Based on the wikipedia computer security
category page, the NVD, and CVE databases, we con-
structed a cyber security dictionary. According to the
original form provided by Bridges et al. (2013) and oth-
ers, all the data is stored in a JSON file. In order to
obtain a file that meets the requirements of the input for-
mat, we convert the file into CoNLL 2000 format as the
input of the model. Figure 6 shows the data conversion
process.
In the new annotation corpus, we removed the sepa-

ration between each corpus and the annotation in the
three corpora, and each word is in a separate line. At the
same time, the seven types of entity types we selected
are retained, and the tags of other types that are not rel-
evant are defined as “O”. Each line contains the words
and their entity types mentioned in the text, with spaces
as separators. The complete dataset contains 23095 sen-
tences. We select 70% of them as the training set, 10%
as the validation set, and the remaining 20% as the test
set. Table 2 describes the size of the dataset and Table 3
details the distribution of each entity category in different
datasets.
Our cyber security dictionary is mainly extracted from

the following three data sources, namely Wikipedia, CVE
and NVD, and cyber security blog. Wikipedia contains
page classifications of specific categories. According to
the method proposed by Zhang et al. (2017), we try

to use some candidate keywords to obtain cyberspace
security entities in DBpedia. Secondly, we use the seeds
provided by Jones et al. (2015) to apply the bootstrap
algorithm to the NVD and CVE corpus to obtain the
cyberspace security entity sets. The algorithm uses a
semi-supervised method to help mark the seeds of a
few important relationships by querying users, and iter-
atively builds on the seeds to generate a larger cor-
pus. Finally, we crawled a large number of related blogs
from some cyber security blog sites to extract their tags,
such as Cisco Security, Krebson Security and Naked
Secuirty.
The dictionary data constructed from the three datasets

was manually filtered to ensure its quality. In this man-
ual screening process, the authors of this paper coop-
erated to filter the constructed dictionary and exclude
vocabulary that did not meet the requirements. The
three authors screened the initial set of dictionaries
respectively, took the intersection of the obtained dictio-
naries, and discussed the dissent words to form the final
domain dictionary.
The final dictionary contains a total of 15,357 words,

of which 7,749 words from the NVD and CVE datasets,
3327 words from cyber security blog data, and finally 4281
words from Wikipedia. The specific data description is
shown in the following Table 4.

Table 4 Dictionary data statistics

Datasets Words Entities Tags

CVE and NVD 7749 5709 7835

Cyber security blogs 3327 1263 2124

Wikipedia 4281 920 1578
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Fig. 8 The effect of Batch size on F1 value

Environment and parameter settings
Our experiment is running on the windows 10 operating
system, using the Keras 2.24 framework, and using Python
to implement model construction and training. We select
the optimal parameters of the model by setting multiple
sets of experiments with control variables, among which
the experimental results of learning rate and batch size are
shown in Figs. 7 and 8.
As can be seen from the Figs. 6 and 7, when the learn-

ing rate and batch size are 0.001 and 32 respectively, the
F1 value of the model is optimal. The other parameters of
the model is determined by the same method. The final
settings are shown in Table 5.

Results and analysis
In order to verify the effectiveness of our proposed
method, we selected the same dataset and evaluation
indicators, and set up multiple sets of controlled experi-
ments to analyse the results.
Usually, the NER system compares the output with

human annotations to evaluate system performance. In
our experiment, we use the following three indicators to

Table 5 Model parameter settings

Parameters Setting

Word embedding size 100

Feature embedding size 25

Word BiLSTM hidden node 100

Feature BiLSTM hidden node 25

Batch size 32

Dropout rate 0.5

Optimizier Adam

Learning rate 0.001

Epochs 15

evaluate the cyber security NER model, namely Preci-
sion(P), Recall(R) and F1 value (F1). In this paper, we use
BiLSTM-CRF as the baseline model. The second model
is BiLSTM-Dic-CRF, which adds dictionary features to
the baseline model. The third model is BiLSTM-Att-CRF,
which employs the attention machine. The fourth model,
the BiLSTM-Dic-Att-CRF model, is based on the third
model and adds dictionary features.
The experimental results of these models are listed in

Table 6. It can be seen from the table that adding dictio-
nary information and attention mechanism to the base-
line model can improve the F1 value of NER for cyber
security. Therefore, adding appropriate external knowl-
edge or features to the annotation model is beneficial to
improve the recognition result. Furthermore, the employ-
ment of a multi-head self-attention mechanism captures
contextual information in multiple different subspaces,
which improves entity recognition performance for irreg-
ular text. Our BiLSTM-Dic-Att-CRF model achieves the
optimal results, with the precision rate, recall rate and F1
value are 7.00%, 3.98% and 5.45% higher than the base-
line model, respectively. It indicates that adding external
information on the basis of fully capturing sentence fea-
tures can better assist the identification of cyber security
entities.
To analyse the performance of our model in detail,

Table 7 compares the baseline model (BiLSTM-CRF) with
the performance indicators for each entity type of our

Table 6 Experimental results of cybersecurity NER

Models P R F1

BiLSTM-CRF 83.19 82.62 82.91

BiLSTM-Dic-CRF 85.37 87.25 86.62

BiLSTM-Att-CRF 85.20 84.86 85.03

BiLSTM-Dic-Att-CRF 90.19 86.60 88.36
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Table 7 Baseline and our model experimental comparison

Class (Baseline / Ours) P R F1

Application 72.79 / 84.91 71.86 / 83.20 72.32 / 84.04

OS 86.71 / 92.73 76.03 / 73.64 81.02 / 82.09

Hardware 52.56 / 65.08 37.21 / 37.27 43.62 / 47.40

Version 95.47 / 96.58 93.77 / 94.50 94.61 / 95.53

Vender 80.61 / 87.78 81.17 / 87.45 80.89 / 87.47

File 54.06 / 71.76 79.18 / 63.94 64.25 / 67.58

Edition 79.07 / 78.00 33.33 / 38.24 46.90 / 51.32

proposed model. Overall, the model achieves better per-
formance for most tags, which proves the validity of our
model. Moreover, the model performed better on the five
entity types with a high number of entities, but worse on
the hardware and edition type due to the small size of the

training set data. We can also find that deep learning algo-
rithms usually need a large amount of data tags to learn
for better prediction. In our training set, only a small num-
ber of entities are labelled as these two types. In 23095
sentences, 370 are labelled hardware and 428 are labelled
edition. These figures aremuch lower than other tags such
as application (14,053 tags) and vendor (7,703 tags).
In Fig. 9, we compare specific examples of model recog-

nition of rare entities. “app” and “ver” are the abbre-
viations for application and version, respectively. “hare”
refers to the “ hardware ” label.
For sentence 1, the baseline model failed to identify

the rare entity “Mediator Framework” and mistakenly
identified its application category as hardware, while our
proposed model could identify the correct entity type. For
the entity word “Cisco” with a large number of instances,
both the baseline model and our model can accurately

Fig. 9 Rare entity recognition instance for cyber security
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Table 8 Model efficiency analysis

Models Training time(s) Loading time(s) Test time(s)

BiLSTM-CRF 545.17 5.88 9.43

BiLSTM-Dic-CRF 576.43 7.30 11.87

BiLSTM-Att-CRF 797.46 7.16 12.20

BiLSTM-Dic-Att-CRF 1015.54 7.64 13.32

identify and classify it. For sentence 2, both models failed
to accurately identify the boundary of the entity because
the entity contained multiple words and appeared too few
times in the training set. It is difficult for both of the mod-
els to accurately learn its characteristics. Of course, this is
also a direction for future improvement of our work.
The efficiency of the model is also very important in the

application of practical scenarios. Therefore, the time effi-
ciency analysis of the model was carried out. By averaging
the multiple loading models, the learning time, loading
time and testing time of the model were calculated and
compared in Table 8.
It can be seen from Table 8 that the loading time of

each model is not significantly different. The test time and
learning time of our model are longer because the more
complexity of our model. In the experiment, the aver-
age processing time of the fastest model is the baseline
model BiLSTM-CRF, which is 4.11m/s. Correspondingly,
our model is 5.37m/s. Generally, the amount of online
application data is small, so this difference in speed is not
very obvious. However, offline applications have relatively
low requirements on time, and F1 value of our model has
been improved. In the above cases, the running time is
within an acceptable range.

Conclusion and future work
A NER method for cyber security is presented in this
paper. The experimental results show that the proposed
model obtains better results than the existing common
methods by integrating the domain dictionary features
and multi-attention mechanism. Especially the recogni-
tion effectiveness of rare entities is improved. However,
there is room for improvement in the extraction of com-
plex entity. Furthermore, text mining in the field of cyber
security is of great significance. Information extraction in
the field of cyber security still faces many challenges, such
as nested entity identification and overlapping relation-
ship extraction. In future work, we will continue to study
these issues of information extraction in the field of cyber
security.
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