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Abstr act

As a large-scale, high-density multi-hop network becomdsathés in many applications, there
exists a greater demand for scalatmiebile ad hoc networkMANET) architecture. Due to the
increased route length between two end nodes in a mpltM@NET, the challenge is in the
limited scalability despite the improved spatial diversity in a large network ar€pmmon to most
of existing approaches for a scalable MANET is lthke cluster architecturdLCA), where mobile
nodes are logically partitioned into groups, caldasters Clustering algorithms select master
nodes and maintain the cluster structure dynamically as moos. Routing protocols utilize the
underlying cluster structure to maintain routing and locaindormation in an efficient manner.
This paper discusses the various issues in scalable ellistetwork architectures for MANETS.
This includes a classification of link-clustered aretiitires, an overview of clustering algorithms

focusing on master selection, and a survey of cluster-wasédg protocols.
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1. Introduction

Mobile ad hoc networKMANET) is an infrastructure-less multihop network wiheeach node
communicates with other nodes either directly or indirettttpugh intermediate nodes. Since
MANETs are infrastructure-less, self-organizing, rapidgployable wireless networks, they are
highly suitable for applications involving special outdoor everspmunications in regions with
no wireless infrastructure, emergencies and naturaltdisagsnd military operations. Handling
node mobility may be the most critical issue in a MANEfd thus previous research efforts have
focused mostly on routing or multicasting protocols thatiltés consistent performance in the
presence of wide range of mobility patterns.

As large-scale, high-density multi-hop networks become nuesirable for many
applications, a greater demand exists for scalable MAMEhitecture. However, when the
network size increases, routing schemes based on theeftabork topology (or flat routing
protocols) become infeasible because of high protocol overheddumareliability/interference
caused by broadcasts, which is due to network-wide floaafimguting-related control packets [1,
2]. Recently, a number of studies have addressed thidepn. For example, lat al. suggested
that a large-scale multihop network is feasible only winest of communication is local so that the
broadcasts of routing-related control packets are restrio the local areas rather than flooded to
the entire network [3]. Morrigt al. considered scaling of MANETs to hundreds of thousands
nodes, where control packets are not flooded but directed oslynme particular locations where
the intended destination is most likely to be located [Grossglauser and Tse also proposed an
approach where each node localizes its data transfers feyibgfthe traffic until the destination
node is within its radio range [5]. While the last solutinoreases delay and requires a large
buffer at each node, the first two approaches either regupecial facility such as GPS (Global
Positioning System) to track nodes’ locations or assumnerwinication traffic follows a certain
pattern.

Recently, more general approaches for a scalable MAN&E Hbeen explored in the
literature [6-18, 32, 33, 36]. A common aspect to these agipesais that the flat network
topology is restructured to produce thiek cluster architecture(LCA), which is one of the
promising architectural choices for a scalable MANET [6]ypically, an entire multi-hop
MANET is divided into a number of one- or two-hop networdal|edclusters and the clusters are

independently controlled and dynamically reconfigured as node&. Within each cluster, one



node is chosen to perform the function ofmastet and some others to perform the function of
gatewaysbetween clusters. The cluster architecture improves dakalslity by reducing the
number of mobile nodes participating in some routing algorithinich in turn significantly reduces
the routing-related control overhead. Other advantageslems chances of interference via
coordination of data transmissions, and more robustnehg ievent of node mobility by judicially
selecting stable nodes as masters.

This paper presents a survey of routing protocols forerledtarchitecture in a large-scale
MANET, which can be classified into the following twgpes:

» LCAfor Routing Backbone and

» LCAfor Information Infrastructure.
The latter type overlays an information infrastructina supports an efficient means of providing
routing information, and the former type constructs aimgubackbone which not only maintains
routing information but also delivers data packets to intrdkstinations. Master nodes in a
cluster architecture-based protocol collectively maintainting information of all mobile nodes.
For nodes in each cluster, a proactive scheme (distamter \a& link state) is quite reasonable
because the network diameter of each cluster is usually anththus the corresponding control
overhead is not high. However, for nodes outside of a clustér,neaster node uses either one of
the following routing principles as in flat routing protocols

» Proactive update or

» On-demand searching.

The paper is organized as follows: Section 2 presentsclimssification of cluster
architecture-based routing protocols for MANETs based on dbevementioned cluster
architectures and routing principles. Sections 3 and 4 idesoumerous cluster-based routing
protocols with the discussion on cluster type they constcactesponding control and clustering
overheads, and advantages and disadvantages. In partBataipn 3 focuses on routing
protocols on LCA for routing backbone and Section 4 on thosedban LCA for information
infrastructure. Section 5 summarizes all the cluster-bpsgdcols with comparisons and draws

conclusions.

! Master nodes are alternatively called as clustads [9], coordinators [32], core [35], leader][81a member of dominating set [10]
or a backbone network [11].



2. Classification of Cluster Architecture-based Routing Protocols

Before discussing each protocol in detail, this sectionigesvthe classification of cluster-based
routing protocols. The classification is based on clusterctsres these protocols build and
routing methods they employ to find the destination node atdbnation node’s master. Section
2.1 briefly overviews flat routing protocols proposed for MAT$. Section 2.2 introduces several
cluster structures and their characteristics. Secti@nirgiroduces routing principles used in

cluster-based routing protocols and the overall classibicati

2.1 Flat Routing Protocols and Their Scalability

The routing protocols proposed for MANETs are generaltggaized as eitheable-drivenor
on-demand driveased on the timing of when the routes are updated. tsite-driven routing
protocols, each node attempts to maintain consistent,-datéorouting information to every other
node in the network. This is done in response to changdse inegtwork by having each node
update its routing table and propagate the updates togfisbhaging nodes. Thus, it oactivein

the sense that when a packet needs to be forwarded tlee isoatready known and can be
immediately used. As is the case for wired netwotes rbuting table is constructed using either
link-stateor distance vectoalgorithms containing a list of all the destinations,rtbgt hop, and the
number of hops to each destination. Many routing protoiraleiding Destination-Sequenced
Distance Vecto(DSDV) [19] andFisheye State RoutinSR protocol [20] belong to this category,
and they differ in the number of routing tables manipulated the methods used to exchange and
maintain routing tables.

With on-demand driven routing, routes are discovered only vehenurce node desires
them. Route discoveryand route maintenanceare two main procedures: The route discovery
process involves sending a route request packet from a souitsengighbor nodes, which then
forward the request to their neighbors, and so onl tim# route request packet reaches the
destination node. Once the route is established, some fbrmoute maintenance process
maintains the routes in each node’s internal data steictiEach node learns the routing paths as
time passes not only as a source or an intermediate nodésbwts an overhearing neighbor node.
In contrast to table-driven routing protocols, not all oqgiite routes are maintained at every node.
Dynamic Source Routin(PSR) [21] andAd-Hoc On-Demand Distance Vect@ODYV) [22] are
examples of on-demand driven protocols.

Now consider the scalability of these flat routing protoesisietwork size increases with



the number of mobile nodes, The total effective bandwidth increases@(s) because more
concurrent transmissions can be supported. However, thasitage of spatial reuse is diminished
due to the increased path leng®(r{) in a larger network area. For this reason, ndtwade
end-to-end bandwidth remains the same even though netwerknsieases [23, 24]. While this
scenario holds for data traffic, this is not true ¢ontrol traffic caused by the underlying routing
protocol. The increased path length causes more chdnoeite failures and results in higher
overhead to maintain the routes. More importantly, iakde-driven routing protocol, the size of
routing table grows as function 6f(n) as network size increases and the control traffictdube
periodic exchange of the routing tables grows as functid®(io}) because more number of nodes
exchange larger tables. In an on-demand routing protocolesuflSR, a route request packet is
broadcast to a larger number of nodes with higher frequandythus the control traffic is also
increased as function @f(n?).

In addition to the higher protocol overhead mentioned above, adeatee-MANET
suffers from unreliable broadcasts. Unlike unicast commatipit that usually employ®ur-way
handshakdRequest-to-Send, Clear-to-send, Data, and Acknowleddgraekets) [25] to improve
link-level reliability, broadcasts are inherently unrel@abh wireless ad hoc networks. A
large-scale MANET aggravates the problem because sucticasia are performed in a series, one
after the other [1]. Redundant broadcasts and cootgatillisions among the broadcasts [26]
significantly increase the control overhead in a largeesdeiNET.

2.2 Cluster Architectures

Cluster architecture is a scalable and efficient solutimnthe abovementioned problems by
providing a hierarchical routing among mobile nodes. Fishdws different cluster architectures
with different level of cluster overlapping and differensgensibilities imposed on master nodes.
As introduced in Section 1, they can be broadly categ@iizto two types based on how the master
nodes are utilizedL.CA for Routing Backbonand LCA for Information Infrastructure A
straightforward difference between the two types is tietformer imposes more responsibility on
master nodes but the latter needs to provide an additior@ddamiem for routing. An important
design issue in the information infrastructure approatb gelect a set of master nodes that gather
and scatter routing information with minimal overhead. tBe other hand, in the routing
backbone approach, maintaining master-to-master connectiorsgimbvel topology among the

masters are more important issues in order to delater mhckets efficiently.
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Fig. 1. LCA classification.

Fig. 1(a) shows examples of routing backbones through vditd packets are routed.
Depending on the number of gateways between two madtessate called acCA for routing
backbone with a single gatewdySG andwith no gatewayLNG), respectively. In LNG, master
nodes perform the functions of gateways, and thus, interteetbiaes in a routing path consist only
of masters. Span [32], NTDR networking [33], and GAF @4 example protocols that construct
LNG. CGSR [27], HSR [28], CBRP [30], ARC [31], DSCR [27JdaLANMAR [29] construct
LSG. Note that CBRP and ARC also allow two neighlzprinasters to contact directly or
indirectly via a pair of gateways. This is to avoiedguent changes in masters and prevent network
partitioning as will be discussed in Section 3.1.

Approaches for constructing routing backbones shown in Fig.ih{@se high demand
on channel bandwidth arréquire node stability on the backbone nodes to prevent hetie as
well as a single point of failure. In addition, they magult in suboptimal routing paths because
every intermediate node must be either a master or a gateWherefore, an alternative solution is



to construct a virtual infrastructure that serves onlgagainer for routing information as in Fig.
1(b). Routing is carried out based on the flat routing grlacivithout going through masters but
route searching is more localized based on the virtuatnmafion infrastructure [11]. CEDAR
[35], ZRP [36], ZHLS [37] and GLS [38] routing protocols fato this category. It is noted that
the last two protocols use geographic location informatiotaioed via GPS to define clusters,
which we refer to as.Geo (LCA for information infrastructure with geographic informatjon
Once a destination’s physical location is obtained, a mificent routing scheme can be employed.
Other protocols define clusters based on logical connectwitich we refer to akLog (LCA for
information infrastructure with logical connectivity DDCH [11] and MMDF [13] are also
efficient clustering algorithms but not complete routing @rots, which we also include in our

discussion.

2.3 Cluster-based Routing Protocols
The main idea behind constructing an LCA is to reducerdtiéing-related control overhead
involved with searching for the destination node in a larg@or&. Each master node can easily
maintain the location information of ordinary nodes m dluster using local communications.
However, in order to obtain information of a destinatiodeD in a remote cluster, each master has
to perform the following tasks: Identify the cluster whére destination node or its master node
Mp is located, and forward data packets towdrdand let it deliver the packets B Therefore,
the node-master associatidD, (Mp) for all nodes must be maintained. A cluster-based routing
protocol updates the association table based on either

* proactive update of the association of all nodes or

» on-demand searching fMp corresponding t®
among master nodes over the underlying cluster structure.

Proactive approaches can provide a faster data deliverya batge table containing
associations for all mobile nodes needs to be periodipatlpagated. Notice, however, that the
corresponding overhead is far less than that of maintalimkgtatus or distance vector to all nodes
because node-master association changes less frequenthyithéess link status. Moreover, by
applying a more stable cluster structuring algorithm, whichwile discuss in Section 3.1, the
update period can be greatly reduced. On the other f@andn-demand approaches, the master
nodeMp is searched based on typicalite discovery proceduras used in on-demand flat routing

protocol such as DSR [21] or AODV [22]. The underlying clusteucture is used to relay the



route request packet in order to avoid the overhead of rletwide search. Table 1 summarizes

cluster-based routing protocols and their characteristics.

Table 1: Cluster-based protocols and their cluster artinitsc

Cluster Routing principlefor nodes outside of a cluster
architecture Proactive update On-demand searching
LSG with master-to-gateway routing LSG (no or two gateways are also allowed)
(Section 3.2): (Section 3.2):
CGSR (Cluster Gateway Switching CBRP (Cluster Based Routing Protocol) [30]
LCA for Routing) [27] ARC (Adaptive Routing using Clusters) [31]
routing HSR (Hierarchical State Routing) [28]
backbone LNG with master-to-master routing
LSG with flat routing (Section 3.2): (Section 3.3):
DSCR (Destination Sequenced ClusterirlgSPAN [32]
Routing) [27] NTDR (Near-Term Digital Radio) [33]
LANMAR (Landmark Ad Hoc Routing) | GAF (Geographic Adaptive Fidelity) [34]
[29]

LLog (Section 4.2):
CEDAR (Core-Extraction Distributed Ad Ho
Routing) [35]

()

LCA for ZRP (Zone Routing Protocol) [36]
information
infrastructure LGeo (Section 4.3):
ZHLS (Zone-based Hierarchical Link State)
[37]

GLS (Grid Location Service) [38]

3. LCA for Routing Backbone

One important design problem in constructing an LCA farting backbone is to select master
nodes so that they can form an efficient routing infrestire. Section 3.1 discusses the master
selection and cluster maintenance algorithms for LBGLANG in a MANET. Sections 3.2 and
3.3 discuss the LSG- and LNG-based routing protocols, résplgct

3.1 Clustering Algorithms

Designing a clustering algorithm is not trivial due tofibllowing reasons. First, electing a master
node among a set of directly connected nodes is not straighttbbgaause each candidate has a
different set of nodes depending on the spatial location anédietransmission range. Second,
a clustering algorithm must be a distributed algorithm and lide @@ resolve conflicts when
multiple mutually exclusive candidates compete to become a maskhird, the clustering

algorithm must be able to dynamically reconfigure the clustrercture when either some nodes



move or some masters need to be replaced due to overloadimglly, another difficulty is that, in
the presence of mobility, it must preserve its clustercgire as much as possible and reduces the
communication overhead to reconstruct clusters [7]. Below wile discuss the cluster
construction problem involving the first two issues, and tbgplain the cluster maintenance

algorithm that must deal with the last two issues.

1 2 5 6 4 5 6 7
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Fig. 2. Master selection algorithms.

Master Selection Algorithmsfor L SG

There are various clustering algorithms used to consiru&G. In thadentifier-based algorithm
[6], a node elects itself as a master if it has theebt-numbered identifier in its uncovered
neighbors, where any node that has not yet elected ittermassaid to be uncovered. Fig. 2(a)
shows the process of master selection based on this algoritdades 1 and 4 elect themselves as
masters and nodes 2 and 3 are covered by those mastereng Antovered nodes (nodes 5, 6 and
7), node 5 elect itself as a master because it has thstlmeatifier. By definition, a master node
cannot have another master as a neighboring node and thusalgbiithm produces an
single-gateway structure. Thkennectivity-based algorithii6] uses the node connectivity instead

of node identifier to determine a master because it poligntimvides a cluster structure with less



number of masters. (When a tie occurs, node identifieséd to resolve the conflict.)

In therandomized clustering algorithfi@3], a node elects itself as a master if it does not
find any masters within its communication range. Sinagtiple candidates may compete to
become a master, conflicts are resolved by a random deldmat is, when a node detects no
neighboring master nodes, it first waits for a randosghected time. If it still detects no master
nodes after the delay, it now becomes the master and imnigdiab®unces this information to its
neighbors. This algorithm is logically the same as thetiiier-based algorithm when the random
wait time is translated to the node identifier. Huaptive clustering algorithrmproposed in [7]
forms disjoint clusters, where each cluster is assignddferent communication channel from
those in neighboring clusters.  Without this assumptiom #fgorithm is equivalent to
identifier-based clustering algorithm and results in a skgglteway network.

Identifier- or connectivity-based algorithms are the basistering algorithms used in
most of cluster-based routing protocols. In order to implg these algorithms, each node
periodically broadcasts its identifier or connectivity infatran to its neighbors and elects a master
which has the lowest identifier or the highest connectivitjowever, it is important to note that
these clustering algorithms may not form a connected cls$tecture. It happens when the
overlapping area between two adjacent clusters does neatircamty single mobile node and thus
there is no node assuming the task of a gateway betweenltsters. For example, Fig. 2(b)
shows the same ad hoc network as in Fig. 2(a) but withrelifexssignments of node identifiers.
Identifier-based clustering algorithm selects nodes 1 andhvé&aters but there is not a single node
which is included in both clusters.

CBRP [30] and ARC [31] protocols take this problem intocamt by allowing a pair of
gateways between two masters. In Fig. 2(b), nodes b ahduld work as gateways between two
clusters. However, it takes a larger data exchange ebatweighboring nodes. Periodic
broadcasts by each node are piggybacked with information otermazdes that the node can
contact directly or indirectly via another node. Thus, eaaster is able to find out other
neighboring masters that are 2 hops as well as 3 haps aw pair of gateways orjaint gateway

[31] can thus be found for two nearby masters that areatepdry three hops.
Cluster MaintenanceAlgorithmsfor L SG

Now, we consider the cluster maintenance procedure. Mobfliordinary nodes can be simply

handled by changing its master node accordingly. Mobilitg ofiaster node is a more difficult

10



problem not only because a new master node must be electatbbuiecause it may affect the
entire cluster structure of the network. The identifiesduhclustering is more stable than the
connectivity-based clustering because connectivity changes fithgas nodes move. In [7], the
authors measured the stability of cluster architecturebgting how many nodes migrate from one
cluster to another and demonstrated the importance ofabiditgtfactor by showing that it directly
affects the general network performance.

There are some mechanisms to make the cluster struntwree stable. Least Cluster
Change(LCC) clustering algorithm is the most common denominator, wisiclséd in CGSR [27],
CBRP [30], ARC [31], and DSCR [27]. The two LCC rules as follows:

() When an ordinary node contacts another master, nogehm mastership occurs without
re-evaluating the basic master selection rule such as tldves highest-connectivity
clustering algorithm.

(i) When two masters contact each other, one gives upédtdership based on the basic rule
among the two but not among all possible candidates. Some imotlee loser’s cluster
should re-elect a new master since they are not withittahemission range of the winning
master.

However, the problem the second LCC rule is that it canecauippling effect across the network.
CBRP [30] modifies the rule a step further to propose tbatéention rulé to reduce the frequency
of changes in mastership. Unlike the second LCC rule stdiede, two masters are allowed to
contact each other for less than the predefined contgoéiood. The contention rule is effective
when two masters contact temporarily and are sepairagedhort period of time. ARC protocol
[31] adopts the revocation rulé replacing the second LCC rule: When two masters comtihbt
each other, one master becomes an ordinary node only whelnsiter becomes a subset of the
other master’s cluster. In other words, CBRP and A&fiporarily allow a cluster structure with
no gateway.

However, a highly stable structure may easily overloadnthster nodes. This may
produce many undesirable problems because every mobile node isnilyhédentical in its
capability as well as its responsibility in a MANET. huB, it is necessary to change the master
nodes periodically in order to prevent overloading and to effisiuness.

Master Selection Algorithmsfor LNG

Themaximal connection algorithifd0] shown in Fig. 2(c) is the most straightforwardgateway

11



algorithm. A node elects itself as a master if there tax® neighbors that are not directly
connected. With this clustering algorithm, master nodesatioidy provide a routing backbone
that always guarantees the shortest path. In otherswimtgérmediate nodes of the shortest path
between any two nodes are all master nodes. To see th@deroan intermediate node (for
example, node 5 in Fig. 2(c)) along a shortest route batwedes 1 and 6 (route 1-2-5-6). Node 5
relays packets between the proceeding (node 2) and the sucaeedin@ode 6) along the shortest
path but, since this node is a part of a shortest routee tfwe nodes are not directly connected.
Therefore, by definition, the intermediate node (node 5) must faster node because there are
two unconnected neighbors.

The Span algorithm32] is a similar scheme but produces less number of mastkes.

To select the master nodes, the Span protocol employs duisthimaster eligibility rulewhere
each node independently checks if it should become a mastat.o The rule isf two of its
neighbors cannot reach each other either directly or via one or two magtatsould become a
master[32]. In Fig. 2(d), unlike the maximal connection algorithm, n8de not a master node
because two of its neighbors, nodes 1 and 4, can be conmictedaster node 2. A randomized
backoff delay is used to resolve contention. By definitiongach pair of nodes that are two hops
away, they are directly connected or there is a two-hagiree-hop route where all intermediate
nodes are masters. In other words, master nodes conndetaangdes in the network providing
the routing backbone. Therefore, the Span algorithm produnegateway network, even though
the paths are not always the shortest.

Master overloading is also a problem in LNG. In the Salgorithm, a master node
periodically checks if it should withdraw as a masteat gives other neighbor nodes a chance to
become a master. Ordinary nodes also periodically deteiifiiney should become a master or
not based on the master eligibility rule stated above. Tablanmarizes the clustering algorithms
for LSG and LNG.

12



Table 2: Clustering algorithms for LCA for routing backbone.

CBR Protocal Clustering Comment
algorithm
CGSR [27] | Basic + LCC “Basic” means the clustering algorithm based on thes$bw
algorithm identifier or the highest connectivity.

HSR [28] Basic algorithm

DSCR [27] | Basic + LCC
algorithm
LANMAR | None Group mobility is assumed so that relative relatignamong
[29] mobile nodes in a group doesn’t change over time anduitses
in a natural clustering.

CBRP [30] | Basic + LCC + | A pair of gateways is allowed between two clusters.
Contention rule
ARC [31] Basic + LCC + | A pair of gateways is allowed between two clusters.
Revocation rule

Single
gateway

NTDR [32] | None It is assumed that nodes are clustered araundmber of
geographic locations and they naturally form clusters.

No SPAN [33] | Span algorithm Master eligibility rule is defd.
gateway| GAF [34] None A network area is geographically partéigninto grids andg
each node can easily associate it with the correspgndin
cluster.

3.2 LSG-based Routing Protocols

For cluster-based routing protocols, maintaining node-massaciation D, Mp) of all mobile
nodes in a MANET is the key issue. Routes to local nadesach cluster are usually updated
using a proactive algorithm, i.e., each node broadcastsktstate to all nodes within its cluster.
Since they share the same master, their node-masteciadms are automatically updated.
However, node-master association of remote nodes is nmadtaither proactively or reactively.
This section discusses six cluster-based routing protdooisproactive (CGSR, HSR, DSCR and
LANMAR) and two on-demand protocols (CBRP and ARC). Niftat, even though these
protocols are all based on single-gateway cluster strudivoeprotocols (DSCR and LANMAR)
use flat routing scheme rather than conventional masgattway routing. Nevertheless, we
categorize them as LSG protocols because data packeatsuéed via ordinary nodes towakdb,

thus one master node plays an important role in routing.

CGSR and HSR: Proactive Protocol with Conventional M aster-to-Gateway Routing

In CGSR(Cluster Gateway Switching Routinf27], each master node maintains the distance and
vector to all other masters based on the DSDV routingiptaén  The next hop node to each of the

neighboring maters should be a gateway shared by the Itwters and thus CGSR offers a

13



hierarchical master-to-gateway routing path. Each nodeskeé&luster member tablevhere the
node-master associations of all mobile nodes in the nete@lstored, and this information is
broadcast periodically to other nodes. Upon receiving a packetde consults its cluster member
table and routing table to determine the nearest master thiemgute to the destination. Next, the
node checks its routing table to determine the particular natledh be used to reach the selected

master. It then transmits the packet to this node. F&). &fows an example of the CGSR

o
: il
2 ‘ ® ] Level 1

routing protocol betweeg andD.

______

©®---4----

e B C \
SR DR /
\

Level O

© Master
o Gateway
(a) CGSR o Ordinary node (b) HSR

Fig. 3. CGSR [27] anHSR [28] protocols

(Proactive maintenance of node-master associations amdrt@®nal master-gateway routing paths)

The HSR (Hierarchical State Routingdrotocol [28] combines dynamic, distributed
multi-level hierarchical clustering with an efficientcldion management. It maintains a
hierarchical topology, where elected masters at the |loeest become ordinary nodes of the next
higher level. The ordinary nodes of a physical clusteth@dwest hierarchy) broadcast their link
information to each other. The master summarize<litster’s information and sends it to
neighboring masters via gateway as it is in CGSRg. 3b) shows an example of the HSR routing
protocol with three levels of hierarchy.

In HSR, a new address for each nduerarchical ID (HID), is defined as the sequence of
MAC addresses of the nodes on the path from the top hieraechiie node itself. This
hierarchical address is sufficient to deliver a packéistdestination by simply looking at the HID.
However, the drawback of HSR also comes from using HID, wigghires a longer address and

14



frequent updates of the cluster hierarchy and the hiécaichddresses as nodes move. In a
logical sense, this is exactly the same as the “clustenber table” defined in CGSR. However,
in case of HSR, the main difference is that theesgonding overhead depends on mobility, and it

may become zero when nodes do not move and there is no HiBecha

DSCR and LANMAR: Proactive Protocols with Flat Routing toward Mp

DSCR(Destination Sequenced Clustered Routify] is similar to CGSR and HSR in that each
node maintains the distance and vector to all masterdhasndomplete information o { Mp)
association of all mobile nodes. The main differencinas DSCR forwards the data packets to
the next hop node, which is not necessarily a master oraayate In fact, the concept of gateway
is not defined in DSCR and data packets are deliveregllbas a flat routing scheme. A clear
advantage of the DSCR protocol is that the route acauiditne is very small and the routing path
is usually the shortest one because it does not need to gghtwther masters or gateways except
the destination’s master. Fig. 4 shows an example of 8@&RDrouting protocol.

© Master

o Gateway
o Ordinary node
Fig. 4. DSCR [27] and LANMAR [29] protoco
(Proactive maintenance of node-master associations amdutang scheme used to deliver packets towagli M
In LANMAR(Landmark Ad Hoc Routing29], nodes move as inherent groups and there is a

master node, called dahdmark” in each group. As in DSCR, each node periodicallyharges
topology information with its immediate neighbors based on F&Ring principle [20] and
exchanges distance vector table to all masters. BkeuDiSCR, node-master associations do not
need to be updated because they are known to all the pditigipgodes. Advantages of
LANMAR are small route acquisition time and the shortesting path. As in DSCR, a routing
path does not go through any master nodes, including the destmatimster nodeMp. When
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the packet reaches near the destination cluster, any nodeecedives the packet may know the
destination as one of its neighbors and directly deliveeptcket rather than forwarding it K.
Fig. 4 shows an example of the LANMAR routing protocol, Wwhis conceptually the same as
DSCR.

CBRPand ARC: On-Demand Protocols with Conventional M aster-to-Gateway Routing
(Allowing No, Single or Joint Gateways)

In CBRP(Cluster Based Routing Proto¢dB0] andARC (Adaptive Routing using Clusterg1],
each node periodically broadcasts its link state to ighieirs as in CGSR and HSR with additional
information on neighboring masters which it learns frasnnieighbors rieighboror node tablg
Therefore, a master is aware of all the ordinary nodés cluster and all neighboring masters that
are two hops and three hops awelygter adjacencyr cluster master tabje and thus, they support
a pair of gateways between two clusters. For eadhbeiing cluster, the table has entry that

contains the gateway through which the cluster can be racitethe master of the cluster.

)
20
m

Joint gateways Joint gateways

©® Master

Unidirectional links Multiple gateways

o Gateway

O Ordinary node

(a) CBRP (b) ARC

Fig. 5. CBRP [30] ad ARC [31 protocol.
(On-demand searching for node-master association and
conventional master-gateway routing paths allowing agbajateways between clusters)

For O, Mp) association, CBRP and ARC take an on-demand approatke(CGSR and
HSR). When a sourc& has to send data to a destinatibn,route request packets are flooded
only to the neighboring masters. On receiving the regaestaster checks to seeDfis in its
cluster. If so, then the request is sent directip#odestination; otherwise, the request is sent to all

its adjacent masters. When the route request redxhitseplies back td via the intermediate

16



masters and gateways. Fig. 5(a) and 5(b) show exawoifplee CBRP and ARC routing protocol,
respectively.

While the route reply packet goes through the master-tavgsteouting path, intermediate
masters can calculate an optimized hop-by-hop route vidnlearding the reply packet. Thus,
data packets may not follow the master-to-gateway roygath and offers the shortest path [30].
Fig. 5(a) shows an example of the CBRP routing protocalunique feature to the CBRP is that
this protocol takes asymmetric links into account, winetkes use of unidirectional links and, thus,
can significantly reduce network partitions and improveinguperformance.

Two new ideas in ARC are: (i) Master revocation rulepteserve the existing cluster
structure as longer as possible and thus reduce the clustegrigead (see Section 3.1), and (ii)
multiple gateways between clusters for more stable commscti While data packets are
forwarded through the hierarchical master-to-gatewayting path, packet header in each data
packet contains a source route in the form of master-stemaonnections. The benefit of this is
that each intermediate master can adaptively chooateway when it forwards the data packet to
the next hop master, and thus provides better packet delivaabitity.

3.3 LNG-bhasad Routing Protocols (On-demand Protocols with Master-to-M aster Routing)

One of main benefits of building a no-gateway structuren&gy conservation in addition to the
routing efficiency. Each node can save energy by switchingatde of operation intsleep mode
when it has no data to send or receivBpan[32] andGAF (Geographic Adaptive Fideli}y[34]
adopt this approach. INTDR (Near-Term Digital Radip [33], each node saves power by
reducing its transmission power just enough to reach lecEswhile a master should have a large
transmission power to reach nodes in remote clusters. ither €ase, LCA is essentially used,
where a master node coordinates the communication on behadfirtdiny nodes in its cluster.

One clear difference between Span and NTDR is the poweelel they assume. The
cluster architecture in Fig. 6(a) is based on symmetiger model as used in the Span protocol,
where master nodes have the same radio power and thus thdéraagmission range as ordinary
nodes. On the other hand, Fig. 6(b) shows the asymmetric powszl msed in the NTDR
protocol, where master nodes have longer transmission rakigiele Span uses a distributed
clustering algorithm discussed in Section 3.1, NTDR doesismtany specific clustering algorithm
because it is assumed that nodes are naturally clustesespiecial environment such as a military
setting. On-demand routing principle is used in Span andR&nd route request packets and
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data packets follow master-to-master routing path.

© Master O Ordinary node )

(a) Symmetric power model (Span) (b) Asymmetric power model (NTD|

Fig. 6. LNG architecture with different power models

Routing and energy efficient operation in GAF protocol [34 similar to Span but the
clustering algorithm is fundamentally different. In GA¢ach node uses location information
based on GPS to associate itself withvattial grid” so that the entire area is divided into several
square grids, and the node with the highest residual energy wich grid becomes the master of
the grid. Other nodes in the same grid can be regardestlasdant with respect to forwarding
packets, and thus they can be safely put to sleep withoritiGing the ‘touting fidelity” (or routing

efficiency).

4. Cluster Architecture for Information Infrastructures

For a large network with many nodes and frequent topoldgnges, mobility and location
management of all mobile nodes pose a high demand of netraéfiik.  The main objective of an
LCA for information infrastructure is to select at s master nodes, which possess routing
information of all nodes, so that every ordinary node caohrat least one master within a certain
bounded number of hops, e.¢,hops. Searching for the destination node’s location and the
corresponding routing path is localized within kahop cluster rather than an expensive
network-wide search. As discussed in Section 2.2, lttgter structure is based either on logical
connectivity (LLog) or geographic information (LGeo). SecHoh discusses the master selection
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algorithms that use these types of LCAs. Section 4.24aBddiscuss LLog- and LGeo-based
routing protocols, respectively.

4.1 Clustering Algorithms

The clustering algorithms for TLCA for information inftaucture turns out to be tinginimum set
covering (MSQ problem, or called aminimum dominating setMDS) problem over a graph
representing the ad hoc network. It finds a smallest ruwiomasters such that every node in the
network is “covered” withirk hops [1, 11, 13, 35]. The MSC or MDS problem is a well-kmow
NP-hard problem [1, 11, 13]. A number of heuristic clustegtgprithms have been proposed to
select master nodes that approximate a MDS without megdd global computation. Note that
the basic idea of the heuristics is to select lowest-itiginest-connectivity node as discussed in
Section 3.1 with the competition extendedktbop neighbors rather than just direct (one-hop)
neighbors.

The CEDAR (Core Extraction Distributed Ad Hoc Routingorotocol [35] is a
connectivity-based algorithm witk = 1. In order to provide stability to the master sébect
algorithm, it gives preference to master nodes alreadyemres its neighbors. Among those
master nodes, the one that has more nodes in its clustgveis a higher priority. DDCH
(Distributed Database Coverage Heurigtifll] is another connectivity-based master selection
algorithm for the MSC problem: (i) A link state algoritisnemployed with the range of link
update limited tdk hops. (i) A node is either a master or an ordinary nod@ ordinary node
can be in one of three states suclh@snal panicandsamaritan A node enters the panic state if
there is no master withik-hop cluster. It sends and receives state packets @khnops. If it
has the maximum number of panic nodes withik-t®p cluster, it becomes a master node.

MMDF (Max-Min D-Cluster Formation[13] provides another heuristic algorithm for the
same MSC problem in the context of ad hoc networks. UnlikBAREand DDCH, it is an
identifier-based algorithm also extendedktbop cluster. While identifier-based algorithms are
more stable than connectivity-based algorithms (see S&tignthey may have a balance problem
because every ordinary node in the overlapping area of two neladigrs selects the higher-id
master. Since the overlapping can be quite largekih@p cluster structure, cluster sizes tend to
be very different and unbalanced. MMDF addresses tlublggn by using twdk rounds of
information exchangeflbodmaxandfloodmin). During the firstk rounds, each node selects the

highest-id node in each nodé&shop cluster and then, during the secénbunds, it selects the

19



smallest-id node among the survivals in the fiksbunds. One of the features of the MMDF

heuristic is that it tends to re-elect existing masésten when the network configuration changes,
and also, there is a tendency to evenly distribute thelennbdes among the masters, and evenly
distribute the responsibility of acting as masters amongpdks.

The clustering approach @gRP(Zone Routing Protocp[36] is unique in that every node
is regarded as a master. Each node defines itskdwp cluster and maintains a set bbfder’
nodes as gateways to neighboring clusters. Thus, it doegeqote a specific master selection
algorithm.

In ZHLS(Zone-based Hierarchical Link Statg87] andGLS(Grid Location Service[38],
constructing a cluster structure is straightforward base@PS-like location facility: The network
area is geographically partitioned into clustensds) and each node can easily associate it with the
corresponding cluster based on its physical coordinates. HiSZthere are no masters but
gateways are defined as the ones that have links to eighlgrids. Note that a gateway in this
case is included in just one cluster. While exchanging liate shformation between neighbors,
each node recognizes itself as a gateway and it usetothd souting information when relaying
packets to neighboring grids.

In GLS [38], the grid structure has amore than one levehtiby as in the HSR protocol
discussed in Section 3.2. For example, four small sizéts gare combined to become a
higher-level grid. Each node is located exactly one gridach size and one master for each of
the grid maintains the location information of the nodehis Theans master nodes for a node are
relatively dense near the node but sparse further away fronottee A unique feature to GLS is
that there is a set of master nodes for each ordirady, rdetermined byconsistent hashingbut
the set is totally different from node to node. The rulestect the master of nod2is: A node
with the least identifier greater than D’s identifier among the candslfiecomes a master of D,
where id space is considered to be circulain short, for a given id and a set of candidates,
master node can be deterministically determined. Afsetasters for a destination node is used
when searching for the location of the node, which we willarpn detail later in Section 4.3.

Table 3 summarizes clustering algorithms used in LLog arebLG
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Table 3: Clustering algorithms for LCA for information mftructureK-hop clustering).

LCA Protocal Cluster structure Clustering algorithm

CEDAR [35] | No gateways Connectivity-based algorithm with.

Preference is given to a master which has a
LLog larger number of ordinary nodes in |ts
cluster.

ZRP [36] Every node is a master. Every node maintaiighhers within its
k-hop cluster and “border” nodes gas
gateways.

ZHLS [37] No masters Gateways links to neighboring grids and

Multiple gateways between clustersmaintain information of the nodes within its
LGeo grid.

GLS [38] Every node has a different set|dbrid hierarchy is formed where each node is

masters (location servers). located exactly one grid of each size.

4.2 L Log-based Routing Protocols

As discussed previously in Section 3, maintaining node-massgarciationd, Mp) of all nodes is
the key design issue in a large-scale MANET. In thdien, we discuss two routing protocols
(CEDAR and ZRP) that utilize cluster architecture rf®rimation infrastructure. They employ

on-demand routing principle when searching for the locafiend®stination node.

CEDAR (Core Extraction Distributed Ad Hoc Routing) Protocol [35]

CEDAR has three components: Master selectiomne( extractioly, link state propagation, and route
computation. Master nodes are dynamically selected usirmpnaectivity-based algorithm
discussed in the last section. WhHenvants to send the packet i it informs its masteMs,
Then, Ms finds the path taVip using DSR-like on-demand probing. Two unique features in
CEDAR are QoS routing anat6re broadcastmechanism. In CEDAR, each node can request a
communication path tdD with bandwidth requirement. In order to support thisablst
high-bandwidth links are advertised further away while inadht unstable low-bandwidth links are
known only to its local neighbors.

Core broadcast mechanism is used to disc@vesr Mp and to propagate link state
information of stable links. Since broadcast is inheramtheliable in a wireless environment (see
Section 2.1), CEDAR maintains an explicit tunnel betweemieighboring master nodes. When
a master receives a “core broadcast” message, thermastethe tunnels to unicast the message to
all its nearby master nodes. A more recent work comb@EBAR with DSR and AODV to
proposeDSRCEDARand AODVCEDARJ[1]. Fig. 7(a) shows the CEDAR protocol with three

clusters and master-to-master tunnels.
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Master—-to—master tunnel

Border nodes of B
© Master Border nodes of A

O Ordinary node
(a) CEDAF (b) ZRF

Fig. 7. CEDAR [35] and ZRP [36] protocols.

ZRP (Zone Routing Protocol) [36]

In ZRP, each node has a predefizede(k-hop cluster) centered at itself in terms of a nundfer
hops. It consists of three components: Within the zoneacpive IARP (intra-zone routing
protoco) is used to maintain routing information. |ARP candng link state or distance vector
algorithm. For nodes outside of the zone, read¢EWRP (inter-zone routing protocoi performed.
IERP uses the conventional route request packets to discomgtea It is broadcast via the nodes
on the border of the zone (calleddrder’ nodes), and such a route request broadcast is &R&d
(Bordercast Resolution Protogol Fig. 7(b) shows ZRP witk= 2.

4.3 L Geo-based Routing Protocols

This section discusses ZHLS and GLS where cluster steuitusimply given based on physical
locations obtained via GPS. Routing principle in ZHLS isdemand searching for the
destination cluster. (Note that it does not searciMigisince masters are not defined in ZHLS.)
In GLS, location information of a node is distributed towamber of masters and the routing

principle is hybrid of on-demand searching and proactive update.

ZHL S (Zone-based Hierarchical Link State) Routing Protocol [37]

In ZHLS, the network is divided into non-overlapping clustézene$ without any masters
(zone-headsas shown in Fig. 8(a). A node knows its physical localtiprgeographic location
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techniques such as GPS. Thus, it can determirz®iits idby mapping its physical location to a
zone map, which has to be worked out at design stage. rieaehperiodically exchanges link
state information, calledode LSRLink State Packgtwith its neighbors and thus knows the local
topology of its zone. For intra-zone routing, a shortest pigorithm is used for routing. For
inter-zone routingzone LSPis propagated globally throughout the network so that esche
knows the zone-level topology and the next hop node toward every zone.

Given the zone id and the node id of a destination, the packaited based on the zone id

till it reaches the correct zone. Then, in that zons,ributed based on node id. Since the zone id

of D changes due to mobility, the association of (D, zishef D) can be obtained based on
on-demand searching through the zone-level topology via gateed®s. As discussed in Section
4.1, there are no masters in ZHLS but gateway(s) may le&isieen two zones. In Fig. 8(a),

zones 4 and 5 have two pairs of gateways and zones 5 and & paveof gateways. However, it

is possible for two nearby zones to have no gateways suzbngs 2 and 5 in Fig. 8(a). In this
case, the routing path consists of a number of inter-zomeections.
d Location query
Og=—O~ i | >0
| ST :
R EELE ST P 1
4 ,I 6 E ,’E w ation update !
!
o N\ '
1
o— 1
1
"1/ '
\\ 1%
y o
o Gateway \\\ / /
O Ordinary node TG ,/’
Zones 5 and 6 are connected Node S updates its location into 9 masters, and
but 2 and 5 are not. so does node D. Node S send queries to one of
its masters about D's location.
(a) ZHLS (b) GLS
Fig. 8. ZHLS [37] and GLS [38] protocols.
GL S (Grid Location Service) Protocol [38]
The basic

As in ZHLS, the GLS protocol provides a grid networkdzhen physical locations.
routing principle used in GLS igeographic forwardingThe sourcé forwards packets toward the
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destination’s physical location meaning that any intermedietde can determine whether it is
along the direction betweed and D by knowing the locations of D and itself and decides

whether to forward or not [38]. Therefore, routing iseesiglly a two-step process: Find the
destination node’s location and perform geographic forwardimgard that location. In fact,

geographic forwarding is used not only to route data patketslso to route location queries to
masters that have location information of the destination.

As discussed in Section 4.1, GLS replicates the locatifmnnation of a node at a small
set of master nodeto€ation servers where the set is different from node to node. For example,
in Fig. 8(b), nodeD’s location information is maintained at nine mastersodé\D periodically
updates its location into those masters; three in drdgiares, three in order-2 squares and another
three in order-3 squares. (This in turn means that Bokieows the locations of the nine master
nodes and the location update is based on geographic forwardipen nodes wishes to send
data packets tD, it can query one of the nine masters aligatlocation. While nodé& does not
know master nodes @, it can query to its masters, especially the most [@iom master which
has the least id greater than nd@le id, hoping that it happen to hai¥s location. Eventually,
the query will reach a location server @fwhich will forward the query to node itself. Since

the query contains node S's location, it can respond Wjinesing geographic forwarding.

5. Summary and Conclusion

Due to the increased path length between two end nodesiitiahop MANET, scalability is a
challenging issue. A large-scale MANET is feasible owlgen the task of route search is
localized so that the corresponding overhead does not inasasstwork grows. As one of the
promising architectural choices for a scalable MANET, Ithke cluster architecturg(LCA) was
discussed, where mobile nodes are logically partitioned inistezk that are independently
controlled and dynamically reconfigured with node mobility exploiting the spatial locality of
communication in MANET applications, the clustered networkhitecture associated with
hierarchical (inter- and intra-cluster) routing is memlable compared to non-hierarchical ones.
This paper classified and surveyed LCAs for MANET imterof clustering algorithms and routing
protocols.

Table 4 summarizes the cluster-based routing protocols tgithouting principle and

unique features.
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Table 4. Comparison of cluster-based routing protocols.

LCA | Cluster-based Features Route pattern Inter-cluster
protocol routing
principle
L CA for routing backbone
CGSR [27]
HSR [28] Multilevel clusters S Ms G, ... G M, D Proactive
DSCR [27] update
LANMAR [29] | Group mobility assumed for all nodes within S= Mp, D
LSG a cluster
CBRP [30] Joint gateways for better connectivity S,Ms, G, ...G M, D
Unidirectional links considered (Route request packets
ARC [31] Multiple gateways between two masters fdr follow a master-to-gateway
improved robustness routing path while actual
data packets use a flat
routing scheme toward pf)
SPAN [32] LNG structure with small number of master
nodes. On-demand
LNG | NTDR [33] Asymmetric power model S, Ms, ... Mp, D searching
GAF [34] GPS-based clustering
L CA for information infrastructure
CEDAR [35] QoS routing
Unicast-based “core broadcast” for reliability
LLog | ZRP [36] Every node being a master
“Border-cast” through border nodes Flat routing principle
ZHLS [37] Zone-level routing via gateways
LGeo | GLS [38] A set of masters (location servers) for eaddeographic forwarding Hybrid
node
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