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Abstract—Outlier detection is a subfield of data mining to 

determine data points that notably deviate from the rest of a 

dataset. Their deviation can indicate that these data points are 

generated by errors and should therefore be removed or repaired. 

There are many reasons for outliers in a network dataset such as 

human or instrument errors, noise or system behavior changes. 

On the other side, Network Behavior Analysis (NBA) is a way 

to monitor traffic and recognize unusual actions in a network. 

Analyzing data trends in NBA methods is a common way to 

interpret network situation. Outliers can deviate and produce 

erroneous trends that influence the results of the NBA methods. 

This paper presents an approach that based on a method for 

trend detection divides the data set into subsets where 

contextual outliers are discovered. The outliers can then be 

removed to have a clear dataset that better shows the network 

behavior when using NBA methods. Increasing the accuracy 

and reliability are the goals of our method. We compare the 

proposed method with the Hampel method on simulated IoT 

network data. 

 
Index Terms—Contextual outlier detection, trend change 

analysis, network behavior analysis, poisson distribution 

datasets, internet of things 

 

I. INTRODUCTION 

Network Behavior Analysis(NBA) has always been a 

significant subject to monitor the network [1]. It tries to 

discover unusual actions as operational problems. To 

determine the network behavior, data should be gathered 

from the network and useful information should be 

extracted. Although deep packet analyzing is a fruitful 

method to monitor the network, it is a type of privacy 

violation [2]. Data streams can be manipulated by 

different external and internal agents such as security 

attacks, noise, mobile nodes, etc. The Poisson distribution 

is one of the most common behavior models of data 

streams in computer networks [3]. In general, Poisson 

distribution has been known to be characteristic for 

arrival times of packets in computer networks for many 

years. Internet of Things (IoT) [4] as an important new 

generation of computer networks generates different 

types of data streams like Poisson based data streams. 

There are a lot of applications in IoT which can generate 

Poisson distribution datasets [1], [5]-[7]. Generally, 

                                                           
Manuscript received September 10, 2018; revised April 25, 2019. 
Corresponding author email: amin.shahraki@hiof.no 

doi:10.12720/jcm.14.6.455-462

Poisson distribution is one of the most common methods 

to explain data generation in different applications of IoT. 

As an important type of data stream, analyzing Poisson 

distribution datasets can help to recognize network 

situation. Even though the network behavior in general 

can be modeled by a Poisson distribution, the datasets 

will include several small non-periodic jitters and short-

term insignificant trend changes that make them hard to 

analyze. Each time series dataset includes a sequence of 

trends. A trend is a pattern of gradual change in a time 

series dataset that follows the same pattern for a while. A 

pattern can be uptrend, downtrend or sideways. As a 

result, the proposed method tries to detect outliers in 

Poisson distribution-based datasets which assumed to 

represent IoT networks. By removing the outliers, the 

dataset will be more suitable to use as the input of NBA 

methods. In other words, the method is used as a 

preprocessing step of analyzing a dataset to determine the 

network behavior. 

NBA methods often find trends that can explain the 

overall behavior at that specific time. The method is used 

to remove outliers by finding the trend and detecting 

outliers in each one. To assess the network behavior by a 

dataset, our approach uses two steps. The first step is 

recognizing the boundary of predominant trends to divide 

a big dataset into smaller datasets with disjunct 

predominant trends. A predominant trend is a pattern that 

the data of a trend period corresponds to. A trend period 

is a part of a time-series dataset that follows a same 

pattern. The second step is determining the behavior of 

each subset. Between the first and second step, detecting 

outlier data points can help to improve the second step. 

An outlier must be a data point that is caused by special 

underlying reasons and not only by chance. By removing 

or rectifying outliers, the second step can extract more 

significant and accurate information. The result of 

removing outliers would be a dataset that is clear and 

easier to analyze and visualize. To detect outliers, the 

dataset must be processed and this requires processing 

resources. In many cases such as Wireless Sensor 

Networks [8] and IoT [4], there is a scarcity of resources 

to allocate. Consequently, methods consuming little 

processing power are needed. In our proposed method, 

we use LSTCP [9] to divide Poisson distribution based 

datasets into several subsets with different predominant 

trends. After dividing, each trend period will be 

considered as a subset to detect contextual outliers. 
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Contextual outliers are data elements that deviate from 

the rest of the dataset in a specific context. In other words, 

they are found to deviate from the other data of the 

context subset but may not be recognized as outliers 

when seeing the whole dataset. Separating trends in a 

dataset would make it easy to find outliers in each subset. 

In a subset, each data point will be evaluated and get a 

score to classify as an outlier or not. By having some 

small subset rather than a big one, time complexity would 

be lower. Also, the accuracy will be improved based on 

analyzing contexts rather than the whole dataset. There 

are a lot of factors in IoT that can provide information 

about the network such as delay, speed, input rate, etc. 

Based on preparing data to monitor IoT networks, we use 

One-Way Delay (OWD) to recognize abnormal situations 

[10], [11]. In section II, some related methods will be 

introduced. The proposed method will be explained in 

section III and will be evaluated in section IV. Section V 

includes the future works and conclusion. 

II. RELATED WORK 

During the last decade, data assimilation and their 

processing methods have been changed [12]. Now, data 

streams are one of the most important datasets to process.  

There are a lot of agents that generate data streams like 

MANET based IoT or Wireless Sensor Networks (WSN) 

[13]. Generally, in a computer network, a data stream is a 

sequence of data or packets that are transferred in a 

period of time [14]. There are a lot of applications that 

need to process data stream such as data mining [15] 

optimization [16] resource and storage management [17], 

[18] big data [19]. Outlier detection is a helpful method to 

provide a clear and processable data stream. Guta et 

al.[20], Thakkar et al. [21] recently provide extensive 

reviews of outlier detection methods. In [22], Knox and 

Ng introduce an outlier detection method for data streams 

which is based on distances of data points. Kuncheva et al. 

[23] use a sliding window to capture subsets of data 

points and evaluate them to find outliers. In [24], authors 

use a regression technique based on the distance between 

each data point and predicted data points. Also some 

methods such as [25] use clustering methods like k-

means [26] to detect outliers. Some methods like [27] use 

data mining and static based methods. They use the 

density of data to approximate data distribution and find 

regions that have low density as outliers. In [28] 

Rebbapragada et al. use k-means clustering algorithm to 

find anomalies in periodic time series. Eamonn Keogh et 

al. [29] Introduce a technique that determines a pattern 

surprising in a time series database, if the frequency of 

these patterns differs from the expected by chance. In [30] 

a method has been introduced that uses the median to 

detect unusual values from time series data which are 

unable to be modeled. Their use case is a sensor data on 

an airplane. Also, in [31] Hill and Minsker present an 

autoregressive data-driven model that is used for 

environmental data streams in heterogeneous sensor 

networks to find outliers. DJ Hill et al. in [32] use 

Dynamic Bayesian Networks to determine the anomalies 

and outliers in real time datasets which are generated by 

WSNs. In [33], authors use a similarity measure based 

method to determine the degree of change within a 

network topology which is based on time series dataset. 

Also, authors in [34] represent median graph concept and 

analyze large data networks by using that to determine 

abnormal network change detection. Hampel method 

which is introduced in [35] uses to determine outliers in a 

time series based on median and standard deviation. We 

use the Hampel method to compare and evaluate the 

proposed method as a fundamental outlier detection 

method for time series. 

III. PROPOSED METHOD 

There are a lot of circumstances that outlier detection 

methods can help improve the accuracy of different 

applications. One of the most important outlier detection 

applications is computer network monitoring. There are 

different parameters to evaluate the network situation 

such as delay, energy consumption, jitter, etc.  Delay is a 

factor that can show the network behavior, especially in 

ad hoc networks. Gathering data about the delay in a 

network can help to recognize any abnormal situation. 

The proposed method uses OWD as the main parameter 

to be analyzed. To find any disturber, the overall network 

behavior should be recognized. One way is to compare 

current network behavior with previous situations to 

determine significant changes. Consequently, gathered 

dataset should divide to subsets with different behaviors. 

Each trend period should analyze to recognize the 

behavior and extract useful information. In other words, 

there are two steps. First dividing dataset, second, 

analyzing each trend period to determine the behavior. In 

second step data should be explicit to extract accurate 

information especially in applications which need to be 

very accurate data like predictions or real-time 

applications. The proposed method can help to prepare 

each trend period to analyze before the second step. 

There are some data points that are boundaries of 

different subsets called change points (CP). Determining 

the change points to distinguish subsets is the goal of step 

one. Also, by considering that each trend period follows 

the same pattern, analyzing the dataset in step two has 

better time complexity in terms of resource efficiency. 

Each node in IoT networks can help other nodes as a hop 

to transfer data. Each node has a queue that schedules the 

packets to process. There are different types of queue 

processing methods. M/M/1 [36] is one of the most 

common and prevalent processing methods in computer 

networks. The input rate of the model is based on Poisson 

distribution. M/M/1 is used to represent the memoryless 

occurrences of events which randomly appear with a 

specific rate. As a consequence of the Poisson 

distribution, the distribution of the intervals between the 

events is modeled by the negative exponential 
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distribution. To write the Poisson distribution based on 

the negative exponential distribution we have (1).  
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If arrival rate is t, and T is the time of a random event, 

consequently F(t) will be 1
t

e
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  which is negative 

exponential distribution. D refers to the one-way delay 

between source and destination of a packet. Eq. (2) is 

based on calculating D in a MANET-IoT multi-hop 

network. 
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N is number of hops between source and destination 

and “rd” is rad raw-data delay. Eq. (2) is used in different 

Multi-hop networks such as MANET-IoT networks. In 

some applications that use data streams such as 

multimedia, datasets which are used to monitor network 

is so big. Sampling methods are used to reduce the 

amount of data which is so effective in NBA methods and 

their performance. Eq. (3) is used for sampling of raw-

data. r is a parameter to show the sampling rate. 
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(3) 

Based on the proposed method, after gathering a 

dataset, it should be divided into new subsets with 

different trends. To make it simple, we find the last CP in 

a dataset. After that, the dataset will be divided into two 

new subsets. From beginning to last-determined CP, the 

dataset will be evaluated again0 by a recursive method 

until dataset is finished. In a Poisson based dataset, many 

small jitters disguise main trends. Using smoothing 

method can help to reduce the effect of small jitters on 

predominant trend in each context. Although smoothing 

method will remove some contextual outliers accidentally, 

after the first step the unsmoothed dataset will be used 

again to determine outliers. In other words, smoothing 

method is just used for dividing procedure, not outlier 

detection. Running median is an efficient method to 

smooth Poisson based datasets. By assuming 

1 2{ , ..... }mx x x  is the raw dataset after sampling, x
i

 is 

replaced by id  as a smoothed data based on (4) with a 

windows size equal to 2* 1k . 

[ , , ...., , ]1d median x x x xi i k i k i k i k       (4) 

The proposed method is able to find the last 

predominant trend by connecting each data point to 

previous one, creating a new dataset and giving a weight 

to the finite difference of the new dataset. The finite 

difference is used to detrend the dataset by (5) 

( 1, ..., 1)1w d d j nj jj     (5) 

As a method to find last CP, it needs to evaluate each 

trend period to check it contains the last CP or not. We 

need to connect each part of data to other parts to 

compare. For comparing a matrix model is used. Giving a 

weight to each part of data can help to compare dataset 

from the beginning to end of the connected dataset based 

on changing the importance of each part. When weights 

give to a first data points of the dataset, they will be more 

important than the end of the dataset. Matrix “A” is used 

to give weight. Also, in each row of the matrix, we use 1 

percent more from the beginning of dataset to connect to 

each other and giving weight. As an example, in the 10th 

row, 10 percent of data is connected to each other from 

the beginning. Changing the amount of data in each row 

can balance the accuracy and resource consumption. If 

we consider every 5 percent of data in each row, we have 

20 rows totally, but the location of the CH is in a part of 

the dataset which is five times bigger than the 1 percent 

that has no same accuracy. There are 2 levels in 

determining the location of last predominant CP. level 1 

is based on detrending and giving weight. 2nd level is 

based removing the effect of negative and first-order 

finite difference (detrended data). Matrix “A” is used to 

apply level 1 based on (6). 
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When   is 1, the importance of all data points is equal. 

When   is approaching to 0, the importance of data 

points from the beginning of dataset will be more than the 

tail. Also, W1 is constant. The reason is that there is no 

previous data to subtract from 
1i

a . Eq. (8) is used to 

explain how (6) is calculating matrix “A”. 
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Eq. (9) is used to create matrix “B” as 2nd level. By 

using power 2 the effect of negative data will be removed. 

The whole equation can remove the effect of first-order 

finite difference.  
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Now, in Matrix “B”, there are some rows that each of 

them has a weight. Also, in comparison with the upper 

row, each row has 1 percent more connected data.  After 

the last predominant CP, all data points follow the same 

trend. Detrending data can help to change the axis of all 
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dataset to the x-axis. So, all the data will be around the x-

axis. By summing up all the data in each row, there is one 

row that is more near to zero in comparison with others. 

It shows that after giving weight and rotating data around 

the x-axis, all data are in the same trend in comparison 

with other rows. By considering that giving weight and 

connecting data in each row is a bit more than the upper 

row, there will be a row that is completely near to zero 

because the given weight is in a same trend period with 

the CP. Eq. (10) is used to sum up all data in a row. 
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(10) 

The result of the last equation shows the position of 

last CP. If k= 90, the amount of dataset is 1000 and each 

row contain one percent of data, the position of last CP 

will be between data 890-900. Using a recursive method 

can help to find all CPs in a dataset. After finding each 

CP from the end of the dataset, the last trend period will 

be removed, and the rest of dataset will be processed 

recursively. A threshold can finish the recursive method 

based on the amount of data. 

 
Fig 1. An example for the results of step 1 

TABLE I: DATA GENERATORS FOR FIG. 1 

Time Data Generator 

0-100 Expo (0.0098) 

100-200 Expo (0.0099) 

200-300 Expo (0.0103) 

300-400 Expo (0.01) 

400-500 Expo (0.0095) 

500-600 Expo (0.0101) 

600-700 Expo (0.0097) 

700-800 Expo (0.0095) 

800-900 Expo (0.01) 

900-1000 Expo (0.0101) 

 

Fig. 1 shows the result of step 1 and red arrows 

illustrate the exact time of each determined CP by the 

proposed method. We use Riverbed modeler (OPNET 

modeler) and MATLAB to simulate the proposed method. 

The data generators of node1 send data to node3 by using 

a middle node. All nodes have processing power to 

process 100 packets in each second. The dataset in Fig. 1 

is gathered by node3. The packet size is Exponential 

(1024) as well. Also, Table I shows the data generators of 

Fig. 1. As you can see, most of CPs are not in the exact 

starting time of data generators which is based on the 

effect of M/M/1 queue processing delay. As mentioned 

above, there are 2 steps to detect contextual outliers. 

Based on (3) to (11) a dataset will be divided into smaller 

subsets which are ready for outlier detection and outlier 

correction. The proposed method gives a score to each 

data point. The score shows whether the data point is an 

outlier or not. To find the data point’s score, each subset 

should detrend separately and compare with raw data. 

Least Squares linear regression equation is used to 

detrend subsets. Since we are to gain a linear 

approximation of available time series, there are two 

parameters that should be determined. The equation is 

(12). 

y mx b  (12) 

where m is the slope of desired line and b represents its 

intercept. Assuming that the line slope is known, one can 

claim that the new line equation with x replaced by the 

mean of x’s ( )x  should result in mean of y’s ( )y . So, b 

can be calculated as (13) 

b y mx   (13) 

Slope calculation can be found in (14) which poses: 
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Eq. (14) guarantees least square error for line 

regression. At this point, there is a line which represents 

the trend in the best way and it will be used for 

detrending. In order to detrend data in specified trend, 

data series is subtracted based on (15). 

Scores d y   (15) 

 

where Scores stands for detrended data, d represents 

subset in specific trend, and y is approximated line with 

Least Mean Squares (LMS) algorithm. To adapt results 

with outlier scoring, all scores should be positive. 

Consequently, the absolute operation is applied to inverse 

negative results. To find the final results, a threshold that 

can separate outliers from original data is needed. Eq. (16) 

is used to calculate the threshold to find the outliers and 

separate them from other data points. 1 mean that the data 

point is an outlier. 
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IV. PEFRORMANCE EVALUATION 

In order to evaluate the efficiency of the proposed 

method, we compare our results with a fundamental 

method which is based on Hampel filtering [35] which is 
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used to find outliers in Time-series. The method will 

calculate the median of 7 data for each ‘x’, as a data in a 

time series, with 3 data per each side. After that it will 

calculate the standard deviation for each ‘x’ by using 

median absolute deviation. If there is a difference 

between the median and more than 3 standard deviations, 

it will be replaced with the median. General dataset to 

evaluate the proposed method is based on Fig. 1. Also, 

the proposed method is evaluated based on 3 different 

scenarios. We have injected outliers in the scenarios 

randomly. Table II shows times of outliers for each 

scenario. In each time, there are 2 outliers near each other. 

To generate values of injected outliers, the following 

equation has been done.  Data points in odd seconds will 

be multiplied by 0.8 and even seconds will be multiplied 

by 1.2 to have different outlier values. Outliers have been 

placed after generating the dataset to evaluate the 

proposed method.  By considering that OWD in each time 

is different, we have different values as outliers based on 

the basic equation multiplying values. When the OWD is 

big, the outlier will be bigger than OWDs which are small. 

So, there are different outliers which are completely 

different in values. Also, minimum value between 

outliers and raw data is 10. 

TABLE II: OUTLIERS FOR DIFFERENT SCENARIOS 

Scenario # Outlier times 

1 72, 141, 193, 242, 310, 381, 452, 471, 512, 573, 620, 

691, 732, 790, 821, 840 

2 82, 171, 182, 231, 290, 330, 371, 402, 432, 477, 502, 
543, 592, 630, 681, 722, 770, 791, 815, 840 

3 20, 82, 171, 179, 182, 231, 242, 290, 301, 330, 371, 

402, 432, 477, 502, 543, 592, 630, 681, 722, 733, 

770, 791, 815, 840 

 

 
Fig. 2. The results of Scenario 1(True: 32, False Negative:40, False 

Positive:0) 

The evaluated dataset is based on Table I. Fig. 2 shows 

the results of the first scenario. Stars show the points 

were found by using the proposed method. Each peak is 

an outlier. Each peak without any star shows two false 

positive results. Also, each star that is not at a peak shows 

a false negative result. To have a better understanding, all 

data points have been connected in figures. Although the 

proposed method finds all outliers, the number of false 

negative results are high. But there is a special 

phenomenon that most of them are centralized in 2 areas. 

After comparing the proposed method with Hampel, the 

reason for the phenomenon will be explained. In Fig. 3, 

results of scenario 2 with 40 outliers have been illustrated. 

By increasing the number of outliers, the number of false 

negative results will decrease. It is based on that the 

number of outliers can change the results of step 1. If we 

have several outliers, especially when they are near each 

other, the first step will assess outliers as change points 

which can be cause of more subsets with different trends. 

When there are smaller subsets, the accuracy can be 

increased by changing the size of the matrix A and B, so 

the number of false positive will decrease. 

 
Fig. 3. The results of Scenario 2(True: 38, False Negative: 2, False 

Positive:2) 

 
Fig. 4. Scores for Scenario 2 

Fig. 4 illustrates the scores based on Scenario 2. Based 

on the scores, different methods such as machine learning 

can be used to determine the threshold. Basically, the 

proposed method is used to determine a score for each 

data point. The threshold can be calculated based on 

different other methods. This figure shows that when we 

have big outliers, scores will be big for outliers too. In 

Fig. 5, the results of 50 outliers have been shown. The 

proposed method is able to find almost all outliers. The 

number of false negative point is not high in comparison 

with 32 outliers. In addition, most of the false negatives 

are gathered in some areas in the dataset that can be 

considered as small trends in a subset or collective 

outliers. Table II shows the results of the proposed 

method and Hampel. (h) shows the results of Hampel 

method. Also, there are some values in parentheses that 
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show the number of false negative which are gathered in 

a point as collective outliers. For instance, (8) in scenario 

3 with 50 outliers is related to the time about 790 in Fig. 

5. 

 
Fig. 5. The results for Scenario 3 (True:48, False Negative 18, False 
Positive: 2) 

As shown in Table III, the number of false negative 

results is lower than Hampel. In addition, most of the 

false negative results of the proposed method are 

gathered in some specific areas that are local trends. 

Based on step 1, the proposed method divides the dataset 

into several subsets that each one is following a period 

trend. There are some jitters and small trends that change 

the predominant trend for a period of time. Based on 

determining several outliers in an area of small jitter like 

620 in Fig. 2, we can say that our method is able to find 

collective outliers as well. Determining and eliminating 

collective outliers is considered as future works. 

In Table III the number of false positives is about same. 

Results of Hampel in scenario 1 shows that it is not 

trustworthy in some cases like this scenario. Although 

both of methods are able to find most of the outliers, the 

accuracy and reliability of the proposed method are much 

higher than Hampel according to Table III. 

TABLE III: COMPARING PROPOSED METHOD AND HAMPEL(H) BASED ON 

TABLE I SCENARIOS 

Number of outliers False Negative True False Positive 

50(h) 27 48 2 

50 18(4)(8)(3) 48 2 

40(h) 32 38 2 

40 2 38 2 

32(h) 62 14 18 

32 40(14)(4)(16)(5) 32 0 

VI. CONCLUSION AND FUTURE WORKS 

The proposed method can find outliers in time-series 

datasets. The method is able to improve datasets which 

gathered from the network as the input of NBA methods. 

NBA methods need reliable datasets to extract useful 

information and outliers are a hindrance to do it 

appropriately. After determining and removing outliers, 

NBA method can show more accurate information about 

the network. The proposed method can find contextual 

outliers with high accuracy based on dividing the full 

dataset into subsets with different trends. The number of 

false negative results are low which make the proposed 

method trustworthy. The proposed method is also able to 

find almost all outliers in a dataset with high accuracy 

and reliability as our goals. In IoT networks, monitoring 

is a critical task based on their nature, especially in ad 

hoc use cases. Although the method is based on finding 

contextual outliers in offline datasets, determining 

collective outliers in online datasets are considered as 

future work. The future work model would be helpful to 

analyze the situation of the network in a real-time manner. 
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