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Improving Text Analysis Using Sentence

Conjunctions and Punctuation

Abstract

User generated content in the form of customer reviews, blogs or tweets is an emerging
and rich source of data for marketers. Topic models have been successfully applied to such
data, demonstrating that empirical text analysis benefits greatly from a latent variable
approach which summarizes high-level interactions among words. We propose a new topic
model that allows for serial dependency of topics in text. That is, topics may carry over
from word to word in a document, violating the bag-of-words assumption in traditional
topic models. In our model, topic carry-over is informed by sentence conjunctions and
punctuation. Typically, such observed information is eliminated prior to analyzing text
data (i.e., “pre-processing”) because words such as “and” and “but” do not differentiate
topics. We find that these elements of grammar contain information relevant to topic
changes. We examine the performance of our model using multiple data sets and estab-
lish boundary conditions for when our model leads to improved inference about customer

evaluations. Implications and opportunities for future research are discussed.

Keywords: LDA, Autocorrelated Topics, Syntactic Covariates, User-generated Content,

Bayesian Analysis



1 Introduction

Text data in the form of customer reviews, blogs and tweets is a fast-growing and rich

source of data for marketing researchers. Websites such tripadvisor.com or yelp.com offer

a growing range of products and services for which customers can post reviews. An
important and fruitful area of model-based empirical text analysis is the application of
latent topic models (Blei et al. 2003; Tirunillai and Tellis 2014) to such data. Topic models
identify sets of words that frequently co-occur, giving rise to the ability to account for
high-level interaction among words. Essentially, topic models are devices to detect latent
clusters of co-occurring multinomial variables. The clusters emerging from these models
can be used to analyze the relationship between topics and variables of interest such as
purchase intention and customer satisfaction (Biischken and Allenby, 2016), providing
insights into consumer preferences and behavior.

A challenge in applying topic models to customer reviews is the limited amount of
data contained in any one review. The number of words in a review is typically less
than 100, making it difficult to assess topic and word probabilities without imposing
additional structure. An assumption typically present in topic models is that topics
exhibit zero autocorrelation in that the probability of the topic assignment to word ¢ 4 1
is independent of the topic assignment to word ¢. This assumption gives rise to the “bag-
of-words” property and to word counts being sufficient statistics for the standard model.
Recently, Biischken and Allenby (2016) propose a model in which topics are constrained
to not change within a sentence. They show that this restriction leads to better fit to the
data and more interpretable topic word probabilities in customer review data. A similar
approach was proposed by Nallapati and Allan (2002) who use sentence boundaries as
structural information to a unigram-type probabilistic language model. The common
element to both these models is to impose a sentence-based constraint to the model,

imposing common topics within observed boundaries of text.



In this paper we propose an autocorrelated topic model that relaxes the assumption
that topics remain fixed throughout a sentence. Our model assumes that a reviewer stays
with a topic for some time before switching to another, and this switch may occur midway
through the sentence or paragraph. The probability of a topic change is parameterized as
a binary logit model with covariates, and we find that punctuation (e.g., periods, excla-
mation marks, commas) and conjunctions (e.g., and, but, because) are predictive of topic
carryover. These grammatical elements are frequently discarded as part of data cleaning
in text analysis, and have not been previously analyzed for their value in predicting topic
changes within sentences and inferences about the topics themselves.

We apply our model to five datasets and find improvements relative to an uncon-
strained, standard-type latent Dirichlet allocation (LDA) model in all cases, and im-
provement relative to a sentence constrained model (SC-LDA) for longer reviews. That
is, the sentence-constrained model predicts customer evaluations better than the pro-
posed autocorrelated model when reviews are short in length and worse when reviews are
longer. Sentence punctuation and conjunctions are shown to signal the start of new topics
in addition to full stops previously found to be useful in the SC-LDA model.

The remainder of this paper is organized as follows. In section 2, we develop our
autocorrelated topic model with covariates that allow topic transitions to be dependent
on conjunctions and punctuation in sentences. In Section 3, we present a summary of
the data we use in our empirical analysis. In section 4, we present results from applying
our model to the data and compare it to various benchmark models. Section 5 presents

a summary of our results and concluding comments.



2 Autocorrelated Topic Model

2.1 Previous research

The traditional latent Dirichlet allocation (LDA) model assumes that each word observed
in a text document is generated from latent topics characterized by topic-specific word
probabilities across a fixed vocabulary. Each document (d) is described by a vector of
topic probabilities 6; of dimension 1" and each topic is characterized by vector ¢; that
specifies the word probabilities associated with that topic. Words in a document are
generated by first drawing a latent indicator variable z from a discrete (multinomial)
distribution with probability vector 6; and then drawing a word from the vocabulary list
with probability vector ¢,. Biischken and Allenby (2016) propose a constrained version of
this model by restricting all words within a sentence to be generated from the same topic.
This is accomplished by drawing the latent variable z once for all words in a sentence.
LDA and sentence-constrained LDA represent two extremes in topic generation. Top-
ics generated from the LDA are assumed independent and identically distributed (IID)
across all words, while the sentence-constrained LDA is a model of deterministic de-
pendency within an observed locale and with only a sentence’s period (e.g. full stop,
exclamation point) allowing for topic variation within a document. It would be straight-
forward to extend this constraint to any locale of interest (clauses of sentences, paragraph,
chapter etc.) as long as its boundaries are observed. In this paper, we use a different
approach in that we allow topics to carry over probabilistically from word-to-word instead
of sentence-to-sentence or paragraph-to-paragraph, introducing a more flexible model of
serial dependence for the topics. This approach seems a more realistic representation of
speech. Typically, when discussing a particular service experience, a reviewer stays with
one topic for some time before switching to another. Such switches may occur within a
sentence such as in the statement in a hotel review: “Although the staff were friendly

and helpful, the rooms and facilities were really not clean.” The use of a comma in this



sentence indicates a possible change in topic.

The issue of correlated topics has been examined previously in the literature. Griffiths
et al. (2004) propose a model in which words differ in syntactic (i.e., related to placement
or arrangement) and semantic (i.e., related to meaning) content. A hidden Markov model
(HMM) is used to generate sentence syntax and an LDA (topic) model is used to generate
its content. The HMM model introduces serial correlation between syntactic vocabularies
and topics, but not among the topics themselves. Wallach (2006) proposes a model where
topics generate words conditional on the previous word, introducing first-order autocorre-
lation in word generation, but not in topic generation. That is, the topic indicator variable
is still assumed to be IID across words. Blei and Lafferty (2007) employ a logistic Normal
distribution instead of a Dirichlet distribution to allow for correlations in the prior for the
topics. Their model affects the topic probabilities 6,, but does not induce autocorrelation
of topics within the document indicated by the latent indicator variables z. Trusov et al.
(2016) propose a model with correlated topics for website visitation data to account for
latent interests (or, as they are called by the authors, "roles”) simultaneously driving the
number of times different websites are visited up (or down). The common element to
these approaches is that topics may exhibit a priori dependence (e.g. if reviewers talk
extensively about service problems in restaurant reviews, they might also talk more about
inflated prices). Finally, in a version of their sentence-constrained LDA model, Biischken
and Allenby (2016) allow for a probabilistic carry-over of topics from sentence to sentence,
but do not find empirical support for this model.

The model applied in this research allows for autocorrelation in the draws of z from
word to word. Essentially, this model is a word-based version of the sentence-based
model investigated in Biischken and Allenby (2016). A word-based approach allows for
topic carry-over from word to word. Thus, the difference to models with a priori correlated
topics (Blei and Lafferty 2007; Trusov et al. 2016) is that we consider dependency of topics

on the word level, not the level of the prior. We use observed structural information



in text to affect a possible topic change. An important structural feature of written
romanic and germanic languages is the use of conjunctions such as “and” and “but” that
play a syntactic role by joining parts of the sentence. As such, they do not represent
topics or semantic content. A typical example for this role is present in the hotel review:
“Comfy beds but not your usual large American beds” in which the conjunction “but”
links two different perspectives of evaluation, one personal, the other more general (“not
American”). In comparison, punctuation typically does not join, but separates part of
speech. A full stop, for example, indicates the end of a sentence and introduces a pause
to the flow of thoughts. Such a pause is a natural candidate for a topic change. Other
examples of punctuation are exclamation or question marks, both of which introduce
structure to text in a similar way, but also add weight or a interrogative notion to a
statement. Structural punctuation for the purpose of this analysis are marks that act on
parts of documents typically not larger than a sentence and not smaller than a word (e.g.
hyphens) (Say and Akman 1996, Meyer 1987). The central idea of our model is to use
the observed structural information in text presented by punctuation and conjunctions
for inference regarding the dynamics of topics in text.

It is interesting to note that, in empirical applications of topics models, conjunctions
as well as incidents of punctuation are typically removed from the data prior to analysis
(i.e., pre-processing). Conjunctions are removed because they are stopwords. Stopwords
typically carry very little power to discriminate topics. This is evident in the nearly
uniform probabilities of stopwords, if included in the data, to appear under any topic.
However, we propose that conjunctions and punctuation, as carriers of structural infor-
mation, present information to topic change and introduce this information to our model.
The challenge is in retaining the structural information without compromising inference
about topics. In Figure (1), we present a stylized way of using these data in our model.

In the review at the top of Figure (1), we highlight conjunctions (green), punctuation

(red) and stopwords other than conjunctions (blue). In two versions of this review, num-
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bered 1) and 2), we present different ways of exploiting structural information. Version
1) results from removal of all stopwords, including conjunctions, and all punctuation.
This pre-processing of data is consistent with the “bag-of-words” assumption and uses no
structural information other than the remaining words. For version 2), which is applied
here, we view conjunctions (green) and punctuation (red) as prior information to a topic
carry-over between consecutive words. For example, the conjunction “but” is used as a
covariate to the probability of a topic carry over from the word (street slighty) “dingy” to
the word “general” (hotel offered good value). In a similar fashion, the full stop preceding
the word “hotel” is covariate to the probability of a carry over from (staff) “helpful” to
“hotel” (frontage). The difference between the two approaches lies in the use of otherwise
ignored data as observed covariates to topic change. In the empirical application of our

model we find topic carry-over to be heavily driven by structural elements of text.

2.2 Model development

We propose a topic model in which the topic assignments of words in a document may
exhibit serial dependency by way of carry-over from word to word and in which structural
covariates are prior information to topic carry over. Our model is based on the LDA topic
model (Blei et al., 2003) which proposes the following joint distribution of knowns and

unknowns:

P (Wn, 20,y 0a, @, v, B) = p (Wa|@2,) X p(20]04) X p(Oaa) x p(¢]B8) x p(a) xp(B) (1)

where:
w,, is the n-th word of document d,
z, is the topic assignment of word w,,
04 is a vector of prior topic probabilities for document d,

¢ is a vector of word probabilities given topic ¢, and



a, (8 are fixed priors of 6, and ¢;, respectively.

We extend this model so that the topic z,_; assigned to word w,,_; may carry over to
word w,, independent of 6,, so that topics are autocorrelated. We define carry-over of a
topic as: z, = 2,_1, and introduce the latent binary variable (,, to indicate whether the

topic assignment to word w,, is the result of carry-over:

Cn:]-:znzzn—l

Cn = 0: z, ~ Multinomial () (2)

In the LDA model, ¢, = 0 Vn, implying that this model is a special case of the AT-LDA.
The same holds for the sentence constrained LDA which imposes ¢, s = 1 Vn, > 1 where

s is a sentence. We assume (,, to be distributed Binomial with probability ,,:

¢ ~ Binomial(t, |z, 1)

eXp [6072717 1 + '%;7,6]

Unlen-1 =7 expldo.., . + 7.0]

(3)

where 7, is a vector of dummy variables that indicate conjunctions and punctuation to the
current word (Figure 1), and § are estimated coefficients that affect the probability of topic
change. Negative values of ¢ increase the likelihood of an IID topic draw, while positive
values indicate that a topic carry-over is more likely. We allow for intercepts dy ,, , that
depend on the previous word’s topic z,-1. Eq. (3) specifies common coefficients § for
the conjunctions and punctuation in Z, ;. In our empirical analysis, we also consider
interaction effects of the latent topics and covariates giving rise to topic-specific effects of
conjunctions and punctuations. The generative model of the AT-LDA with covariates to

topic change and fixed priors «, 3, us, 25 is as follows:



1. Draw ¢ from MV Normal(us, ¥5)
2. Draw ¢ from Dirichlet(3) V¢ iid
3. Draw 6, from Dirichlet(«) Vd iid
4. For the first word in document d, wy:

(a) Draw z; from Multinomial(6,)
(b) Draw w; from Multinomial(¢;—.,)
(c) compute p(ihs|xe,d, 2z1) using Eq. (3), draw (s, given 1)y
5. For words w,, n € 2 : Ny:
(a) if ¢, = 0: draw z, from Multinomial(6,); if (, = 1: set z, = 2,1
(b) Draw w,, from Multinomial(¢;—., )
(c) compute p(¥pi1|Tni1,0, 2n), draw (pqq given g

6. Repeat steps 4,5 for all documents d € D (except for draw of ().

The joint distribution of the knowns and unknowns of the AT-LDA model with covariates,

given document d, factorizes as follows:

p ({w}d7 {Z}d> de ¢7 {C}dv 57 «, /8? CL’) X

p(wilg, z1) X p(21|0a) x

Va (4)
H [p (wn|¢a Zny Zn—1, gn) Xp (Zn|zn—1> 9d> Cn) Xp (Cn|7 Tn, 57 zn—l) X

n=2

p(8lB) x p(bala) x p(B) x p(a) x p(0)

where we, as usual, assume independent prior distributions. The likelihood of a word,



conditional on (,:

p (wn‘¢7 Zny Rn—1, Cn = O) =P (wn‘¢> Zn)

p(wn|¢7 Zn7Zn—17Cn = 1) = p(wn|¢7 Zn—l)

The likelihood of a topic assignment, conditional on (,:

b (ZTL|ZTL—17 ‘gda C’rz = 0) =p (zn|0d)

P (2nlzn-1,04, (o =1) =p (2, = 2p—1) = 1

3 Data

We examine several data sets that differ with respect to size and complexity. Our purpose
is twofold; first, we want to establish whether topic autocorrelation is a regular feature
of text data typical to marketing-type applications; and second, we want to establish
boundary conditions with respect to the need for a model that allows for autocorrelated
topics.

Table (1) presents descriptive statistics of the data sets used in our study. Two of
the five data sets contain restaurant reviews, one data set contains luxury hotel reviews
and two data sets contain reviews of durable consumer products (camping tents, power
drills). The luxury hotel data set consists of 3,214 reviews of 5-star hotels in Manhattan,

NY, obtained from www.expedia.com. A second data sets contains 696 reviews of Italian

restaurants obtained from we8there.com. From the same source, we also obtained 1,324
reviews of American restaurants. The fourth data set contains 2,100 reviews of camping

tents obtained from www.amazon.com. We picked tents in the price range of $80 — 150

which is the most popular range in terms of number of reviews posted. Lastly, the power

drill data set consists of 4,438 reviews of power drills in the $100-150 price range posted

10
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All reviews contain an overall evaluation of the customer experience on a 5-point rating
scale. In our analyses of these data, we relate the topic probabilities to the overall rating
as in Biischken and Allenby (2016). That is, we assume the observed rating for a review

rq is related to the latent topic probabilities using a cut-point model:

Td:k? if Cr—1 Sngck (5)

and

Ta ~ N(eldﬁa 02) (6)

The fit of the cutpoint model provides a way of assessing the predictive plausibility of the
competing models.

Table 1 shows that the our data sets differ greatly in terms of corpus size and com-
plexity. The average number of words per review ranges from 24 (hotels) to 76 (American
restaurants). The number of unique terms per data set ranges from 1,232 (power drills)
to 2,416 (Italian restaurants). This implies Italian restaurant reviewers apply the most
extensive vocabulary to describe their service experience in our analysis. Power drill re-
viewers, in comparison, write shorter reviews and typically use a smaller set of terms for
this purpose. All data sets exhibit significant heterogeneity in terms of review length as
indicated by the standard deviation and range of the number of words in each review.
The coefficient of variation of the number of words exceeds one in four of the five datasets,
and the distribution of the number of words in reviews in the American restaurants and
camping tent datasets exhibit long tails, suggesting that many customers feel the need to
report about their experience in great detail.

Table 2 reports counts of the use of conjunctions and various forms of punctuation in
our data sets. From Table 2, it is clear that all data sets in our analysis are rich in syntactic

content. The conjunction “and” appears on average 5.3 times (3,341/627) in the Italian

12



restaurant review and two times in each hotel review. Similarly, on average, full stops mark
boundaries between sentences 10.7 times in Italian restaurant reviews and 3.3 times in
hotel reviews. A special case of punctuation is presented by the use of (round) parentheses.
We record the use of parentheses more than 500 times in the corpus of hotel reviews and
about 580 times in the American restaurant reviews. Apparently, reviewers feel the need
to structure some part of their narrative by placing words within parentheses. Typically,
parentheses are used to clarify preceding text or, when combined with a full stop, as a side
remark. Parentheses provide an observable signal of words belonging together suggesting
some form on topical dependency. On average, a review in the American restaurant data
set contains 39 structural elements in the form of conjunctions or punctuation. A review
of luxury hotels contains 10. The frequency at which structural elements appear in our

data raises the question why this information is typically ignored.

4 Empirical Analysis

We examine the performance of the proposed model by examining in-sample model fit
and the prediction performance for customer ratings, topic carryover, and the direction

of effects of the various conjunctions and punctuation.

4.1 Model fit and prediction

The predictive performance of the proposed autocorrelated topic model is examined and

compared to other models:
1. Latent Dirichlet allocation (LDA)
2. Sentence-constrained LDA (SC-LDA)
3. Autocorrelated topic LDA without covariates (AT-LDA intercept only)

4. Autocorrelated topic LDA with common covariates

13



Table 2: Counts of conjunctions and punctuation in data sets.

Manhattan Italian American  Camping Power
Hotels Restaurants Restaurants Tents Drills
Conjunctions
for 1,859 1,098 2,387 2,932 2,621
and 5,696 3,341 7,277 5,693 4,431
but 1,020 791 1,723 1,479 985
or 279 261 489 577 366
yet 32 19 50 101 93
SO 528 446 975 856 733
after 151 182 390 272 204
although 78 24 49 55 27
as 526 429 931 899 952
because 143 124 281 269 184
before 102 114 236 148 119
even 200 141 333 284 177
if 365 270 556 760 356
now 28 55 140 136 219
once 42 51 129 152 63
provided 31 9 14 25 14
since 56 96 183 131 105
than 215 148 339 362 439
that 897 916 2,110 1,477 1,196
though 80 52 112 136 65
unless 13 7 13 56 13
until 65 36 72 40 52
when 323 313 699 523 394
whenever 12 3 8 1 1
where 107 78 183 142 52
whether 4 5 20 6 13
which 294 223 624 300 230
while 78 90 213 211 108
who 79 95 203 99 75
why 27 28 65 44 47
what 137 226 488 209 333
Punctuation
, 5,494 3,641 8,078 5,853 4,363
9,628 6,696 14,639 10,125 7,658

; 151 72 253 126 75
: 81 48 84 308 123
! - 360 889 435 583
? 37 55 117 72 76
& 1 70 165 53 126
( 517 300 580 693 397
) 503 293 578 713 380
Total occurrences™ 29,894 21,217 46,695 36,765 28,455
Number of documents* 2,912 627 1,196 1,890 4,438
Covariates per document™ 10.3 33.8 39.0 19.5 6.4

Legend: * calibration data

14



5. Autocorrelated topic LDA with topic-specific covariates

The LDA model is commonly used to analyze text data. Our implementation of the
LDA model includes the cutpoint regression model in equations (5) and (6), but retains the
assumption that topics are associated with IID draws from the topic distribution indexed
by 84 for each word. The SC-LDA restricts all words within a sentence to originate from
a single topic, while the AT-LDA models allow for topics to be autocorrelated within
each sentence. The amount of autocorrelation is affected by covariates in equation (3)
reflecting syntactic content. We fit two versions of the AT-LDA with covariates. One
version specifies main effects for the covariates only (common covariates). In a second
version, we allow for (all) interaction effects between covariates and topics (topic-specific
covariates). This version of the AT-LDA allows the effect of, for example, a question mark
on topic change to be different across topics whereas the main-effects models assumes this
effect to be homogeneous. For model comparison, we report the (log) marginal likelihood
of the data. To evaluate predictive performance, we report the log average likelihood
of the hold-out data. To compute the likelihood of hold-out data, we first generate (,,
given observed covariates, z,_; and 5. Then, given a realization of (,, z, is either
carried over from z,_; or independently generated from 6;. 6; for hold-out documents
is generated from the prior. After assigning topics, we can compute the probabilities of
words in hold-out documents using ¢,. Since the number of topics is not a parameter
of our models, we estimate each model for a large range of T (7" < 50) and choose the
best-fitting model in terms of predictive fit for all further analysis.

Table 3 presents summary measures of model fit for the datasets. We find evidence
that the standard assumption that words are generated IID from topic vocabularies is
not supported by the data. The IID assumption is central to the LDA model. Instead,
we find that the SC-LDA model and AT-LDA models fit the data better across all data
sets. Across all data sets the improvement in in-sample fit of the AT-LDA without
covariates over the SC-LDA is large (e.g. LMD of -558,165 as compared to -582,957 for

15
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Table 4: Explained variance of customer rating.

Model Manhattan [talian American  Camping Power

Hotels Restaurants Restaurants Tents Drills
LDA 0.558 0.786 0.737 0.628 0.603
SC-LDA 0.731 0.779 0.793 0.761 0.643
AT-LDA intercept only 0.669 0.835 0.800 0.710 0.547
AT-LDA common cov 0.626 0.819 0.818 0.682 0.511
AT-LDA topic-specific cov 0.645 0.837 0.829 0.717 0.581

American restaurant data). This suggests that a more flexible approach to modeling topic
assignments than a sentence-constraint needs to be taken.

Given the role of structural covariates to our modeling approach, we note that in-
troducing covariates leads to an improvement of in-sample and out-of-sample fit of the
AT-LDA. For example, for the hotel data set, we obtain an in-sample LMD of the AT-LDA
without covariates of -399,487. The introduction of covariates leads to an improvement
to LMD of -397,700. The implied Bayes’ factor of e%™7 presents strong evidence in favor
of the covariates model. We observe a similar improvement for the camping tents data
set. It is interesting to note that, for the Italian restaurant data and the power drill data,
an improvement in fit by introduction of covariates over the AT-LDA without covariates
can only be observed for the model with interactions. It appears that accounting for
topic-specific effects of covariates is critical for these reviews. Further below, we present a
more extensive analysis of topic carry-over and the role of structural information therein.

Table 4 reports R? measures of fit for the cut-point regression of the overall rating
on topic probabilities, 8; (Eq. 5). Higher measures of R? are interpreted as reflecting
truer topic probabilities and content. We find uniform improvement in the R? fit statistic
relative to the LDA model, but that the AT-LDA model is not always superior to the SC-
LDA model. That is, the AT-LDA outperforms the SC-LDA with respect to explaining the

summary rating for the Italian and American restaurant data sets but results in a lower R?
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for the hotel, camping tents and power drill data. Across all data sets we find that allowing
for topic-covariate interaction effects in the hierarchical regression leads to improved R?
over the AT-LDA with main effects of the covariates. Figure 2 examines the improvement
in predicting overall satisfaction for the autocorrelated topic LDA model with covariates
to the sentence constrained LDA model (SC-LDA). Plotted is the ratio of R? measures
relative to the average number of words in the review for each of the five datasets. We find
that the R? ratio improves in an almost linear fashion as the number of words increases,
indicating that the flexibility provided by our autocorrelated model is better realized in
longer reviews than in shorter reviews. Text data that exhibits low complexity (short
reviews, small vocabulary) are in greater agreement with the assumption that topics are
sentence specific. For more complex text data (longer reviews, larger vocabulary), a more
flexible approach may be necessary. In such data, topics may exhibit a more complex

form of serial dependency than simply sentence-based.

4.2 Investigating topic carryover

We illustrate insights from our model regarding topic carryover using reviews from the
American restaurant dataset. Four reviews are displayed in Figure 3. Words shown in
grey are those that are eliminated from the review during pre-processing of the text.
Those shown in black are words associated with a new topic, and those in color are have
topics that carryover from the previous word. Words that are underlined are used as
covariates 7,1 affecting the degree of topic carryover. The final period (i.e., full stop) is
shown in parenthesis and is ignored in each review because it inform neither the topics,
nor their probabilities.

The top two reviews in figure 3 provide examples of topic generation and carryover
within each sentence. In review 180, the words “pleasant” and “experience” are estimated
to come from the same topic, while the words “lots-atmosphere-owner-working-visiting-

people” were estimated to come from another topic in the same sentence. The first
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Figure 2: Performance comparison of AT-LDA vs. SC-LDA. Models are compared with
respect to the relative variance explained of the (latent) customer rating.
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19



sentence is estimated to come from two topics instead of one that would have been im-
posed by the sentence constrained LDA model. Review 264 also exhibits varying serial
dependency in topic assignment, from “good-food” to “fine-dining-restaurants-area”.
The bottom two reviews are more complex. In review 503, less than 30% of the topic
assignments are due to carry-over suggesting that results approach those from a standard
LDA. However, those instances of carryover observable in this review (“customer-lot-less-
food” and “hour-minutes-get”) tie words that clearly belong together. In review 234,
we find that about half of topic assignments are due to carry-over with many of these

%«

being instances of a single topic carry over (“slow-service,” “part-cold,” “sell-us,” “little-
place”). The larger reviews exhibit different types of topic carry-over and a flexible model
of topic assignment is needed. In some reviews, topics are consistently carried across

complete sentences. In others, topic assignments are only locally dependent. Our model

with autocorrelated topics can accommodate both situations.

4.3 Covariates affecting topic carryover

An important question in our analysis is the extent to which syntactic elements of text
drive local topic dependency that we use to modify the probability of topic carryover.
We start by considering the marginal probabilities of a topic carry-over for each of the
data sets. Figure 4 shows that 1 differs greatly among the topics, typically ranging from
10% to 60%. Across all topics and data sets, the average topic carry-over probability is
45%, suggesting that the assumption of topic independency of the standard LDA model
(equivalently: ¢ = 0) is untenable.

Our model allows for conjunctions and punctuation to change the probability of topic
carry-over. Figure 5 and Figure 6 report how v changes as a result of the presence
of selected covariates. As an illustrative example, we use results from the American
restaurant data. Figure 5 reveals that full stops, exclamation marks and question marks

have a significant influence on the probability of a topic carry-over. The presence of a
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Figure 4: Marginal topic carry-over probabilities ().
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full stop in front of a word reduces the probability of a topic carry-over from the previous
word from 44% to 17%. An exclamation mark reduces this probability from 40% to 10%,
a 75% reduction in probability. A question mark cuts v in half (40% to 20%).

We obtain similar results from conjunctions. Figure 6 displays changes in the car-
ryover probabilities. The conjunction “that” induces v to decrease from 40% to 21%.
The conjunction “and,” a coordinating joiner of parts of speech, increases the marginal
probability of a topic carry-over from 39% to 43%. We observe the largest effect among
conjunctions for the term “because” which reduces ¥ from 39% to 9%. In general, we find
that the marginal effect of structural elements in text to topic dependency is negative.
That is, the presence of conjunctions or punctuation reduces autocorrelation in topics.

Table 5 presents results from the regression of ¢ on the observed structural covariates
for all data sets. To reduce clutter, we present results from the AT-LDA main effects
model with common covariates. All coefficients listed in the table are “significant” in
that 95% of their posterior mass is away from zero. Table 5 confirms that the probability
of a topic carry-over is strongly influenced by the structure induced through conjunctions
and punctuation. We find that only few of the structural covariates do not drive this
probability as evidenced by coefficients not credibly different from zero. In general, we
find that most (with respect to topics, marginal) coefficients are negative, indicating that
the probability of carryover is decreased.

Since all covariates are dummy-coded, we can directly compare their influence by co-
efficient size. The largest influence on carry-over is exerted by a full stop (Bé;e)ents = —5.12,
B};)otels = —4.9). The negative sign implies that a (preceding) full stop is associated with
a lower probability of a carryover or, equivalently, a higher probability of an indepen-

dent topic draw for the focal word from the prior. In a similar way, but less strongly, a

comma reduces the probability of a topic carry-over to the focal word (B}({I)otels = —1.34,
ﬁ%ints = —1.49). Interestingly, question marks and semicolons differ in their influence

across the data sets. Question marks, in the luxury hotel data set, increase the probabil-
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ity of carry-over (ﬁgz)tels = 0.12), suggesting that the topic of the narrative continues. A
possible explanation is that authors answer the question they raise. In the Italian restau-
rant data, the opposite is true (ﬁ};{l = —1.36). A possible explanation is that questions
raised in these reviews are of a rhetorical nature ("why come back?”).

It is interesting to compare these results to Biischken and Allenby (2016) who consider
carry-over across sentences but constrain topics to be homogeneous within sentences.
In their analysis, sentence boundaries are indicated by full stops, commas, exclamation
marks and question marks. The authors find that the probability of topics to carry-over is
virtually zero. A reasonable explanation for the null result is that the model is concerned
with the carry-over of topics across sentences, not words. We find that topic carry-over
probabilities across words are mostly high, but typically reduced by sentence boundaries
indicated by full stops, semicolons and colons. Exceptions are question marks in the hotel
and the power drill data set which increase the likelihood of a topic carry-over.

With respect to the use of conjunctions in reviews, we find that conjunctions have a
mixed influence on topic dynamics, suggesting that thematic context plays a role. Some
conjunctions have a uniformly negative influence on carry-over. As an example, consider
the term “because” which reduces ¢ across all data sets as indicated by uniformly negative
regression coefficients. Use of this term suggests that authors offer an explanation or
justification for a preceding statement. Often, the cause of some event or situation is
topically independent from the event as such (“Our table reservation had been canceled
by the restaurant and the table given away because we arrived late”). Our results suggest
that the topic of an explanation (or more specifically: the topic of the words that follow
the term “because” ) has a higher probability to be generated independently from the topic
of the statement. In a similar fashion, coordinating conjunctions such as “for” or “that”
exhibit uniformly negative betas. In our data, they join parts of speech that exhibit low
topical dependency.

Other conjunctions exhibit a more context-specific influence on topic dynamics. An
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interesting example of context-specific influence is presented by the term “although”. This

term drives topic carry-over in different ways, given data sets. In the luxury hotel data

set, its influence on carry-over is positive ((8%"*" — (.69)) whereas, in the Italian
restaurant data set, its coeflicient is negative (( gii‘;?fh) = —1.64)). The term “although”

expresses surprise or something unusual or unexpected. It appears that when a hotel
reviewer expresses surprise, she tends to do so in the context of the same topic. When
a restaurant reviewer talks about something unexpected, this typically initiates a topic
change. A possible explanation is that surprises in restaurants are rarely appreciated.
The use of the term “although” then marks a change in the narrative explaining specific
issues with the service.

In summary, we find that structural information present in the use of conjunctions
and punctuation in text data presents important prior information to dynamics in latent
topics. It is curious that this information, so easily available, is typically treated as
noise in applications of topic models. This can be explained by the use of topic models
as devices to find latent topics in a set of documents, not as devices to identify topic
dynamics and its drivers within documents. The AT-LDA model is capable of combining

these two perspectives.

4.4 Cut-point regression results

All models estimated in our analysis are supervised LDA models where customer ratings
are considered part of the data likelihood. We relate the ratings to the latent topic
proportions (;) using an ordinal probit (cut-point) model (Rossi et al. 2001; Johnson
and Albert 2006; Biischken et al. 2013). We compare topic and regression results of the
standard LDA model to our proposed auto-correlated model (AT-LDA) using the two
restaurant datasets for which our model produces superior results (see Table 2). Tables
(6) and (7) display the most frequent terms for each topic from the LDA for these two

data sets. At the top of each table, we provide a summary description of the most frequent
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Table 5: Results from the hierarchical regression for AT-LDA main-effects covariate model
(posterior means). Coefficients not credibly different from 0 are indicated as "n.s.”. Co-
efficients for topic dummy variables are omitted for brevity.

Covariate Manhattan Italian American  Camping Power
Hotels Restaurants Restaurants Tents Drills
Conjunctions
for -1.955 -1.605 -0.974 -0.843 -0.584
and -0.613 -0.353 -0.277 -0.674 -0.747
nor 0.805 -0.943 0.385 0.835 -0.142
but -1.704 -1.402 -1.191 -2.859 -0.717
or 0.461 -0.275 n.s. -0.170 n.s.
yet -1.131 -0.630 0.218 -0.931 0.227
SO -1.493 -1.558 -1.255 -3.015 -0.412
after -0.938 -0.657 -0.371 -1.231 -0.491
although 0.685 -1.644 -0.413 0.543 0.424
as -1.628 -1.308 -0.529 -2.059 -0.258
because -0.995 -2.433 -0.513 -1.375 -0.481
before -0.736 -0.623 -0.822 -0.921 0.276
even 0.689 -0.769 n.s. n.s. -0.437
if -2.379 -1.672 -0.802 -2.244 -0.227
now -0.955 n.s. n.s. -0.684 n.s.
once -0.447 -0.287 0.361 -1.308 -0.244
provided -0.341 -0.266 0.224 -0.126 0.734
since -0.710 -0.252 -0.568 -0.688 n.s.
than -1.097 -1.450 -0.909 -0.518 -0.948
that -1.819 -2.571 -1.366 -1.769 -1.188
though -0.753 -0.602 n.s. -0.167 0.200
unless 0.298 -1.046 -0.556 -1.292 0.264
until -0.737 -0.593 -0.181 n.s. -0.469
when -1.482 -1.409 -0.360 -1.654 -0.671
whenever 0.237 0.606 0.067 0.258 n.s.
where -1.034 -0.784 -0.569 -0.475 0.451
whether -1.138 -0.831 -0.154 n.s. n.s.
which -1.536 -1.728 -1.664 -1.365 -0.656
while -1.416 -1.381 0.188 -1.077 -0.209
who -0.676 -0.268 -0.686 -0.892 0.248
whoever NA -0.939 -0.198 NA NA
why -0.364 1.337 0.200 -0.674 -0.089
what -1.312 -0.797 -0.836 -0.550 n.s.
whom 0.853 -0.801 -0.594 -1.606 NA
whose -0.642 -0.763 0.084 NA 0.632
Punctuation
, -1.337 -0.670 -0.428 -1.488 -1.299
. -4.904 -2.829 -2.276 -5.155 -3.321
; -1.673 -1.254 -0.361 -1.374 n.s.
: -1.583 0.326 0.088 -1.710 -0.681
! NA -1.896 -1.466 -3.026 -1.287
? 0.118 -0.431 n.s. -1.358 0.060
& 0.392 1.734 0.519 0.194 n.s.
( -0.744 -2.349 -0.892 -1.026 -0.623
) -1.738 -1.504 -0.781 -1.700 -0.442
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terms under each topic. For comparison, Tables (8) and (9) display the topics that emerge
when applying the AT-LDA.

The LDA model tends to allocate food-related terms from the restaurant data sets
evenly across the topics. For the American restaurant data (Table 6), 6 out of 9 topics
contain words that describe food items (e.g., “chicken”, “toast”, “coffee”). Topic 3 in this
data set contains words describing specific types of cuisine (“burgers”, “fries”), and three
other topics describe additional menu items (e.g., “salad”, “wings” etc.). The remaining
topics contain terms related to food in some way (i.e., “food”, “menu”, “taste”, “flavor” ).
Similarly, for the Italian restaurant dataset (Table 7), all topics contain terms pertaining
to food items (e.g. “mozzarella”, “salad”, “cheese”) or food in general (“food”, “kitchen”,
“menu”).

Table (8) presents the most frequent terms from the American restaurant data for the
AT-LDA model. In contrast to the LDA model, we find that items and ingredients to
meals are concentrated to three out of 12 topics (Topics 6, 9 and 10). Two other topics
(Topics 2 and 3) talk about positive vs. negative aspects of the dining experience without
any reference to food items. Topic 11 from the AT-LDA collects terms that describe price
or value (“price”, “prices”, “portions”) and Topic 7 describes various occasions for visiting
a restaurant (“dinner”,“lunch”, “breakfast”). The LDA does not identify similar topics
describing occasions for visiting or value.

Similar results are found in the Italian restaurant data (Table 9). The AT-LDA con-
centrates menu items from this data set to two topics (Topic 5: “Pizza”, Topic 8: “Ingre-
dients”). Topics 4 and 9 from Italian restaurant reviews talk about wait times (for table,
for service) and issues with the order, respectively, both of which describe negative service
experiences. Again, from the LDA, no such topics are discernible. Topic 10 from the AT-
LDA expresses a situation of conflict between patrons and service employees that escalates
to the manager. This topic, too, is not identified by the LDA although its relevance to

the overall evaluation of a dining experience is apparent. In summary, applying the LDA

29



model to the restaurant data sets results in topics that exhibit significant overlap with
respect to food and menu items. The AT-LDA model, in comparison, finds a larger and
more differentiated set of topics and words more exclusive to topics (Airoldi and Bischof
(2016)). The AT-LDA identifies topics clearly unrelated to food or menu items and seems
more powerful in finding topics that describe negative aspects of the dining experience or
the value of a restaurant visit. Such topics seem to more relevant to identifying potential
drivers to the customer satisfaction rating.

Tables (10) and (11) summarize results from regressing the customer rating on topic
shares. Note that the regression model is not a priori identified because the topic shares
from an LDA-type model, by definition, sum to 1. We post-process the coefficients by
setting the coefficient of one arbitrarily chosen topic to zero. From applying the LDA to
American restaurant data (Table 10), we find that only the topic that talks about the
waitress drives the rating down, whereas all topics pertaining to menu items emerge as
positive drivers of the overall rating. In comparison, results from the AT-LDA suggest
that menu items have less of an influence and that an increasing share of the topic related
to a bad experience has a strong negative influence on the rating. This suggests that
the LDA inflates the role of item-related topics and does not adequately capture the role
of a negative dining experience with respect to the satisfaction rating. An even more
interesting result emerges from comparing cut-point regression results from the Italian
restaurant data (Table 11). The supervised LDA model leads to all topics, except for
Topic 1 (“Atmosphere”), being credibly negative drivers of the overall rating. In the case
of topics such as “Good food”, “Pizza”, or “Menu”, this result has little face validity
as these topics have either positive or neutral valence. The AT-LDA, in comparison,
identifies only 3 out of 9 topics as significant drivers. The topic “escalated conflict”
emerges as the only negative driver of the rating, whereas the topics “Best Restaurant”
and “Great Experience” influence the rating positively. This suggests that the LDA may

identify topics as significant drivers that are difficult to interpret using a small number of
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words with high probabilities as reported in Tables (6) and (7).
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5 Concluding Remarks

In this paper we examine the use of an autocorrelated topic model for analyzing text data.
Topics are autocorrelated when they can carry-over from word to word in speech, and in
our empirical analysis we find that it outperforms standard topic models across a variety
of data sets. The reason for this result is that topic carry-over is a regular feature of
customer review text data that standard topic models cannot account for. Although the
IID assumption of topic assignment in LDA models has been criticized in the literature
as unrealistic before, we provide model-based evidence for violation of this assumption
and a way to solve this problem.

In our application of the model to different datasets, we examine the role played by
conjunctions and punctuation in signaling topic change. The difference between these
two categories of covariates is that conjunctions are joiners of speech and incidents of
punctuation present natural separators of speech. Because we incorporate this information
as covariates in the model, we can use it without compromising inference with respect
to the topics themselves. In our empirical analysis, we find these syntactic covariates
to be highly predictive of topic carry-over. Typically, conjunctions and punctuation are
removed prior to the model-based analysis of text data. The primary motive for this
“pre-processing” is that such data are not diagnostic with respect to topics. While this is
true, our results suggests that syntactic covariates are highly diagnostic of topic changes
and, through this mechanism, are useful in analyzing the latent structure of text. In
short, our results present a strong case to not discard this data.

From a practical perspective, we find that a model with autocorrelated topics improves
driver analysis of satisfaction if reviews are more complex (more words, larger vocabulary).
This result can guide managers in moving away from simpler models when these do not
suffice. Compared to results obtained via the standard approach to topic analysis (LDA),

our model with autocorrelated topics generally results in a larger and more diverse set
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of topics when applied to datasets comprised of larger sentences and more words. In
our analysis of the restaurant review data, we find that the AT-LDA identifies topics
more focused on specific themes (e.g. dining occasions, value-for-money, negative service
experience) that the LDA does not identify with similar clarity. This is because the LDA
has a tendency to allocate ubiquitous terms (food, menu items) more uniformly across
the topics. This tendency also reduces its ability to explain customer satisfaction ratings.

To conclude, this research suggests that the analysis of serial topic dependency presents
a fruitful area of future research to advance the use of topic models for the rapidly in-
creasing amount of text data in marketing. The model proposed here is relatively simple
in that it considered first-order topic dependency across an observed sequence of words
only. Yet, it outperforms a model with IID topic draws across all five data sets analyzed
(see Table 3). A casual inspection of results from our model (Figure 3) suggests that topic
dependency may extend across longer sequences of words, suggesting the need for a more
complex model of serial topic dependency. In particular, it would be interesting to inves-
tigate models that would allow us to identify at which point in the data (e.g., which word
in a sentence or paragraph) the latent topic changes. In marketing and econometrics,
change-point models for various types of latent discrete states have been developed (Chib
1998; DeSarbo et al. 2004; Fader et al. 2004; Netzer et al. 2008; Gopalakrishnan et al.
2016). Blending this type of dynamic modeling of latent structure with topic analysis

presents a natural starting point for such an investigation.
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A Appendix

A.1 Simulation Study: Empirical Identification of the AT-LDA

topic model with covariates

In the following, we demonstrate statistical identification of the AT-LDA model with a
hierarchical model for topic carry-over, using a simulation study. The simulation is based
on a vocabulary of V' = 1,000 unique terms and four topics (T = 4). We generate
D = 1,000 documents with 40 words each for a corpus of 40,000 words. This set-up is
similar to the data sets used in the empirical analysis. We generate the true word-topic
probabilities (¢;) and the true document-topic probabilities (6;) from symmetric Dirichlet
distributions with priors a = 1/7 and 5 = 50/V for the document topic probabilities and
topic-term probabilities, respectively. For the hierarchical regression, we generate six
binary covariates per word (except for the first word in each document) from a binomial
distribution with p., = 1/3 for each covariate and also use dummy variables for the
topic of the previous word as additional covariates. p.,, drives the frequency at which
covariates to words appear in the data. Topic dummies in the regression account for
a non-zero probability of a topic carry-over when (all) covariates are absent. All true
coefficients for the hierarchical regression of ( on covariates are generated randomly from
a uniform distribution with boundaries [—2, +2]. Across words and topics, this leads to
an average probability of a topic carry-over of about 25%. For estimation, we generate
start values for topic assignments randomly and compute initial values for all parameters
dependent on topic assignments based on that (¢,6). The latent carry over indicators (,
are all started at 0. After running the MCMC, we switch the topic labels (if necessary)
once post-hoc to compare true vs. estimated parameter values. In Table (12), we report
the posterior estimates of the hierarchical regression and the hit rates for z and ( after the
label switch. Figure (7) shows the recovery of ¢ and 6 from our MCMC after subjecting

these parameters to the same label switch.
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Table (12) shows that the MCMC recovers the parameters of the hierarchical regression
of ¢ on covariates at very high accuracy. The true values of all regression coefficients are
well within the 95% credibility range of the posterior means of the estimated parameters
as indicated by their posterior standard deviation. We also report the hit rate of the
latent topic assignments and the latent topic carry-over indicator. The hit rate of the z
is 95%, the hit rate of the ¢ is 82%. While both hit rates are satisfactory, we note that
the hit rate of ¢ can be increased in simulation by introducing additional covariates or
increasing the effect of existing covariates on the probability of a topic carry-over. Figure
(7) reveals that the word-topic probabilities are recovered well. This is because, for the
estimation of ¢,;, information is pooled across all the documents. Thus, recovery of ¢; is
not affected by the relatively small number of words per document. We note that there is
no such pooling for estimation of 6;. This is the reason for larger deviation of estimated
and true document topic probabilities. This deviation can, of course, be trivially reduced
by allowing for longer documents.

An issue relevant to recovery of the AT-LDA model is the frequency at which covariates
occur in the data. As conjunctions and punctuation appear more rarely in the data
(e.g, Twitter data due to size restrictions relatively rarely contain complete sentences
and, hence, punctuation or conjunctions), recovery of the hierarchical regression to topic
carryover becomes more difficult. To explore this issue, we changed the frequency at which
covariates appear in the data, holding all other parameters of the simulation constant.
Fig. (8) shows the hit rate for ¢ and the RMSE of the regression coefficients pertaining
to the covariates, given rates of occurence ranging from 33% to 2%. Fig. (8) reveals that
the hierarchical structure of the model can be well identified even when covariates appear

rarely in the data.
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Figure 8: Sensitivity of recovery of hierarchical regression in AT-LDA with covariates
with respect to rate of occurence of covariates.

1.0

- —— Hit rate zeta
--- RMSE beta

0.4

0.2
|
\

0.0

113 1/5 110 1/20 1/50

Frequency of Covariates to Words

Legend: Graph shows hit rate of ¢ and the root mean squared error of regression coeffi-
cients pertaining to (simulated) structural covariates. X-axis denotes frequency at which
covariates to words appear. For example, 1/3 indicates that 33% of the words are associ-
ated with a covariate, 1/10 indicates that 10% of the words are associated with a covariate
ete.
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A.2 MCMC

For MCMC estimation of the AT-LDA, we rely on the procedure outlined in appendix
(A.5) to Biischken and Allenby (2016) which we apply to the word level of our data
(see also the Web Appendix to this paper in the following Section A.3). Because we use
covariates to the probability of a topic change p (¢|t)) and instead , we depart from their
approach for the estimation of the hierarchical regression in our model. The update of §

is accomplished as follows:

D Ny

p(delse) H Hp (Canlzan—1 =t,20,6) x p(0) =
d=1n= 2 (Al)

HH exp(do., , + 25,0] < ()

5 1+ expldoz, , +27,0]

For p(J), we assume a standard weakly informative multivariate normal distribution.
Because of the non-conjugacy of (A.1), we draw § by way of a RW-Metropolis step. Note

that the first word in each of the documents does not inform ¢ because (; = 0 by definition.
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B Web appendix

Applied to the word level, the MCMC sampling procedure in Biischken and Allenby (2016)
for the AT-LDA model is as follows. The factorization of the joint posterior distribution

of the knowns and unknowns in Eq. (4) suggests the following sampling steps:

L. p(¢|w, z, B) o< szl Hgi1p(wn‘¢t,2n =1t) x p(¢u|B) Vt
2. p(8]else) o< TToy TN 0 (Caln, 6, 20 1) X ()

3. On the document level (omitting subscript d for z and w to improve readability):

(a) p(z,Clelse) o< p(wi]@, z1) x p(21|0a) ¥

HgiQP (wn\@ Zny Rn—1, gn) Xp (Zn‘znfla eda Cn) Xp (Cn‘znfla w)

(b) p(Balelse) o< p(21]0a) X TI% 0 (znlzn-1, 64, Ca) X p (Bal)

Note that, conditional on (, the hierarchical regression of topic carry-over indicators on
observed covariates is a standard binary logit model. Because of the first order carry-over
effect of the topics, we write down the joint probability of all quantities with respect to

two subsequent words given everything else:

p(wn;wn-l—laznazn+1a§n:§n+1|¢a¢70d7a>6) =

p (wna wn+1’¢a Zny An—1, Cnv Cn—&-l) X
p (Zn|Zn—17 eda Cn) Xp (Zn+1|zna ed: C’fl-‘rl) X

p <<n|Zn_1,¢) Xp (Cn+1|zml/})

Note that in the above expression p(z,41|2n, 04, (ar1) is a constant with respect to z,.
This is because, as shown above, it is either 1 (if (,.; = 1) or independent of z, (if

Cne1 = 0). The joint distribution of w,, w,,1 factorizes as follows:

e D (wna wn+1‘¢7 Zny An—1, Cn = O, §n+1 = O) =p (wn|¢7 Zn) Xp (wn+1’¢a Zn+1)
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LY (wm wn+1|¢> Zny Zn—1, Cn - O, gn—i-l = 1) =p (wn|¢7 Zn) Xp (wn+1|¢a Zn)
® D (wm wn+1|¢7 Zny Zn—1, Cn - 17 Cn—i—l = 0) =P (wn|¢7 Zn—l) Xp (wn+1|¢u Zn—i—l)
D (wnv wn+1|¢7 Zny Zn—1, Cn =1, Cn—i-l = 1) =P (wn|¢7 Zn—l) Xp (wn+1|¢a Zn—l)

where the first expression is the LDA model (no topic carry-over) and the last expression
presents the case of a repeated topic carry over. In each case, the probabilities of the

words factorize, given z, (, ¢.

B.1 Draw of 2z, and (,

Analogous to Gibbs sampling for the HMM (Frithwirth-Schnatter 2006), we consider a
joint ”"single-move” Gibbs sampler of the topic and the stickiness indicator. The joint
posterior of z,, (, is obtained by dropping all elements independent of z, and (, from Eq.

(4) and treating the latent variables z, 1, (,_1, 2,11 and (,41 as observed:

p(zn = t, (lelse) o

p(wn)wn+1|¢) “n = tyzn—17Cn7Cn+1) X (Bl)

p (Zn = t|2n71; 9d7 Cn) Xp (Cn|zn717 w) Xp (Cn+1|zn = t; w)

Using results from the above:

p(zn =1, = 1Guy1 = 0, else)

p (wn|¢7 Zn—l) X p(wn+1|¢a Zn+1> Xp (zn = t|zn—17 eda Cn = 1) X

p (Cn = 1|zn—1a @Z)) X p(Cn+1|Zn_1, ¢) X Qb(;:ﬂ X ¢Zn71 X (1 - @Z)anl)
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p(zn = tan = 1‘Cn+1 = 17 6[86)) X

P (W] b, 2n—1) X D (Wni1|@, 2n-1) X p(2n = t|2n-1,04,(n = 1) X

P (G = 1zn-1,0) X P (Cor1]2n-1, 1) o< o) x @it xap, x4,

p (Zn =t, Cn = O|€n+1 = 0, 6[86) X

p (wn|¢7 Zn = t) X p(wn+1|¢a Zn—‘rl) X p(zn = Zf|Zn—17 Qd, gn = 0) X

p(Cn = 0|Zn—17w) X p(Cn+1|Zn = tﬂﬁ) (8 sz(twn) X Qd,t X (1 - wzn71) X (1 - ¢t)

p(zn =1, = 0]Cur1 = 1, else) x
b (wn|¢a Zn = t) X P(wn+1|¢, Zp = t) X p(zn = t|Zn—1) eda Cn = 0) X

P (G =01z01,%) X P (Gura]zn = £, ) o< ") X (") X By x (1= s ) X Uy

In the case of n = Ny, p (wn41|-) and p ((,11]-) can be dropped because these distributions
do not exist. Note that, in the case of a topic carry-over from word n to n + 1 and
(, = 0, the downstream likelihood of z, consists of two words. If, however, (, = 1 the
posterior does not depend on z, because the topic is already determined. Essentially, the
above expressions deal with the question whether to choose the ”observed” previous topic
assignment z,_; for the current word w, or to consider the case that z, originates from
04. The above expressions give rise to T'+ 1 multinomial probabilities from which we can

jointly draw z,, ,.

B.2 Draw of 6,

In MCMC sampling for the standard LDA, the full conditional draw of 6, is based on using
the multinomial topic assignment of all words (or sentences) in a document as likelihood

information. The multinomial likelihood of the topic assignments is combined with the
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Dirichlet prior p(f|«) for a conjugate update via a Dirichlet posterior in which the topic
assigments are simple counts (see Eq.(?7?)). For the sticky LDA, we have to keep track of
the topic assignments which are downstream of 6; and disregard topic assignments due
to(=1:

Ng

p(Oglelse) o< p(z1]04) ¥ Hp(zn|zn—l79da<n) xp(Oala) =

n=2

[T Gl xp@ada) x ] 1 =

n:Cn=0 n:(pn=1

IT 2 (zul6a) x p (ala)

n:Cn=0
We use the count matrix CTP to collect topic assignments conditional on ¢,, = 0 and then

proceed as in the standard LDA.

B.3 Draw of ¢

The draw of ¢; is not affected because we can treat the z as observed. This update can

be conducted in the usual way.
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