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We consider the classical stochastic multi-armed bandit problem with a constraint that limits the total

cost incurred by switching between actions to be no larger than a given switching budget. For this problem,

we prove matching upper and lower bounds on the optimal (i.e., minimax) regret, and provide efficient

rate-optimal algorithms. Surprisingly, the optimal regret of this problem exhibits a non-conventional growth

rate in terms of the time horizon and the number of arms. Consequently, we discover surprising “phase

transitions” regarding how the optimal regret rate changes with respect to the switching budget: when the

number of arms is fixed, there are equal-length phases, where the optimal regret rate remains (almost)

the same within each phase and exhibits abrupt changes between phases; when the number of arms grows

with the time horizon, such abrupt changes become subtler and may disappear, but a generalized notion of

phase transitions involving certain new measurements still exists. The results enable us to fully characterize

the trade-off between the regret rate and the incurred switching cost in the stochastic multi-armed bandit

problem, contributing new insights to this fundamental problem. Under the general switching cost structure,

the results reveal interesting connections between bandit problems and graph traversal problems, such as

the shortest Hamiltonian path problem.

1. Introduction

The multi-armed bandit (MAB) problem is one of the most fundamental problems in online machine

learning, with diverse applications ranging from pricing and online advertising to clinical trails.

Over the past several decades, it has been a very active research area spanning different disciplines,

including computer science, operations research, statistics and economics.

In a traditional multi-armed bandit problem, the learner (i.e., decision-maker) is allowed to switch

freely between actions, and an effective learning policy may incur frequent switching — indeed, the

learner’s task is to balance the exploration-exploitation trade-off, and both exploration (i.e., acquir-

ing new information) and exploitation (i.e., optimizing decisions based on up-to-date information)

require switching. However, in many real-world scenarios, it is costly to switch between different

alternatives, and a learning policy with limited switching behavior is preferred. The learner thus

has to consider the cost of switching in her learning task.
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In this paper, we introduce the Bandits with Switching Constraints (BwSC) problem. We note

that most previous research in multi-armed bandits has modeled the switching cost as a penalty

in the learner’s objective, and hence the learner’s switching behavior is a complete output of the

learning algorithm. However, in many real-world applications, there are strict limits on the learner’s

switching behavior, which should be modeled as a hard constraint, and hence the learner’s allowable

level of switching is an input to the algorithm. In addition, while most prior research assumes

specific structures on switching costs (e.g., unit or homogeneous costs), in reality, switching between

different pairs of actions may incur heterogeneous costs that do not follow any parametric form.

These gaps motivate us to propose the BwSC framework, which includes a hard constraint imposed

on the total switching cost.

In addition to its strong modeling power and practical significance, the BwSC problem is theoret-

ically important, as it is a natural framework to study the fundamental trade-off between the best

achievable regret rate and the maximum incurred switching cost in the classical multi-armed bandit

problem. In particular, it enables characterizing important switching patterns associated with any

effective exploration-exploitation policies. Thus, the study of the BwSC problem leads to a series of

new results for the classical multi-armed bandit problem.

1.1. Motivating Examples

The BwSC framework has numerous applications, including dynamic pricing, online assortment

optimization, online marketplaces, clinical trails, labor markets, supply chain management, etc. We

describe some representative examples below.

Dynamic pricing with demand learning. Dynamic pricing with demand learning has proven

its effectiveness in revenue management (den Boer 2015). However, it is well known that in practice,

sellers often face business constraints that prevent them from conducting extensive price exper-

imentation and making frequent price changes; see Cheung et al. (2017), Chen and Chao (2019)

and Chen et al. (2020) for discussions of multiple practical reasons. The seller’s sequential decision-

making problem can be modeled as a BwSC problem, where changing from each price to another

price incurs some cost, and there is a limit on the total cost incurred by price changes. Here, a high

switching cost between two prices implies that the corresponding price change is highly undesirable,

while a low switching cost implies that the corresponding price change is generally acceptable.

Promotion and assortment strategies in retail and financial services. Similar to the

example of dynamic pricing, many retailers and financial service providers have started to use

online learning techniques to dynamically adjust their promotion strategies (e.g., deals, referral

programs, sign-up bonus offers) or product assortments based on sequentially collected data. In many

scenarios, frequent changes of public offerings not only increase operational and marketing costs
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(e.g., inventory and advertising costs) but also lead to customer dissatisfaction and negative public

image (Simchi-Levi et al. 2008). The sequential promotion planning problem, and the sequential

assortment planning problem (with a fixed number of assortment candidates1), can both be modeled

as BwSC.

Sequential experiments in online marketplaces. Consider an online e-commerce platform

(e.g., Uber, Airbnb) choosing a mechanism (e.g., a surge pricing algorithm, a listing ranking rule)

among several alternatives. It is common practice for platforms to conduct sequential experiments of

mechanisms using bandit approaches to optimize long-term revenue. However, frequent changes of

mechanisms may be highly undesirable for a marketplace, because not only the platform (e.g., Uber)

but also the market participants (e.g., drivers and riders) may suffer from switching costs: each time

the platform announces a new mechanism, the market participants will make efforts to adapt to

the new mechanism (e.g., if Uber announces that trips completed during select hours each day earn

extra rewards, then a driver may be incentivized to change his work schedule); as a result, market

participants will get annoyed when they find that the mechanism changes frequently (which means

that they have to re-develop their business strategies frequently). Therefore, platforms usually have

to limit their number of mechanism changes in sequential experiments.

1.2. Problem Formulation

We now introduce our model. Consider a K-armed bandit problem where a learner chooses actions

from a fixed set [K] = {1, . . . ,K}. There is a total of T rounds (T ≥ K). In each round t ∈ [T ],

the learner first chooses an action at ∈ [K], then observes and collects a reward Xt(at) ∈ R. For

each action k ∈ [K], the reward of action k is i.i.d. drawn from an (unknown) distribution Dk

with (unknown) expected value µk. We assume that the distributions D1, . . . ,DK are standardized

sub-Gaussian.2 Without loss of generality, we assume supi,j∈[K] |µi−µj | ∈ [0,1].

In the BwSC problem, the learner incurs a switching cost ci,j ≥ 0 each time she switches from

action i to action j (i, j ∈ [K]).3 In particular, ci,i = 0 for i∈ [K]. There is a pre-specified switching

budget S ≥ 0 representing the maximum amount of switching costs that the learner can incur in

total. Once the total switching cost exceeds the switching budget S, the learner cannot switch her

actions any more. The learner’s goal is to maximize the expected total reward over T rounds.

1 Here we refer to the setting that a retailer chooses one assortment from a few assortment candidates (which captures
many retailers’ practice under complicated business constraints). A different setting in literature allows one to consider
exponentially many assortment candidates under an MNL choice model, see Agrawal et al. (2019), Dong et al. (2020).

2 This is a standard assumption in the stochastic bandit literature. Note that the class of sub-Gaussian distributions
is sufficiently wide as it contains Gaussian, Bernoulli and all bounded distributions.

3 We allow ci,j =∞, which means that switching from i to j is prohibited. We also allow ci,j 6= cj,i, which means that
the switching costs are asymmetric.
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1.2.1. Admissible Policies Let π denote the learner’s (non-anticipating) learning policy;

specifically, π is a sequence (π1, . . . , πT ), where πt establishes a probability kernel acting from the

(measurable) space of historical actions and observations before round t to the (measurable) space

of actions at round t. Let at denote the (random) action selected by policy π at round t, and Xt(at)

denote the (random) reward observed by policy π at round t (note that both at and Xt(at) depend

on the underlying distributions D= (D1, . . . ,Dk)). Let PπD be the probability measure induced by the

random variables (a1,X
t(a1)), . . . , (aT ,X

T (aT )), and EπD[·] be the associated expectation operator.

According to our model, we only need to restrict our attention to the S-switching-budget policies,

which take S, K and T as input and are defined below.4

Definition 1. A policy π is said to be an S-switching-budget policy if for all D,

PπD

[
T−1∑

t=1

cat,at+1
≤ S

]
= 1.

Let ΠS denote the set of all S-switching-budget policies, which is also the admissible policy class of

the BwSC problem.

1.2.2. Regret and Optimal Regret The performance of a learning policy is measured against

a clairvoyant policy that maximizes the expected total reward given foreknowledge of the environ-

ment (i.e., underlying distributions) D. Let k∗ = argmaxk∈[K] µi and µ∗ =maxk∈[K]µk. If a clairvoy-

ant knows D in advance, then she would choose the “optimal” action k∗ for every round and her

expected total reward would be Tµ∗. We define the regret of policy π as the worst-case difference

between the expected performance of the optimal clairvoyant policy and the expected performance

of policy π:

Rπ(T ) := sup
D

{
Tµ∗ −EπD

[
T∑

t=1

Xt(at)

]}
= sup

D

{
Tµ∗ −EπD

[
T∑

t=1

µat

]}
,

which is a non-negative function of the policy π, the number of actions K, and the horizon (i.e.,

number of rounds) T ; occasionally, we will use the notation Rπ(K,T ) to highlight its dependence

on K. Furthermore, the optimal (i.e., minimax) regret of BwSC is defined as

R∗
S(T ) := inf

π∈ΠS

Rπ(T ),

which is a non-negative function of the switching budget S, the number of actions K, and the horizon

T ; occasionally, we will use the notation R∗
S(K,T ) to highlight its dependence on K. Note that the

4 Note that here we do not make any assumption on the learner’s behavior. In particular, we do not require the
learner to intentionally pick an S-switching-budget policy — the switching constraint makes the learner’s policy
automatically equivalent to an S-switching-budget policy.
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optimal regret is an intrinsic quantity that can help us to characterize the statistical complexity of

the BwSC problem.

Remark. There are two notions of regret in the stochastic bandit literature. The Rπ(T ) regret

that we consider is called the distribution-independent (or worst-case) regret, as it does not depend

on D. On the other hand, one can also define the distribution-dependent (or instance-dependent)

regret Rπ
D(T ) = Tµ∗ −EπD

[∑T

t=1 µat

]
that depends on D. Unlike the classical MAB problem where

there are policies that simultaneously achieve near-optimal bounds under both regret notions, in the

BwSC problem, due to the limited switching budget, finding a policy that simultaneously achieves

near-optimal bounds under both regret notions is usually impossible. Thus in the main body of the

paper, we focus on the distribution-independent regret. However, in Appendix A, we extend our

results to the distribution-dependent regret.

1.2.3. Research Questions Two fundamental tasks in the study of bandits are: (i) to under-

stand the growth rate of the optimal regret (i.e., “optimal regret rate”) as T grows, or as both K

and T grow, and (ii) to design efficient algorithms that attain near-optimal regret. In this paper, we

seek to address both of these challenges for BwSC. Moreover, motivated by the relationship between

BwSC and MAB,5 we seek to understand how the switching constraint fundamentally affects the

statistical nature of bandits. Altogether, our central questions are:

1. What is the statistical complexity (i.e., optimal regret rate) of BwSC?

2. Can we design practical algorithms to attain the optimal regret rate?

3. How does the optimal regret rate of BwSC changes with respect to the switching budget S,

and how is it affected by the structure of switching costs (ci,j)?

1.3. Main Results and Technical Highlights

The main contributions of this paper lie in fully addressing the above three research questions for

BwSC under the unit switching cost structure, partially addressing the three questions for BwSC

under the general switching cost structure, and discovering surprising “phase transition” behavior of

the optimal regret (under both unit and general switching cost structures). We devise a series of effi-

cient algorithms which attain sharp regret upper bounds, and introduce a highly non-trivial five-step

method which provides matching (or nearly matching) lower bounds. As a by-product, we develop a

novel information-theoretic inequality, namely the Generalized Reverse Fano-type inequality, which

plays a critical role in our five-step method.

We summarize our main results and technical contributions as follows.

5 Note that BwSC and MAB share the same definition of Rπ(T ), and the only difference between BwSC and MAB

is the existence of a switching constraint π ∈ ΠS , determined by (ci,j) ∈ R
K×K
≥0 and S ∈ R≥0 (when S =∞, BwSC

degenerates to MAB).
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Effective algorithms for the U-BwSC problem. We first study the BwSC problem under the

most fundamental switching cost structure — the unit switching cost structure: ci,j = 1 for all i 6= j.

The problem is referred to as the unit-switching-cost BwSC problem (or U-BwSC for short), and can

be interpreted as “MAB with limited number of switches.” As a preliminary attempt, we present a

simple and intuitive algorithm, called LS-SE, which builds on the “batched elimination” framework

recently developed by Perchet et al. (2016) and Gao et al. (2019), and ensures the following regret:

Õ(1) ·K1− 1

2−2−q(S,K) T
1

2−2−q(S,K) , (1)

where q(S,K) :=
⌊
S−1
K−1

⌋
is the quotient of the Euclidian division of (S− 1) by (K − 1).6

The LS-SE algorithm, though being very simple, has several drawbacks, including a potentially

large waste of the switching budget, and overly low adaptivity (i.e., it learns from data in an overly

infrequent manner; see Section 3.2). To overcome these drawbacks, we design a new algorithm,

AdaLS, which builds on and improves upon LS-SE by (i) adopting a novel combinatorial and ran-

domized exploration strategy and (ii) deciding when to make switches in a more data-driven fashion.

These two features enable AdaLS to make better use of the switching budget and enjoy higher

adaptivity.

We show that AdaLS attains an improved regret bound of

Õ(1) ·max




(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K) , K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1



, (2)

where r(S,K) := (S−1)%(K−1) is the remainder of the Euclidean division of (S−1) by (K−1).7

Since 0≤ r(S,K)≤K−2, the rate of (2) is at most K
1− 1

2−2−q(S,K) T
1

2−2−q(S,K) , which is the same as

(1), and at least max

{
K−1T

1

2−2−q(S,K) ,K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1

}
, which can be much smaller

than (1) when K is large, as the first term in “max” has a sharp K−1 factor and the second term

in “max” has a smaller order of T . This implies that AdaLS reduces the regret of LS-SE by a

multiplicative factor of at least Ω(1) and at most O(K3/2). See Table 1 for detailed illustrations and

comparisons of regret bounds (1) and (2), and Section 3.2 for more explanations.

Tight lower bound for the U-BwSC problem. The AdaLS algorithm, though being a signifi-

cantly refined version of the LS-SE algorithm, still seems to leave plenty of room for improvement. In

particular, it only improves the regret rate when K is permitted to grow with T , failing to directly

improve the regret’s dependence on the most important parameter T when K = Õ(1). Several chal-

lenging questions remain open: Is it possible to directly improve the regret in terms of T? Can the

6 See https://en.wikipedia.org/wiki/Euclidean_division for a definition of the Euclidian division. We use ⌊·⌋ to denote
the floor function; see Section 1.4 for details.

7 We use % to denote the modulo operation; see Section 1.4 for details.

https://en.wikipedia.org/wiki/Euclidean_division
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dependence on K be further improved? What is the fundamental limit of the U-BwSC problem?

We settle these questions by establishing a strong (and quite surprising) information-theoretic lower

bound that directly match the upper bound (2) for any S, any K, and any T — specifically, we

show that no admissible policy can avoid a regret lower bound of

Ω̃(1) ·max




(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K) , K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1



, (3)

which implies that AdaLS is optimal up to logarithmic factors. The proof of the lower bound is

highly non-trivial. The methodological contributions in the lower bound proof will be elaborated

shortly.

The tight lower bound proved for U-BwSC also motivate new insights about the classical MAB. In

particular, it implies that Ω(K log logT ) switches are necessary to achieve Õ(
√
KT ) (near-optimal)

regret in MAB, which appears to be a fundamental yet new result.

Phase transitions associated with the optimal regret. Combining (2) and (3), we com-

pletely characterize the optimal regret of the U-BwSC problem. The characterization reveals surpris-

ing findings: when K = Õ(1), the quotient function q(S,K) (as a floor function) uniquely determines

the optimal regret rate; when K grows with T in a non-negligible way, the remainder function

r(S,K) also affects the optimal regret rate through the dependence on K, but only when r(S,K) is

large enough such that r(S,K) =K − o(K). To the best of knowledge, this is the first example of

an online learning setting where (i) a floor function naturally arises in the exponent of T in the opti-

mal regret, and (ii) the optimal regret exhibits a “combinatorial” growth rate which is surprisingly

characterized by an Euclidean division.

As a consequence of these findings, we discover surprising phase transitions regarding how the

optimal regret rate changes with respect to the switching budget S, which can be summarized by the

following two cases: whenK is fixed (and T grows), there are equal-length phases defined by S, where

the optimal regret rate remains the same (up to logarithmic factors) within each phase and exhibits

abrupt changes between phases; when K grows with T in a non-negligible manner, such abrupt

changes become subtler and may disappear, but a generalized form of phase transitions involving

the “budget-to-arm ratio” (BAR) still exist. We will provide a rigorous and detailed treatments of

phase transitions in Section 3.4.

Extensions to general switching cost structures. We extend the results obtained in the

U-BwSC problem to the general BwSC problem. Specifically, we study two types of general switch-

ing cost structures (with one being symmetric and the other being asymmetric): (i) the general

symmetric switching cost structure (corresponding to the G-BwSC problem), where ci,j = cj,i (i 6= j)

can be any non-negative real number; and (ii) the departure cost structure (corresponding to the
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D-BwSC problem), where ci,j = ci for all j 6= i and ci can be any non-negative real number, i.e.,

the switching cost between any pair of actions only depends on the action that the learner departs

from. For both G-BwSC and D-BwSC, we design efficient algorithms, and prove corresponding lower

bounds on regret. Under the condition of K = Õ(1), we show that our regret upper and lower

bounds almost match for G-BwSC, and exactly match for D-BwSC (both in terms of the dependence

on T ); the optimal regret again exhibits phase transitions. Our results in this part make conceptual

contributions by revealing an interesting connection between bandit problems and graph traversal

problems.

Methodological contributions in the lower bound analysis. As we mentioned, the proof

of the lower bound (3) requires significant technical effort, and contains several technical highlights

of this paper. In particular, to show that the quotient function q(S,K) necessarily appear in the

exponent of T and the remainder function r(S,K) necessarily affects the order of K through the

(K−r(S,K)) term, we develop a host of new techniques, largely from first principles, to characterize

how the switching constraint affects the learning dynamics of an arbitrary admissible policy, and

how concrete classes of certain learning dynamics (represented by risky events) lead to fundamental

performance limits. These techniques combine ideas from information theory, probability theory,

statistics and combinatorics, and are integrated in a five-step proof program called RECAP.

As an aside, we establish a novel and powerful information-theoretic inequality, namely the Gen-

eralized Reverse Fano-type (GRF) inequality, which is of independent interest. The inequality over-

comes several limitations of the classical Fano’s inequality and its generalizations by (i) acting in a

reverse direction (or equivalently, providing sharp lower bounds on the average probability of multi-

ple “low-probability” events), (ii) working with arbitrary events (not necessarily forming a partition),

(iii) working with arbitrary measures (not necessarily on a same measurable space), (iv) working

with the reverse KL divergence, and (v) allowing arbitrary choices of “refrence” measures that could

vary with events. Our lower bound proof clearly demonstrates the advantages of the GRF inequality:

all of the above five features play critical roles in the RECAP method.

We believe that the GRF inequality, together with the ideas and techniques arising in the RECAP

method, can find broader applications in learning theory, information theory, and mathematical

statistics. For this reason, we will use a separate section (Section 5) in this paper to introduce the

GRF inequality and present the RECAP method in detail.

1.3.1. Comparison with Prior Work We provide a detailed comparison of our results and

some closely related results in prior literature, including those obtained in the literature on “batched

bandits” (Perchet et al. 2016, Gao et al. 2019) and those presented in a preliminary version of this

paper (Simchi-Levi and Xu 2019).
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Comparison with the results on batched bandits. The U-BwSC problem is related to the

“batched (multi-armed) bandit” problem (Perchet et al. 2016, Gao et al. 2019). The M -batched

bandit problem is defined as follows: given a classical MAB, assumes that the learner must split

her learning process into M batches and is only able to observe data (i.e., realized rewards) from

a given batch after the entire batch is completed. This implies that all actions within a batch are

determined at the beginning of this batch. Here M can be viewed as a quantity measuring the

learner’s adaptivity, i.e., her ability to learn from her data and adapt to the environment. An M -

batch policy is defined as a policy that only observes the available data for M − 1 times through

the entire horizon. Perchet et al. (2016) study the above problem in the two-armed case. They

propose an M -batch policy with Θ̃
(
T

1
1−21−M

)
regret, and show that no M -batch policy can attain

a better regret rate under the “static grid” restriction which requires the policy to pre-determine the

batch sizes before the learning process. Gao et al. (2019) extend their algorithm and results to the

general K-armed case, and show that even without the “static grid” restriction (i.e., even when the

batch sizes can be adaptively chosen in a batch-by-batch manner), no M -batch policy can attain

an better regret rate. The statistical complexity of the batched bandit problem is thus completely

characterized.

The batched bandit problem and the U-BwSC problem are two closely related but fundamentally

different problems: while the batched bandit problem explicitly limits the number of times of making

observations (i.e., adaptivity), the U-BwSC problem only limits the number of times of action changes,

and (importantly!) allows unlimited number of times of making observations. As we shall see in

Section 3.5, the batched bandit model is strictly more restricted than the U-BwSC model (i.e., the

U-BwSC model is more relaxed than the batched bandit model), in the sense that the admissible

policy class of U-BwSC is much richer and contains more efficient policies. This difference allows

U-BwSC to enjoy a fundamentally smaller optimal regret rate when K is large; see Section 3.5 for a

detailed discussion on the relationship and difference of the two problems.

We note that existing results and techniques of batched bandits cannot provide a satisfying

solution to the U-BwSC problem, neither in terms of designing rate-optimal algorithms nor in terms

of establishing fundamental limits. While it is relatively easier to obtain an S-switching-budget

policy by modifying a (q(S,K) + 1)-batch policy (see Section 3.1 and the LS-SE algorithm), such

approach suffers from several drawbacks and is generally sub-optimal when K is large, as an S-

switching-budget policy can utilize data more frequently than a (q(S,K) + 1)-batch policy and

achieve better regret (see Section 3.2). As a result, we have to develop new algorithmic ideas to

design a more advanced algorithm (the AdaLS algorithm) to achieve the optimal regret rate of the

U-BwSC problem.
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More importantly, since U-BwSC is more relaxed than the batched bandit problem, a regret lower

bound for the batched bandit problem cannot imply a regret lower bound for U-BwSC. Therefore,

we need to establish new lower bounds for U-BwSC, which also imply lower bounds for the batched

bandit problem. In fact, from an information-theoretic perspective, when we aim for lower bounds,

dealing with a switching constraint (which does not impose any constraint on the number of queries

of information) is considerably more challenging than dealing with a batch constraint (which directly

restricts the ability to inquire information): the challenge is that an S-switching-budget policy can

continuously gain new information at every round; as a result, it may be difficult to establish sharp

impossibility results for such a policy via standard information-theoretic arguments. We address

this challenge by establishing the RECAP method from first principles. We remark that the lower

bound results in our paper are strong. Indeed, both the lower bounds of Perchet et al. (2016) and

Gao et al. (2019) can be seen as corollaries of our lower bound (3); see Section 3.5.

Advances over the conference version. We would like to point out that a preliminary ver-

sion of the current paper, Simchi-Levi and Xu (2019), appeared in the 33rd Conference on Neural

Information Processing Systems (NeurIPS 2019), and the current paper is a significantly enhanced

version of it. In particular, the conference version only studies the BwSC problem in the case of

K = Õ(1), where one only needs to care about the regret’s dependence on T and does not need

to care about the regret’s dependence on K. As a result, the conference version leaves an O(K5/2)

gap between the upper and lower bounds for the U-BwSC problem. The current paper significantly

improves upon Simchi-Levi and Xu (2019) in the following aspects:

1. We propose a new algorithm (AdaLS) for the U-BwSC problem, which improves the regret upper

bound in the conference version by a multiplicative factor of at least Ω(1) and at most O(K3/2).

2. We develop a new lower bound proof program (RECAP) which builds on the lower bound proof

ideas of the conference version. The new proof program is more powerful and strengthens the

U-BwSC lower bound in the conference version by a multiplicative factor of at least Ω(K) and

at most O(K5/2). Combining the new upper and lower bounds, we close the O(K5/2) gap in

Simchi-Levi and Xu (2019) and completely characterize the optimal regret’s dependence on K

for the U-BwSC problem. In developing the RECAP method, we introduce a new information-

theoretic inequality (the GRF inequality) which is of independent interest.

3. We present a more precise description of phase transitions in different regimes.

4. In Section 4, we study the D-BwSC problem which is uncovered in the conference version.

1.4. Notations and Organization

Let N (resp. N>0) be the set of all non-negative (resp. positive) integers. For all n1, n2 ∈N such that

n1 ≤ n2, we use [n1] to denote the set {1, . . . , n1}, and use [n1 : n2] (resp. (n1 : n2]) to denote the set
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{n1, n1+1, . . . , n2} (resp. {n1+1, . . . , n2}). For all x≥ 0, we use ⌊x⌋ to denote the largest integer less

than or equal to x. For ease of presentation, we define ⌊x⌋= 0 for all x< 0. For all m∈N, n ∈N>0,

we define m%n :=m− n⌊m/n⌋ (i.e., the remainder of the Euclidean division of m by n). For all

m,n ∈ R, let m∨ n := max{m,n} and m∧ n := min{m,n}. Throughout the paper, we adopt non-

asymptotic big-oh notation: for functions f, g :X →R+, we write f =O(g) (resp. f =Ω(g)) if there

exists some constant C > 0 such that f(x)≤ Cg(x) (resp. f(x)≥ Cg(x)) for all x ∈ X . We write

f = Õ(g) if f =O(g · polylog(T )), f = Ω̃(g) if f =Ω(g/polylog(T )), and f = Θ̃(g) if f = Õ(g) and

f = Ω̃(g). We use f ≍ g as shorthand for f = Θ̃(g). We write f = o(g) if limx→∞ f(x)/g(x) = 0.

The rest of the paper is organized as follows. In Section 2, we review other related literature. In

Section 3, we discuss the unit-switching-cost model. In Section 4, we discuss two general-switching-

cost models. In Section 5, we introduce the GRF inequality and our lower bound proof method. We

discuss some natural extensions in Section 6.

2. Related Literature

2.1. Stochastic MAB with Switching Costs

The stochastic MAB problem has been extensively studied for more than fifty years. It is well

known that the optimal distribution-dependent regret is Θ(K logT ) (Lai and Robbins 1985) and the

optimal distribution-independent regret is Θ(
√
KT ) (Auer et al. 2002). We point out two excellent

surveys Lattimore and Szepesvári (2020) and Slivkins (2019) for more reference about this topic.

There is rich literature focusing on stochastic MAB with switching costs.8 Most of the papers

model the switching cost as a penalty in the learner’s objective, i.e., they measure a policy’s regret

and incurred switching cost using the same metric and the objective is to minimize the sum of these

two terms (e.g., Agrawal et al. 1988, 1990, Brezzi and Lai 2002, Cesa-Bianchi et al. 2013; there are

other variations with discounted rewards Banks and Sundaram 1994, Asawa and Teneketzis 1996,

Bergemann and Välimäki 2001, see Jun 2004 for a survey). Though this conventional “switching

penalty” model has attracted significant research interest in the past, it has two limitations. First,

under this model, the learner’s total switching cost is an output determined by the algorithm.

However, in many real-world applications, there are strict limits on the learner’s total switching cost,

which should be modeled as a hard constraint, and hence the learner’s switching budget should be an

input that helps determine the algorithm. In particular, while the algorithm in Cesa-Bianchi et al.

(2013) developed for the “switching penalty” model can achieve Õ(
√
KT ) (near-optimal) regret

with O(K log logT ) switches, if the learner wants a policy that always incurs finite switching cost

8 It is worth noting that there is also a vast literature on adversarial MAB with switching costs. In particular,
Dekel et al. (2014) prove a striking Ω̃(K1/3T 2/3) lower bound for this problem, indicating a fundamental difference
between the roles of switching costs in stochastic MAB and in adversarial MAB.



12

independent of T , then prior literature does not provide an answer. Second, the “switching penalty”

model has fundamental weakness in studying the trade-off between the regret rate and the incurred

switching cost in stochastic MAB — since the log logT -type bound on the incurred switching cost of

a policy is negligible compared with the
√
T -type bound on its best achievable regret, when adding

the two terms up, the term associated with incurred switching cost is always dominated by the

regret (in terms of the growth rate), thus no trade-off can be identified. As a result, to the best of

our knowledge, prior literature has not characterized the fundamental trade-off between the regret

rate and the incurred switching cost in stochastic MAB.

The BwSC framework addresses the issues associated with the “switching penalty” model in several

ways. First, it introduces a hard constraint on the total switching cost, enabling us to design good

policies that guarantee limited switching cost. While O(K log logT ) switches has proven to be

sufficient for a learning policy to achieve near-optimal regret in MAB, in BwSC, we are mostly

interested in the setting of finite or o(K log logT ) switching budget, which is highly relevant in

practice. Second, by focusing on rewards in the objective function and incurred switching cost in the

switching constraint, the BwSC framework enables the characterization of the fundamental trade-off

between regret and maximum incurred switching cost in MAB. Third, while most prior research

assumes specific structures on switching costs (e.g., unit or homogeneous costs), BwSC allows general

switching costs, which makes it a powerful modeling framework.

2.2. Online Learning with Limited Switches.

This paper is not the first one to study online learning problems with limited switches.9 In Indeed,

a few authors have realized the practical significance of limited switching budget. For example,

Cheung et al. (2017) consider a dynamic pricing model where the demand function is unknown but

belongs to a known finite set, and a pricing policy is allowed to make at most m price changes.

Their constraint on the total number of price changes is motivated by collaboration with Groupon,

a major e-commerce marketplace in North America. In such an environment, Groupon limits the

number of price changes, either because of implementation constraints, or for fear of confusing

customers and receiving negative customer feedback. They propose a pricing policy that guarantees

O(log(m) T ) (or m iterations of the logarithm) regret with at most m price changes, and report that

in a field experiment, this pricing policy with a single price change increases revenue and market

share significantly. Chen and Chao (2019) study the joint pricing and inventory control problem

9 Here, “online learning with limited switches” refers to online learning problems with constraints on the learner ’s
number of changes of decisions. There is another line of research studying (non-stationary) online learning prob-
lems with constraints on nature’s number of changes of environments (e.g., Herbster and Warmuth 1998, Jun et al.
2017). Though this line of research focuses on completely different learning challenges (i.e., non-stationarity), it is
conceptually relevant as it shares the same flavor of characterizing the regret using a “budget for making changes.”
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with unknown demand and limited price changes. Assuming that the demand function is drawn

from a parametric class of functions, they develop a finite-price-change policy based on maximum

likelihood estimation (MLE) that achieves the optimal regret rate. Chen et al. (2020) also study the

dynamic pricing and inventory control problem with limited price changes, but in a more challenging

setting with censored demand. They prove matching upper and lower bounds on the optimal regret,

and devise an MLE-based policy to achieve the optimal regret rate.

We note that all of Cheung et al. (2017), Chen and Chao (2019), Chen et al. (2020) focus on

specific revenue management problems, and their results rely on certain assumptions that are spe-

cialized to their models. The BwSC model in our paper has a different flavor, in the sense that it is

very generic and requires very few assumptions. The results and techniques of our paper are thus

very different from the above papers. Also, the switching constraint in the BwSC problem is more

general than the price-change constraints in previous models.

In the Bayesian bandit setting, Guha and Munagala (2013) (see also Guha and Munagala 2009

for a conference version) study the “bandits with metric switching costs” problem that allows a

constraint involving metric switching costs. Using competitive ratio as the performance metric and

assuming Bayesian priors, they develop a 4-approximation algorithm for the problem. The compet-

itive ratio is measured against an optimal online policy that does not know the true distributions.

As pointed out by the authors, the optimal online policy can be directly determined by a dynamic

program, so the main challenge in their model is a computational one. Our work is different, as

we are using regret as our performance metric, and we are competing with an optimal clairvoyant

policy that knows the true distributions — a much stronger benchmark. Our problem thus involves

both statistical and computational challenges. In fact, the algorithm in Guha and Munagala (2013)

cannot avoid a linear regret when applied to the BwSC problem.

In the adversarial bandit setting, Altschuler and Talwar (2018) study the adversarial MAB prob-

lem with limited number of switches, which can be viewed as an adversarial counterpart of the

U-BwSC problem. For any policy that makes no more than S ≤ T switches, they prove that the opti-

mal regret is Θ̃(T
√
K/

√
S). Since we are considering a different setting from them (our problem is

stochastic while their problem is adversarial), the results and techniques in our paper are fundamen-

tally different from their paper. In particular, while any fixed-switching-budget policy cannot avoid

linear regret in the adversarial setting, in the stochastic setting, a fixed number of switches may

already be able to guarantee sublinear regret (assuming K is fixed). Moreover, while the optimal

regret rate in Altschuler and Talwar (2018) decreases smoothly as S increases from 0 to T , in the

stochastic setting, we identify surprising behavior of the optimal regret rate as S increases from 0 to

Θ(K log logT ), which, to the best of our knowledge, has not been identified in the bandit literature

before.
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3. Unit Switching Costs

In this section, we consider the unit-switching-cost BwSC problem (abbreviated as U-BwSC), where

ci,j = 1 for all i 6= j. In this case, since every switch incurs a unit cost, the switching budget S can

be interpreted as the maximum number of switches that the learner can make in total. Without loss

of generality, in this section we assume that S is a non-negative integer, and refer to an S-switching-

budget policy as an S-switch policy. Note that the U-BwSC problem can be simply interpreted as

“MAB with limited number of switches.”

The section is organized as follows. In Section 3.1, we present a simple and intuitive algorithm

and an initial upper bound on regret. In Section 3.2, we propose a refined algorithm that attains

an improved upper bound on regret. In Section 3.3, we establish a matching lower bound on regret,

indicating that the algorithm in Section 3.2 is rate-optimal. In Section 3.4, we discuss several sur-

prising findings in U-BwSC, namely “phase transitions” of the optimal regret. In Section 3.5, we

discuss the relationship between limited switches and limited adaptivity in bandit problems.

Algorithmic notations. We adopt the following notations to facilitate the descriptions of our

algorithms. For any execution of an algorithm, for any action i∈ [K], for any round t∈ [T ], let Ni(t)

denote the number of plays of action i up to round t (inclusive), µi(t) denote the average observed

reward of action i up to round t (for notational convenience, we define µi(0) =−∞), and

UCBi(t) := µi(t)+

√
6 logT

Ni(t)
, LCBi(t) := µi(t)−

√
6 logT

Ni(t)
(4)

denote the upper confidence bound and lower confidence bound of action i up to round t, respectively.

3.1. The LS-SE Algorithm

As a preliminary attempt, we provide a simple and intuitive algorithm for U-BwSC, namely the

Limited-Switch Successive Elimination (LS-SE) algorithm; see Algorithm 1 for details.10 The algo-

rithm builds on the “batched elimination” framework recently developed by Perchet et al. (2016)

and Gao et al. (2019) for the batched bandit problem, which splits the T rounds into a given num-

ber of pre-determined batches and successively eliminates “poorly performing” actions (based on

confidence bounds) in a batch-by-batch manner; the key ingredient of this framework is a delicate

batch schedule (i.e., splitting rule) that strikes a balance between exploration and exploitation given

a limited number of batches (cf. Section 4 of Perchet et al. 2016). Since we are studying a different

problem, directly applying a batched bandit algorithm to the U-BwSC problem may not work — in

batched bandits, the number of batches is a given constraint, while in U-BwSC, the switching budget

is the given constraint. We thus add two ingredients into the LS-SE algorithm: (i) an index q(S,K)

suggesting how many batches should be used to split the entire horizon, and (ii) a switching rule
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Algorithm 1 Limited-Switch Successive Elimination (LS-SE)

Input: Switching budget S, number of actions K, horizon T .

Initialization: Compute q(S,K) =
⌊
S−1
K−1

⌋
. Divide the entire time horizon T into q(S,K)+1 epochs:

(t0 : t1], (t1 : t2], . . . , (tq(S,K) : tq(S,K)+1], where the endpoints are defined by t0 = 0 and

tj =

⌊
K

1− 2−2−(j−1)

2−2−q(S,K) T
2−2−(j−1)

2−2−q(S,K)

⌋
, ∀j = 1, . . . , q(S,K)+ 1.

Let A1 = [K]. Let a0 be a random action in [K].
Policy:
1: for l=1, . . . , q(S,K) do
2: if atl−1

∈Al then
3: for i= atl−1

and then i∈Al \ {atl−1
} do ⊲ starting from i= atl−1

is critical

4: Choose action i for
tl−tl−1

|Al|
consecutive rounds.

5: else
6: for i∈Al do
7: Choose action i for

tl−tl−1

|Al|
consecutive rounds.

8: Mark the last chosen action as atl .
9: Elimination: compute UCBi(tl) and LCBi(tl) for all i ∈Al and let ⊲ learn from data

Al+1 =

{
i∈Al | UCBi(tl)≥max

j∈Al

LCBj(tl)

}
.

10: For l = q(S,K) + 1, compute an action in Al that maximizes µi(tl). Keep choosing this action
until round T .

ensuring that the total number of switches across all K actions cannot exceed the budget S.

Intuition about LS-SE. The algorithm divides the T rounds into q(S,K) + 1 =
⌊
S−1
K−1

⌋
+ 1

epochs in advance, where an epoch corresponds to a batch in batched bandits. Note that there is

no adaptivity within each epoch: decisions are determined at the beginning of the epoch and do not

depend on the rewards observed in this epoch. The epoch schedule follows the batch schedules given

by Perchet et al. (2016) and Gao et al. (2019), with slight differences in the dependence on K.11

This schedule ensures that t1 ≍ t2√
t1/K

≍ · · · ≍ T√
tq(S,K)/K

; combined with the celebrated successive

elimination strategy (see Line 9) in bandits, the schedule ensures that exploration and exploitation

are balanced and the (worst-case) regret incurred during each epoch is at the same level. In addition,

our two new ingredients (the index and the switching rule) guarantee the following properties:

• Limited switches within each epoch: In epoch l, only |Al| − 1≤K − 1 switches happen.

• At most one switch between two consecutive epochs: If the last action chosen in epoch l remains

in Al+1 (l < q(S,K)), then it will be the first action chosen in epoch l+1, and no switch occurs

10 Note that in Line 4 and Line 7 of Algorithm 1,
tl−tl−1

|Al|
might be fractional. For ease of presentation, we defer the

rigorous treatment of such (minor) rounding issues to Appendix B. The same principle applies to Algorithm 3.

11 The batch schedule of Perchet et al. (2016) does not involve K because they only study the two-armed case. The
batch schedule of Gao et al. (2019) does not involve K because they allow supi,j∈[K]|µi − µj | ∈ [0,

√
K]. Our epoch

schedule is optimized for the (usual) setting of supi,j∈[K]|µi −µj | ∈ [0,1] and leads to better regret in this setting.
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between these two epochs. If the last action chosen in epoch l is eliminated from Al+1, then

epoch l+1 starts from another action in Al+1, and one switch occurs between these two epochs.

• No switch within the last epoch: In the last epoch, only the empirical best action is chosen.

• At most S switches in T rounds: by combining the above three properties with q(S,K) =
⌊
S−1
K−1

⌋
,

one can show that the total number of switches is at most q(S,K)(K− 1)+1≤ S.

We show that LS-SE is indeed an S-switch policy, and ensures the following upper bound on

regret. The proof is standard12 and deferred to Appendix E.

Proposition 1. Let π be the LS-SE policy, then π ∈ΠS. There exists an absolute constant C ≥ 0

such that for all K ≥ 1, S ≥ 0 and T ≥K,

Rπ(K,T )≤C(logK logT )K
1− 1

2−2−q(S,K) T
1

2−2−q(S,K) ,

where q(S,K) =
⌊
S−1
K−1

⌋
.

Remark. Proposition 1 implies that for the classical MAB problem, O(K log logT ) times of

switches are sufficient for a learner to achieve the optimal Õ(
√
KT ) regret, which recovers a well-

known result of Cesa-Bianchi et al. (2013) (see also Perchet et al. 2016, Gao et al. 2019).

3.2. The AdaLS Algorithm

The LS-SE algorithm, though being very simple, has several drawbacks that may degrade its perfor-

mance. Specifically:

• The LS-SE policy does not make full use of its switching budget. Consider the case of S = 2K−2.

Since q(2K − 2,K) =
⌊
2K−3
K−1

⌋
= 1= q(K,K), the LS-SE policy will just run as if it could only

make K switches, despite the fact that it can actually make 2K − 2 switches — in this case,

nearly half of the switching budget will never be used. Intuitively, an effective learning policy

should make full use of its switching budget. It seems that by tracking and allocating the

switching budget in a more careful way, one can achieve lower regret.

• The LS-SE policy has (unnecessarily) low adaptivity. Note that the LS-SE policy is a batched

policy that utilizes data in a very restrictive way: it only learns from data at the end of each

epoch, for at most q(S,K) =
⌊
S−1
K−1

⌋
times. For example, consider the case of S = 2K − 2. The

LS-SE policy will observe the data only once throughout the entire horizon. This is a waste

of a policy’s information acquisition ability in BwSC, where the learner is more flexible than

in batched bandits, and can observe data at every round. Intuitively, data should be utilized

to save switches and reduce regret, and one would expect that an effective policy will have a

higher degree of adaptivity, that is, it should learn from the available data and adapt to the

environment more frequently than LS-SE.

12 The regret analysis of LS-SE is similar to the analysis of Gao et al. (2019); we present it for completeness. A
difference is that we obtain slightly better dependence on K under the condition supi,j∈[K]|µi −µj | ∈ [0,1].
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To overcome the above drawbacks, we design a new algorithm, namely the Adaptive Limited-

Switch (AdaLS) algorithm; see Algorithm 2 for details. AdaLS builds on and improves upon LS-SE

by (i) adopting a novel combinatorial and randomized exploration strategy and (ii) deciding when

to make switches in a more data-driven fashion. These two features enable AdaLS to make better

use of its switching budget and enjoy higher adaptivity (i.e., learn from data more frequently). We

explain the key ideas of AdaLS below.

Two key indices. At initialization, AdaLS performs the Euclidian division of (S− 1) by (K− 1)

and obtains two key indices: the quotient q(S,K) and the remainder r(S,K)∈ {0, · · · ,K−2}. While

the quotient q(S,K) is already used by LS-SE to determine the number of epochs (which ensures that

LS-SE makes at most q(S,K)(K−1)+1 switches), the remainder r(S,K) = S−1− q(S,K)(K−1)

is a new index that reflects the “abandoned switching budget” of LS-SE, i.e., the amount of switching

budget that will never be used by LS-SE. Intuitively, the larger r(S,K) is, the more AdaLS can

(hopefully) improve upon LS-SE by making better use of the switching budget.

Random partition of the action set. An important goal of AdaLS is to make better use of the

switching budget when r(S,K) is large. This is however a non-trivial task: since r(S,K)≤K − 2,

the additional switching budget does not allow for visiting all actions in [K]; that is, we may only

conduct additional exploration for a subset of actions in [K], and the selection of this subset requires

careful consideration. We address this issue by utilizing the idea of randomization: at initialization,

we randomly split [K] into two subsets A
(1)
1 and A

(2)
1 , with |A(1)

1 |=K− r̂(S,K) and |A(2)
1 |= r̂(S,K)

(we will explain the configuration of r̂(S,K) shortly). Then, in the execution of the policy, we treat

the actions in A(1)
1 and A(2)

1 differently, allowing the actions in A(2)
1 to be explored more frequently

than the actions in A
(1)
1 . Specifically, before the last switch (where we commit to the empirical best

action; see Line 16), we allow AdaLS to switch to each action in A
(1)
1 for at most q(S,K) times,

while allowing it to switch to each action in A
(2)
1 for at most q(S,K) + 1 times (as a comparison,

LS-SE switches to every action in [K] for at most q(S,K) times before the last switch). By letting

r̂(S,K) =max{r(S,K)+1−q(S,K),0}, we enable AdaLS to make good use of the switching budget

while never going over it: if r̂(S,K) > 0 (i.e., r(S,K) is large enough), then AdaLS will make up

to q(S,K)(K− r̂(S,K))+ (q(S,K)+ 1)r̂(S,K)− 1+ 1= S switches; otherwise, AdaLS will behave

similar to LS-SE and make up to q(S,K)(K−1)+1<S switches. See Appendix C for an illustration

of how AdaLS makes switches. We remark that it is crucial to determine A(1)
1 and A(2)

1 randomly

rather than deterministically, as randomization enables better worst-case performance.

Combinatorial exploration scheme. At initialization, we define two series of time points

(t
(1)
j )

q(S,K)+1
j=1 and (t

(2)
j )

q(S,K)+2
j=1 , which provide (rough) guidance on how we should balance the explo-

ration and exploitation for actions in A
(1)
1 and A

(2)
1 . These two series are similar but different from

the series (tj)
q(S,K)+1
j=1 defined in Algorithm 1 due to (i) we allow AdaLS to switch to the actions in
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Algorithm 2 Adaptive Limited-Switch Policy (AdaLS)

Input: Switching budget S, number of actions K, horizon T , tuning parameter λ= 1/2.

Initialization: Compute q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S − 1)%(K − 1). Define r̂(S,K) =

max{r(S,K)+ 1− q(S,K),0}. Define t(1)0 = t(2)0 = 0 and

t
(1)
j =

⌊
(K − r(S,K))

1− 2−21−j

2−2−q(S,K) T
2−21−j

2−2−q(S,K)

⌋
, ∀j = 1, . . . , q(S,K)+ 1,

t
(2)
j =

⌊
K

1− 2−21−j

2−2−q(S,K)−1 T
2−21−j

2−2−q(S,K)−1

⌋
, ∀j = 1, . . . , q(S,K)+ 2.

Let A1 = [K]. Let A
(2)
1 be a subset of A1 obtained by uniformly sampling r̂(S,K) actions from A1

without replacement (thus |A(2)
1 |= r̂(S,K)). Let A

(1)
1 =A1 \A(2)

1 . Let a0 be a random action in A
(1)
1 .

Policy:

1: for l=1, . . . , q(S,K) do

2: Starting from an arbitrary action in A
(2)
l , choose each action in A

(2)
l for n

(2)
l = ⌊ t

(2)
l

−T (1)
l−1

|Al|
⌋

consecutive rounds. Mark the last round as T
(2)
l .

3: if a
T
(1)
l−1

∈A(1)
l then

4: for i= a
T
(1)
l−1

and then i∈A(1)
l \ {a

T
(1)
l−1

} do ⊲ starting from i= a
T
(1)
l−1

is critical

5: Choose action i for n
(2)
l consecutive rounds. Mark the last round as T

(1)
l,i .

6: if UCBi(T
(1)
l,i )≥maxj∈Al

LCBj(T
(1)
l,i ) then ⊲ learn from data

7: Choose action i for additional max

{
⌊λt

(1)
l

−T (2)
l

|A(1)
l

|
⌋−n

(2)
l ,0

}
consecutive rounds.

8: else
9: for i∈A(1)

l do
10: The same steps as Lines 5 to 7. ⊲ learn from data

11: Mark the last round as T (1)
l , and mark the last chosen action as a

T
(1)
l

.

12: Elimination: compute UCBi(T
(1)
l ) and LCBi(T

(1)
l ) for all i∈Al, and let ⊲ learn from data

A
(1)
l+1 =

{
i∈A(1)

l | UCBi(T (1)
l )≥max

j∈Al

max{LCBj(T (1)
l ),LCBj(T

(1)
l,i )}

}
,

A
(2)
l+1 =

{
i∈A(2)

l | UCBi(T (1)
l )≥max

j∈Al

max{LCBj(T (1)
l ),LCBj(T

(1)
l,i )}

}
,

and Al+1 =A
(1)
l+1 ∪A(2)

l+1.

13: for l= q(S,K)+ 1 do

14: Starting from an arbitrary action in A
(2)
l , choose each action in A

(2)
l for n

(2)
l = ⌊ t

(2)
l

−T (1)
l−1

|Al|
⌋

consecutive rounds. Mark the last round as T (2)
l .

15: Elimination: compute UCBi(T
(2)
l ) and LCBi(T

(2)
l ) for all i∈Al, and let ⊲ learn from data

Al+1 =

{
i∈Al | UCBi(T (2)

l )≥max
j∈Al

LCBj(T
(2)
l )

}
.

16: Compute an action in Al that maximizes µi(T
(2)
l ). Keep choosing this action until round T .
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A
(2)
1 more frequently and (ii) we need to consider the interplay between the two classes of actions.

Then, AdaLS runs in q(S,K) + 1 epochs. In each epoch l ∈ [q(S,K)], AdaLS first explores each

action in A
(2)
l (which consists of all un-eliminated action in A

(2)
1 ) for an equal number of rounds

(see Line 2), then explores each action in A
(1)
l (which consists of all un-eliminated action in A

(1)
1 )

for a data-dependent number of rounds (see Line 3 to Line 10), and finally conducts elimination to

determine A
(1)
l+1 and A

(2)
l+1 (see Line 12). At the last epoch q(S,K) + 1, AdaLS will first explore all

actions in A
(2)

q(S,K)+1 (see Line 14), then conducts elimination, and finally commits to the empirical

best action (see Line 16). Notably, in every elimination step of AdaLS, the confidence bounds of

different actions are at different scales, because they were explored non-uniformly. Compared with

LS-SE where each un-eliminated action is uniformly explored in epoch l ∈ [q(S,K)], the exploration

scheme of AdaLS requires more delicate design (which is combinatorial in nature) because we need

to ensure that the elimination based on confidence bounds with different scales are effective.

Higher adaptivity via more frequent queries to the data. A significant difference between

AdaLS and LS-SE is that AdaLS utilizes data more frequently and is not a batched policy — while

AdaLS runs in q(S,K) + 1 epochs, each epoch does not correspond to a batch because actions

selected during epoch l depends on the latest data collected during epoch l (see Lines 6, 10 and 15,

where AdaLS utilizes the latest data to determine whether to switch or not). Moreover, the actual

epoch schedule (T (1)
l )q(S,K)+1

l=1 is also data-dependent, i.e., AdaLS decides when to start and end each

epoch only after gradual access to the data. Such additional adaptivity is critical for AdaLS to

achieve better performance; otherwise, one cannot have careful control over the exploration and

may over-explore the actions in A
(1)
1 (as they are visited relatively less frequently).

We provide a rigorous analysis of AdaLS, verify that it is an S-switch policy, and show that

it attains an improved regret bound; see the statement in Theorem 1. The proof of Theorem 1

(which closely follows the intuition that we provide above) is considerably more challenging than

Proposition 1; see Appendix F for details.

Theorem 1. Let π be the AdaLS policy, then π ∈ ΠS. There exists an absolute constant C ≥ 0

such that for all K ≥ 1, S ≥ 0 and T ≥K,

Rπ(K,T )≤C(logT )2 ·max




(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K) , K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1



,

where q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S− 1)%(K− 1).

To illustrate the regret guarantee given by Theorem 1, we use it to calculate the exact regret

rates (in terms of both K and T ) of AdaLS under different concrete values of S; see Table 1 for

details. As benchmarks, we also calculate the exact regret rates of LS-SE using Proposition 1, and
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compare the regret of LS-SE and AdaLS under each single value of S; see the detailed comparisons

in Table 1.

We make two observations. First, AdaLS shares the same regret rate as LS-SE when K−r(S,K) =

Ω(K); see the second column in Table 1, where the regret rate of both AdaLS and LS-SE is

K
1− 1

2−2−q(S,K) T
1

2−2−q(S,K) (within logarithmic factors). This implies that AdaLS does not attain a

fundamentally better rate than LS-SE when K = Õ(1) or when r(S,K) is not close to K. Second,

AdaLS can attain a significantly better regret rate when r(S,K) =K−o(K); see the last two columns

in Table 1, where the regret rate of AdaLS is always better than LS-SE. Note that the closer r(S,K)

is to K, the better AdaLS’s regret rate can be. In particular, when r(S,K) =K − 2 (i.e, when S is

a multiple of K − 1), AdaLS attains a rate of K−1T
1

2−2−q(S,K) ∨K1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1 — if

the first term dominates, then AdaLS improves upon the regret of LS-SE by a multiplicative factor

of Θ̃(K
2− 1

2−2−q(S,K) ); if the second term dominates (which is not uncommon when K is large), then

the regret of AdaLS has a better growth rate in T , which enables it to perform arbitrarily better

than LS-SE when T →∞.

Table 1 Regret of LS-SE and AdaLS under different switching budgets.13

Here ǫ∈ (0,1) is an arbitrary constant independent of K and T (it can be arbitrarily close to 0, as long as it is fixed).

S ∈ {0,1, . . . ,K − 1}
S 0,1, . . . , (1− ǫ)(K− 1) K − 1− Θ̃(Kδ), δ ∈ (0,1) K − 1

LS-SE Θ̃(T ) Θ̃(T ) Θ̃(T )

AdaLS Θ̃(T ) Θ̃
(
Kδ−1T ∨K 1

3T
2
3

)
Θ̃
(
K−1T ∨K 1

3T
2
3

)

S ∈ {K, . . . ,2K − 2}
S K,K +1, . . . , (1− ǫ)(2K− 2) 2K− 2− Θ̃(Kδ), δ ∈ (0,1) 2K − 2

LS-SE Θ̃
(
K

1
3T

2
3

)
Θ̃
(
K

1
3T

2
3

)
Θ̃
(
K

1
3T

2
3

)

AdaLS Θ̃
(
K

1
3T

2
3

)
Θ̃
(
K

4
3 δ−1T

2
3 ∨K 3

7T
4
7

)
Θ̃
(
K−1T

2
3 ∨K 3

7T
4
7

)

S ∈ {2K − 1, . . . ,3K − 3}
S 2K − 1,2K, . . . , (1− ǫ)(3K− 3) 3K− 3− Θ̃(Kδ), δ ∈ (0,1) 3K − 3

LS-SE Θ̃
(
K

3
7T

4
7

)
Θ̃
(
K

3
7T

4
7

)
Θ̃
(
K

3
7T

4
7

)

AdaLS Θ̃
(
K

3
7T

4
7

)
Θ̃
(
K

10
7 δ−1T

4
7 ∨K 7

15T
8
15

)
Θ̃
(
K−1T

4
7 ∨K 7

15T
8
15

)

S ∈ {3K − 2, . . . ,4K − 4}
S 3K − 2,3K− 1, . . . , (1− ǫ)(4K− 4) 4K− 4− Θ̃(Kδ), δ ∈ (0,1) 4K − 4

LS-SE Θ̃
(
K

7
15T

8
15

)
Θ̃
(
K

7
15T

8
15

)
Θ̃
(
K

7
15T

8
15

)

AdaLS Θ̃
(
K

7
15T

8
15

)
Θ̃
(
K

22
15 δ−1T

8
15 ∨K 15

31T
16
31

)
Θ̃
(
K−1T

8
15 ∨K 15

31T
16
31

)

13 We make two remarks for Table 1. First, for brevity, we only present the regret rates for S ∈ [0,4K−4] in Table 1 —
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3.3. Lower Bound on Regret

The AdaLS algorithm, though being a significantly refined version of the LS-SE algorithm, still seems

to leave plenty of room for improvement. For example, while AdaLS has higher adaptivity than LS-

SE, it learns from data for at most Kq(S,K)+1 times, leaving an open question of whether one can

utilize even more adaptivity to achieve lower regret. Moreover, as discussed in Section 3.2, AdaLS

only improves the regret with the help of K, failing to directly improve the regret’s dependence on

the most important parameter T when K = Õ(1). This motivates the following natural questions:

Is it possible to directly improve the regret in terms of T? Can the dependence on K be further

improved? What is the fundamental limit of the U-BwSC problem?

We answer the above questions by establishing a strong (and quite surprising) information-

theoretic lower bound on the regret incurred by any admissible policy; see Theorem 2. The lower

bound directly match the upper bound in Theorem 1, indicating that AdaLS is optimal up to log-

arithmic factors. Notably, our lower bound holds for any K, any S, any T , thus is substantially

stronger than a specific lower bound demonstrated for special choices of S,K,T .

Theorem 2. There exists an absolute constant C > 0 such that for all K > 1, S ≥ 0, T ≥ 2K and

for all policy π ∈ΠS,

Rπ(K,T )≥ C

logT
·max




(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K) , K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1



,

where q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S− 1)%(K− 1).

As we introduced in Section 1.3, the proof of Theorem 2 is non-trivial, and will be elaborated on

in a separate section (Section 5). Combining Theorem 1 and Theorem 2, we completely characterize

the optimal regret of U-BwSC as follows.

Corollary 1. For all S ≥ 0,K > 1, T ≥ 2K, we have

R∗
S(K,T ) = Θ̃(1) ·max




(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K) , K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1



.

If K = Õ(1), then we have R∗
S(T ) = Θ̃

(
T

1

2−2−q(S,K)

)
.

regret rates for larger S follows the same pattern. Second, since it is quite easy to show algorithm-specific lower bounds
for LS-SE and AdaLS which match the upper bounds in Proposition 1 and Theorem 1 respectively (up to logarithmic
factors), we directly use Θ̃ (rather than Õ) to describe the regret of LS-SE and AdaLS; of course, the algorithm-specific

lower bounds for LS-SE and LS-SE do not imply fundamental limits for other algorithms (which can be arbitrarily
more complicated) — proving an universal algorithm-independent lower bound is the task of Section 3.3.
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3.3.1. On the Necessity of Switching in MAB The lower bound in Theorem 2 also leads

to new results for the classical MAB problem.

Corollary 2. The following properties hold for the classical MAB: (i) Θ(K log logT ) switches

are necessary and sufficient for achieving Õ(
√
KT ) regret, (ii) for any fixed N ∈N>0, N(K − 1)+

1 switches are necessary and sufficient for achieving Õ(K
1− 1

2−2−N T
1

2−2−N ) regret, and (iii) Ω(K)

switches are necessary for achieving sublinear regret.

Note that the number of switches stated in Corollary 2 refers to the maximum number of switches

that a policy can make. While Cesa-Bianchi et al. (2013) has proposed policies that achieve Õ(
√
KT )

(near-optimal) regret with O(K log logT ) switches, no prior work has answered the question of how

many switches are necessary for a near-optimal learning policy in MAB. To the best of our knowledge,

this paper is the first to show Ω(K log logT ) lower bound on the number of switches.

3.4. Phase Transitions

Corollary 2 provides a non-asymptotic (i.e., finite-time) characterization on the optimal regret of

the U-BwSC problem. While such non-asymptotic characterization is very general (e.g., it holds for

arbitrary S,K,T and does not rely on any assumption on their orders), if we want to obtain deeper

insights on the optimal regret’s growth rate (which is easier to understand when defined as concrete

limiting behavior), then the asymptotic regime may be more appropriate in terms of making our

statements rigorous and precise. In this subsection, we use asymptotics to rigorously define the

optimal regret rate, and characterize the trade-off between the optimal regret rate and the switching

budget. As we shall see, the trade-off reveals surprising phase transitions14 (to be defined shortly).

For ease of presentation, all the “rates” defined in this subsection do not involve logarithmic factors.

3.4.1. Phase Transitions in the Fixed-K Asymptotic Regime We first consider the most

natural asymptotic regime where we let the time horizon T →∞ and keep the number of arms K

fixed; we refer to this regime as the “fixed-K” asymptotic regime. For any fixed switching budget

S ≥ 0, we are interested in the growth rate of the optimal regret R∗
S(T ) as T →∞. Following the

convention of statistics and machine learning (see, e.g., Tsybakov 2008), we define the optimal regret

rate (i.e., minimax rate) as the power function that best approximates R∗
S(T ) as T →∞; see below.

Definition 2. For any fixed K > 1, S ≥ 0, there exists a unique constant p∈ [0,1] such that

lim
T→∞

R∗
S(T )

T p+ǫ
= 0, lim

T→∞

R∗
S(T )

T p−ǫ
=∞, ∀ǫ > 0.

We call T p the optimal regret rate under switching budget S, and p the optimal regret rate exponent.

14 The terminology of phase transitions originates from physics (see, e.g., Domb 2000), and has been used in various
fields in probability theory and statistics. We note that most of rigorous definitions of phase transitions in probability
theory and statistics require asymptotics; see, e.g., Wainwright 2009, Bayati et al. 2015.
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Note that an equivalent definition is to directly let p := limT→∞
logR∗

S(T )

logT
and let the power function

T p be the optimal regret rate (see Hu et al. 2020).

By Corollary 2, R∗
S(T ) = Θ̃

(
T

1

2−2−⌊(S−1)/(K−1)⌋

)
when K is fixed. To the best of knowledge, this

is the first time that a floor function naturally arises in the exponent of T in the optimal regret of

an online learning problem. Consequently, we know that the optimal regret rate under switching

budget S is T
1

2−2−⌊(S−1)/(K−1)⌋ , which exhibits surprising phase transitions described below.

Definition 3 (Phases & Transition Points). In the fixed-K regime, we call the interval [(j−
1)(K−1)+1, j(K−1)+1) the j-th phase, and call j(K−1)+1 the j-th transition point (j ∈N>0).

Fact 1 (Phase Transitions). As S increases from 0 to infinity, S will leave the j-th phase and

enter the (j+1)-th phase at the j-th transition point (j ∈N>0). Each time S arrives at a transition

point, the optimal regret rate will change abruptly, and then remain the same until S arrives the

next transition point.

Table 2 Optimal Regret Rate under Different Switching Budgets for a Fixed K

S [0,K) [K,2K − 1) [2K − 1,3K− 2) [3K − 2,4K− 3) [4K − 3,5K− 4) [5K − 4,6K − 5)

Rate T T 2/3 T 4/7 T 8/15 T 16/31 T 32/63

Phase transitions are illustrated in Table 2. This phenomenon seems counter-intuitive, as it sug-

gests that in the fixed-K regime, increasing switching budget would not help reduce the best achiev-

able regret rate, as long as the budget does not reach the next transition point. Moreover, the abrupt

change happens at each transition point is very interesting — at this point, a minimal difference in

the switching budget can fundamentally change the statistical nature of the problem. Along with

phase transitions, we also observe an interesting property: the length of each phase is always equal

to K − 1. This property is elegant and reveals some favorable features of the U-BwSC problem: as

we will show in Section 4, this property does not hold under the general switching cost structure.

Remark. While phase transitions are intriguing and theoretically interesting, we would like to

make some comments on the scope of the above reuslts. First, one should keep in mind that for any

S, the above analysis concerns the growth rate (i.e. scaling behavior) of R∗
S(T ) as T grows (which

is a statistical property), rather than the numerical value of R∗
S(T ) for a specific T . In particular,

we are less interested in describing how R∗
S(T ) changes with respect to S for a fixed, specifically

chosen T ; instead, we seek to understand how the minimax rate of the problem (which reflects the

“learnability” of the problem when the sample size grows) changes with respect to S. Second, phase

transitions are more relevant to practice when S belongs to the first 4 or 5 phases. Indeed, the regret

rate exponent in Table 2 decreases dramatically as S goes over more phases — when S is relatively
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large, the difference between two phases may be too small to make the rate reduction happens in

the “ideal” asymptotic world really make a difference in reality. Recall that in the non-asymptotic

regime where S can depend on T , O(log logT ) switches are sufficient for one to achieve Õ(
√
T )

regret — this also indicates that the most interesting transitions should happen when S is small.

3.4.2. Phase Transition in the Growing-K Asymptotic Regime We now consider a

second asymptotic regime which allows K to grow with T in a moderate rate, which corresponds

to the “growing-dimension” asymptotic regime in statistics (Portnoy 1984, 1988). Specifically, we

consider the following “growing-K” asymptotic regime: K,T → ∞ and K/Tα → c for some α ∈
(0,1), c∈ (0,∞). By Corollary 2, Ω(K) switches are necessary for achieving sublinear regret in MAB;

thus, in the “growing-K” regime of U-BwSC, a fixed S cannot avoid Ω(T ) regret, and the values of S

that we are most interested in should range from Ω(K) to o(K log logT ). This indicates that in the

growing-K regime, S should be naturally understood as “a function of K”: the dependence between

S and K is necessary, while S/K should have no or extremely small dependence on T . We thus

only consider S such that S/K→ θ for some constant θ ∈ [0,∞), and we call θ := limK→∞ S/K the

“budget-to-arm ratio” (BAR). The optimal regret rate in the “growing-K” regime can be then defined

similar to Definition 2 (with K and S scales proportional to T ), or equivalently by calculating

p := limT→∞
logR∗

S(K,T )

logT
and denote T p as the optimal regret rate.

The first finding in the growing-K regime is that the (original form of) phase transitions described

in Section 3.4.1 may not hold any more, and the existence of “abrupt rate changes” depends on the

magnitude of K relative to T . To see this, let us focus on a small range of S at the end of the first

phase and at the start of the second phase: S =K−1− Θ̃(Kδ) with δ ∈ (0,1), S =K−1 and S =K.

By Table 1 and simple calculation, the corresponding optimal regret rate exponents for them are

max
{
1−α(1− δ), α+2

3

}
, max

{
1−α, α+2

3

}
and α+2

3
respectively. By letting δ move smoothly from 1

to 0, one can find that the optimal regret rate exponent associated with S =K−1−Θ(Kδ) smoothly

decays from 1 to max
{
1−α, α+2

3

}
: while S is always in the first phase defined in Section 3.4.1, the

optimal regret rate does not “remain the same” any more. Moreover, whether there is an abrupt

change when S moves from K− 1 to K depends on the magnitude of α. If α< 1
4
, then there is still

an abrupt change in the optimal regret rate (e.g., if α= 0.1, then the rate jumps from T 0.9 to T 0.7);

if α≥ 1
4
, then the optimal regret rate under S =K− 1 remains unchanged when S reaches the next

transition point. One can keep conducting such analysis for other phases, and find similar examples

on the ending range of each phase where r(S,K) =K − o(K) — interestingly, these are also the

ranges that AdaLS significantly improves the regret; see the last two columns in Table 1.

The second finding in the growing-K regime is that when we consider how the optimal regret

rate changes with respect to the budget-to-arm ratio θ (rather than S), we can still discover phase
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transitions similar to Section 3.4.1. Indeed, the counter-examples described in the above paragraphs

correspond to the ranges of S where the remainder function r(S,K) moves from K− o(K) to K−2

to 0, i.e., the ranges where S moves from N(K − 1)− o(K) to N(K − 1) to N(K − 1)+1 for some

integer N ∈ N>0. All valid S in these ranges have the property that the BAR θ = limK→ S/K =

N ∈N>0. This indicates that the complicated behavior of the optimal regret rate described in the

above paragraph might only happen in scenarios where the BAR θ is exactly a positive integer. In

fact, for all S such that θ exists and θ is not an integer (e.g., consider S = ⌊2.5K⌋, then θ = 2.5 is

not an integer), one can find that the (unique) optimal regret rate exponent is α+ 1

2−2−⌊θ⌋ (1−α),

which contains a floor function. Consequently, we can define the interval (j−1, j) as the j-th phase

(j ∈N>0) for θ, and discover phase transitions of the optimal regret rate as illustrated in Table 3. A

difference in this new notion of phase transitions is that in the growing-K regime, each “transition

point” j ∈N>0 can be associated with infinitely many optimal regret rates which interpolate between

the rates of the previous and the next phase (see the previous paragraph for the example of θ= 1).

Table 3 Optimal Regret Rate under Different BAR θ when K Grows as Tα

θ [0,1) 1 (1,2) 2 (2,3) 3 (3,4)

Rate T − T (2+α)/3 − T (4+3α)/7 − T (8+7α)/15

3.5. Relationship between Limited Switches and Limited Adaptivity

In this subsection, we discuss the relationship between limited switches and limited adaptivity

in bandit problems. As discussed in Section 1.3.1, in the U-BwSC problem, the constraint is on

the number of switches and is defined in the “action world,” hence the learner has full adpativity.

By contrast, in the batched bandit problem, the constraint is on adaptivity and is defined in the

“observation world,” hence the learner has full switching power. Since the two constraints in the

two problems are defined in two different “worlds,” the relationship between the two problems is

interesting.

We first claim that the U-BwSC problem can be seen as a strict relaxation of the batched bandit

problem (no matter with the “static grid” restriction, like Perchet et al. 2016, or without such

restriction, like Gao et al. 2019), in the sense that U-BwSC admits more flexible policies and can enjoy

a fundamentally better optimal regret rate. The LS-SE and AdaLS algorithms help establish this

claim. First, one can easily show that any M -batch policy that achieves certain regret in theM -batch

K-armed bandit problem can be transformed, using the LS-SE ingredients and randomization, to an

S-switch policy that achieves exactly the same regret in the S-switch K-armed U-BwSC problem, as

long as q(S,K) =M −1, i.e., S ∈ [(M −1)(K−1)+1 :M(K−1)]. This implies that the admissible

policy class of the S-switch U-BwSC problem essentially contains the admissible policy class of
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the (q(S,K)+ 1)-batch bandit problem as a subset. Moreover, since an S-switch policy can utilize

data much more flexibly than an (q(S,K) + 1)-batch policy (see Section 3.2), (q(S,K) + 1)-batch

algorithms necessarily suffer from sub-optimal rates for U-BwSC in general. Note that the regret

lower bound for the (q(S,K)+1)-batch bandit problem is Ω̃

(
K

1− 1

2−2−q(S,K) T
1

2−2−q(S,K)

)
15, which is

a fundamental limit for all (q(S,K)+ 1)-batch algorithms; AdaLS’s regret bound (2) surpasses this

limit, indicating that the admissible policy class of U-BwSC indeed contains lower-regret policies,

and U-BwSC can have a fundamentally better optimal regret rate.

On the other hand, the performance improvement that one can benefit from the above relaxation

also has a limit, as demonstrated by our lower bound (Theorem 2). In fact, one can find that the

optimal regret rate of the S-switch U-BwSC (Corollary 2) interpolates between the optimal regret

rates of the (q(S,K)+1)-batch and the (q(S,K)+2)-batch bandit problems; moreover, when K =

Õ(1), the optimal regret rate of the S-switch U-BwSC coincides with the optimal regret rate of the

(q(S,K)+ 1)-batch bandit problem. The above findings provide very useful managerial insights:

1. The switching constraint is a more relaxed constraint than the batch constraint, and enable

better performance guarantees when K is large.

2. Limiting switches (in the “action” world) implicitly limits adaptivity (in the “observation”

world), in the sense that the optimal S-switch policy’s regret rate lies between the optimal (q(S,K)+

1)-batch and (q(S,K)+2)-batch policies’ regret rates; when K = Õ(1), the regret rate of the optimal

S-switch policy and the optimal (q(S,K)+ 1)-batch policy coincide (up to logarithmic factors).

Finally, we would like to point out that our lower bound result (Theorem 2) is theoretically

stronger and more general than the lower bounds for batched bandits. Indeed, since any M -batch

policy can be transformed to an equivalent ((M − 1)(K − 1) + 1)-switch policy, any lower bound

proved for U-BwSC implies a lower bound for batched bandits. In particular, by directly plugging

S = (M − 1)(K − 1)+1 in Theorem 2 (this value of S actually corresponds to the “easier-to-prove”

part of Theorem 2, as it is the start of a “phase”), one obtains the minimax lower bound result of

Gao et al. (2019) as a corollary (the order of K,T will be the same under their conditions).

4. General Switching Costs

We now proceed to the general setting of BwSC, where ci,j can be any non-negative real number

and even ∞ (i 6= j) . For this general setting, a new and fundamental resarch question is how

the structure of switching costs (ci,j) affects the statistical nature of BwSC. Since this question is

interesting and challenging even when K = Õ(1), in this section, we only seek to derive algorithms

and regret bounds that are effective when K = Õ(1). We believe that the techniques developed in

15 This is shown in Gao et al. (2019) with slight difference dependence on K as they allow supi,j |µi−µj |=
√
K. Since

our setting is supi,j |µi −µj | ∈ [0,1], we write the corresponding “right” dependence on K for ease of comparison.
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Section 3 should be helpful for one to obtain refined algorithms and results (for general switching

costs) when K is large, but we leave it for future work. In what follows, we consider two switching

cost structures: a general symmetric one in Section 4.1 and an asymmetric one in Section 4.2.

4.1. Symmetric Switching Costs

We first consider the general symmetric switching cost structure where ci,j = cj,i for all i, j ∈ [K].

The corresponding BwSC problem is referred to as the G-BwSC problem. To start with, we need

to enhance the framework of Section 1.2 to better represent the switching costs. We do this by

representing switching costs via a weighted graph. Let G= (V,E) be a (weighted) complete graph,

where V = [K] (i.e., each vertex corresponds to an action), and the edge between i and j is assigned a

weight ci,j (∀i 6= j). We call the weighted graph G the switching graph. In this section, we assume the

switching costs satisfy the triangle inequality: ∀i, j, l ∈ [k], ci,j ≤ ci,l+ cl,j . We relax this assumption

in Appendix D.1.

The results in Section 3 suggest that a simple and effective learning strategy (when K = Õ(1)) is

to repeatedly visit all actions for many times and then commit to the best action, in a manner similar

to LS-SE. This indicates that in the G-BwSC problem, one should consider how to repeatedly visit

all vertices in the switching graph, in a most economical way to stay within budget. This implies a

connection between G-BwSC and the celebrated shortest Hamiltonian path problem. Motivated by

this connection, we propose the Hamiltonian-Switching Successive Elimination (HS-SE) algorithm,

and present it in Algorithm 3. The algorithm enhances the original LS-SE algorithm by adding

an additional ingredient: a pre-specified switching order determined by the shortest Hamiltonian

path of the switching graph G. Note that while the shortest Hamiltonian path problem is NP-hard,

solving this problem is entirely an “offline” step in the HS-SE algorithm, i.e., for a given switching

graph, the learner only needs to solve this problem once. We also comment that one may use the

techniques presented in Section 3.2 to design a refined algorithm (analogous to AdaLS) that achieves

better performance; however, we leave this for future work, as the simple HS-SE algorithm is already

sufficient for revealing important properties of G-BwSC when K = Õ(1).

Let H denote the total weight of the shortest Hamiltonian path of G. It is not difficult to verify

that HS-SE is an S-switching-budget policy and ensures the following upper bound on regret; see

Appendix G for a proof.

Theorem 3. Let π be the HS-SE policy, then π ∈ ΠS. There exists an absolute constant C ≥ 0

such that for all G, K = |G|, S ≥ 0, T ≥K,

Rπ(T )≤C(logK logT )K
1− 1

2−2−q′(S,G) T
1

2−2−q′(S,G) ,

where q′(S,G) =
⌊
S−maxi,j∈[K] ci,j

H

⌋
.
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Algorithm 3 Hamiltonian-Switching Successive Elimination (HS-SE)

Input: Switching budget S, switching graph G, horizon T .
Initialization: Let A1 = [K]. Find a shortest Hamiltonian path in G: i1 → · · · → iK . Denote the

total weight of the shortest Hamiltonian path as H. Compute q′(S,G) =
⌊
S−maxi,j∈[K] ci,j

H

⌋
. Divide

the entire time horizon T into q′(S,G)+1 epochs: (t0 : t1], (t1 : t2], . . . , (tq′(S,G) : tq′(S,G)+1], where the
endpoints are defined by t0 = 0 and

tj =

⌊
K

1− 2−2−(j−1)

2−2−q′(S,G) T
2−2−(j−1)

2−2−q′(S,G)

⌋
, ∀j =1, . . . , q′(S,G)+ 1.

Policy:
1: for l=1, . . . , q′(S,G) do
2: if l is odd then
3: for i= i1, . . . , iK do ⊲ along the direction of i1 →· · ·→ iK
4: If i∈Al (i.e., uneliminated), choose action i for

tl−tl−1

|Al|
consecutive rounds.

5: else
6: for i= iK , . . . , i1 do ⊲ along the direction of iK → · · ·→ i1 (the reverse of the above)
7: If i∈Al (i.e., uneliminated), choose action i for

tl−tl−1

|Al|
consecutive rounds.

8: Elimination: compute UCBi(tl) and LCBi(tl) for all i ∈Al and let ⊲ learn from data

Al+1 =

{
i∈Al | UCBi(tl)≥max

j∈Al

LCBj(tl)

}
.

9: For l= q′(S,K)+ 1, compute an action in Al that maximizes µi(tl). Keep choosing this action
until round T .

In Theorem 4, we provide a lower bound that is very close to the above upper bound. The proof of

Theorem 4 builds on the proof of Theorem 2, but has two notable differences: (i) it involves several

new techniques to deal with the general switching cost structure, and (ii) it pays less attention to

the dependence on K; see Appendix K for details.

Theorem 4. There exists an absolute constant C > 0 such that for all G,K = |G|> 1, S ≥ 0, T ≥
2K and for all policy π ∈ΠS,

Rπ(K,T )≥ C

K logT
·T

1

2−2−q′′(S,G) ,

where q′′(S,G) =
⌊
S−maxi∈[K] minj 6=i ci,j

H

⌋
.

Let us focus on the case ofK = Õ(1) and compare the upper and lower bounds given by Theorem 3

and Theorem 4. When the switching costs satisfy the condition maxi,j∈[K] ci,j =maxi∈[K]minj 6=i ci,j,

we have q′(S,G) = q′′(S,G), thus the two bounds directly match (up to polylog(T )). This reveals

an interesting fact: when maxi,j∈[K] ci,j =maxi∈[K]minj 6=i ci,j, the optimal regret rate of G-BwSC is

completely characterized by the floor function
⌊
S−maxi,j∈[K] ci,j

H

⌋
, which further depends on H. The

fact implies that the length of the shortest Hamiltonian path is indeed a fundamental quantity

associated with the G-BwSC problem, and conveys an important message: the structure of switching

costs may affect the optimal regret rate of BwSC through some key quantities associated with graph
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traversal problems. We now provide a concrete switching cost structure satisfying the condition

maxi,j∈[K] ci,j =maxi∈[K]minj 6=i ci,j below.

Example 1 (Isolated Action Model). Consider a set of K − 1 “close” or “similar” actions

{1, · · · ,K−1}, and another “isolated” action K, such that cK,1 = · · ·= cK,K−1 ≥maxi,j∈[K−1] ci,j (i.e.,

action K is isolated from other actions such that its distance to every other action is a large constant).

This model always satisfies the condition maxi,j∈[K] ci,j =maxi∈[K]minj 6=i ci,j, and subsumes the unit-

switching-cost model as a special case. As an example, in promotion planning, 1, · · · ,K − 1 can be

different variants of a standard promotion strategy, while K can be an aggressive clearance strategy.

When the condition maxi,j∈[K] ci,j =maxi∈[K]minj 6=i ci,j is not satisfied, for any switching graph

G, the above two bounds still match for a wide range of S:

[
0,H +max

i∈[k]
min
j 6=i

ci,j

)⋃
{ ∞⋃

n=1

[
nH + max

i,j∈[k]
ci,j, (n+1)H +max

i∈[k]
min
j 6=i

ci,j

)}
.

Even when S is not in this range, we still have q′(S.G)≤ q′′(S,G)≤ q′(S.G)+ 1 for any G and any

S, which means that the difference between the two indices is at most 1 and the regret bounds

are always very close. In fact, it can be shown that as S increases, the gap between the upper and

lower bounds decreases doubly exponentially. Therefore, the HS-SE algorithm is quite effective for

the G-BwSC problem when K = Õ(1).

4.2. Asymmetric Switching Costs: The Departure Cost Structure

We now consider another switching cost structure that allows asymmetry. Since the general asym-

metric case is only more complicated than the case studied in Section 4.1, we consider a special

case of asymmetric switching costs: there exists c = (c1, . . . , cK) ∈ RK≥0 such that ci,j = ci for all

i∈ [K], j 6= i. That is, the switching cost between any pair of actions only depends on the action that

the learner departs from. We refer to this switching cost structure as the departure cost structure

(with ci called the departure cost of action i), and the corresponding BwSC problem as the D-BwSC

problem. As we shall see, for this fairly general problem, we can fully characterize the optimal regret

when K = Õ(1).

We provide an algorithm (AS-SE) for the D-BwSC problem; see Algorithm 4. The algorithm follows

the same main steps of HS-SE, but has some important differences in the initialization step: it

calculates the key actions i1, iK and the key index q(S,c) differently. We provide some intuition

for this new configuration. First, we can still construct a switching graph G associated with the

switching costs, but this time being a directed graph. Since iK is the action with the maximum

departure cost (denoted by c(1)), the path i1 → · · · → iK is a shortest Hamiltonian path of the

switching graph G. The choice of iK is thus consistent with HS-SE. However, since the switching
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costs are asymmetric now, one cannot guarantee that the reverse path iK → · · · → i1 also has a

small length. In Algorithm 4, based on the departure cost structure, we optimize the reverse path by

letting i1 be the action with the second largest departure cost (denoted by c(2)). The determination

of the key index q(S,c) is a little more complicated, as we need to consider the alternation of two

directions; thanks to the departure cost structure, it is easy to compute.

Algorithm 4 Asymmetric-Switching Successive Elimination (AS-SE)

Input: Switching budget S, switching costs c, horizon T .
Initialization: Let A1 = [K]. Find an action iK ∈ argmaxi∈[K] ci and an action i1 ∈
argmaxi∈[K]\{i1} ci. Let (i2, . . . , iK−1) be an arbitrary permutation of [K] \{i1, iK}. Let Σ=

∑K

i=1 ci,

c(1) = ciK and c(2) = ci1 . Compute q(S,c) = max
{
1+2

⌊
S−Σ

2Σ−c(1)−c(2)

⌋
,2
⌊

S−c(2)
2Σ−c(1)−c(2)

⌋}
. Divide the

entire time horizon T into q(S,c)+1 epochs: (t0 : t1], (t1 : t2], . . . , (tq(S,c) : tq(S,c)+1], where t0 = 0 and

tj =

⌊
K

1− 2−2−(j−1)

2−2−q(S,c) T
2−2−(j−1)

2−2−q′(S,c)

⌋
, ∀j =1, . . . , q(S,c)+ 1.

Policy: The same as Lines 1 to 9 of Algorithm 3.

Theorem 5. When K = Õ(1), the optimal regret of D-BwSC is Θ̃

(
T

1

2−2−q(S,c)

)
, where q(S,c) is

given by Algorithm 4. Furthermore, the AS-SE algorithm attains this regret rate.

Theorem 5 shows that when K = Õ(1), the optimal regret rate of D-BwSC can be completely

characterized by the key index q(S,c), and AS-SE is rate-optimal. This reveals surprising phase

transitions similar to Section 3.4.1; the difference is that each phase may not have an equal length

anymore. See Table 4 for an illustration (the quantities Σ, c(1), c(2) are given in Algorithm 4).

Table 4 Optimal Regret Rate (of D-BwSC) under Different Switching Budgets for Fixed K and c

S [0,Σ) [Σ,2Σ− c(1)) [2Σ− c(1),3Σ− c(1) − c(2)) [3Σ− c(1) − c(2),4Σ− 2c(1)− c(2))

Rate T T 2/3 T 4/7 T 8/15

5. Reverse Fano-type Inequalities and Lower Bound Analysis

This section provides an overview of the methodological contributions associated with our proof of

Theorem 2. We first introduce the GRF inequality, then present our lower bound approach.

5.1. Reverse Fano-type Inequalities

Fano’s inequality is a fundamental information-theoretical tool for developing algorithm-

independent impossibility results in statistics and machine learning. In one of its most classical forms,
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it states that for any sequence of N ≥ 2 probability measures P1, . . .PN on the same measurable

space (Ω,F), and any sequence of events E1, · · · ,EN forming a partition of Ω, it holds that

1

N

N∑

i=1

Pi(Ei)≤
1
N

∑N

i=1DKL(Pi ‖Q)+ log2

logN
, (5)

where Q is an arbitrary measure on (Ω,F), and DKL(· ‖ ·) stands for the KL divergence. Fano’s

inequality has important consequences for various problems in various fields; see Scarlett and Cevher

(2019) for a survey. For example, in multiple hypothesis testing, by considering events of the form

Ei = {ψ = i} where ψ : Ω→ [N ] is a test, (5) provides a sharp lower bound on the average error

probability 1
N

∑N

i=1 Pi(ψ 6= i) for any test ψ.

Many variants of Fano’s inequality have been derived in the literature; see Scarlett and Cevher

(2019) and Gerchinovitz et al. (2020) for overviews. However, to our knowledge, existing litera-

ture does not provide a reverse version of (5), i.e., an inequality that establishes a sharp lower

bound on 1
N

∑N

i=1 Pi(Ei) for any E1, . . . ,EN forming a partition, which corresponds to a sharp

upper bound on 1
N

∑N

i=1 Pi(ψ 6= i) for any test ψ in multiple hypothesis testing. While there are

indeed some existing inequalities sometimes referred to as “reverse Fano’s inequalities” in the liter-

ature (e.g., Chu and Chueh 1966, Tebbe and Dwyer 1968), and some other related inequalities are

implied by the recent work of Gerchinovitz et al. (2020), these inequalities either fail to lower bound

1
N

∑N

i=1 Pi(Ei) for any E1, . . . ,EN forming a partition, or suffer from sub-optimal dependence on N ;

see Appendix I.1 for detailed discussions. We fill this gap by developing a reverse version of (5) and

significantly generalizing it to a much stronger version, i.e., the GRF inequality; see Proposition 2.

The proof builds on the general framework developed by Gerchinovitz et al. (2020), with some new

techniques to obtain better dependence on N via localized versions of Pinsker’s inequality; see

Appendix I.

Proposition 2 (Generalized Reverse Fano-type Inequality). Let D(· ‖ ·) be the KL diver-

gence or the reverse KL divergence (see Appendix I for definitions). Let (Ω1,F1), . . . , (ΩN ,FN) be

an arbitrary sequence of measurable spaces. For any i ∈ [N ], let Pi and Qi be arbitrary probability

measures on (Ωi,Fi), and Ei ∈Fi be an arbitrary event. We have

1

N

N∑

i=1

Pi(Ei)≥
1

N

N∑

i=1

Qi(Ei)−

√√√√2 · 1

N

N∑

i=1

Qi(Ei) ·
1

N

N∑

i=1

D(Pi ‖Qi). (6)

Proposition 2 is fairly general and enjoys several advantages: (i) it acts in the reverse direction of

(5), thus enables new applications, (ii) the events E1, . . . ,EN do not need to form a partition, (iii)

the probability measures P1, . . .PN can be defined on different measurable spaces, (iv) D(· ‖ ·) can

be the reverse KL divergence, and (v) the probability measures Q1, · · · ,QN can vary with events

and do not need to be fixed. All of the above advantages will be utilized in our lower bound analysis.
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5.2. The Five-Step Approach to Establish Theorem 2

Given any K > 1, S ≥ 0 and T ≥ 2K, we focus on the setting of Dk =N (µk,1), ∀k ∈ [K], where

N (µk,1) denotes the Gaussian distribution with mean µk and variance 1. Since in this setting

the underlying environment (i.e., reward distributions) D is completely specified by a vector µ =

(µ1, · · · , µK) ∈RK , for simplicity, we directly use the vector µ to represent the environment.

Notations. For any environment µ, let Xt
µ
(k)∼N (µk,1) denote the i.i.d. random reward of each

action k at round t (k ∈ [K], t∈ [T ]). For any policy π ∈ΠS, for any environment µ, for any t∈ [T ],

we use at and Xt
µ
(at) to denote the random action selected by and the random reward observed by

policy π at round t under environment µ, respectively. Let Pπ
µ

be the probability measure induced

by random variables
(
a1,X

1
µ
(a1)

)
, . . . ,

(
aT ,X

T
µ
(aT )

)
, and Eπ

µ
be the associated expectation operator.

Let Rπ
µ
(T ) := Tµ∗ − Eπ

µ

[∑T

t=1 µat

]
be policy π’s distribution-dependent regret under environment

µ.

Outline. Since the desired lower bound (3) becomes the standard Ω̃(
√
KT ) lower bound when

S =Ω(K log logT ) (see Appendix J), we focus on the more interesting case of S =O(K log logT ).

For any such S,K,T , we seek to explicitly construct a family of environments Φ, such that for any

S-switch policy π ∈ΠS , the “average-case regret” 1
|Φ|
∑

µ∈ΦR
π
µ
(T ) is lower bounded by (3) — this

implies that the worst-case regret Rπ(T ) is also lower bounded by (3). In our proof, we construct

two classes of environments to show the two parts in the “max” of (3) respectively. In this section,

we focus on the more challenging part — the Ω̃

(
(K−r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K)

)
lower bound.

Our lower bound proof program consists of five steps:

1. Risky Events

2. Combinatorial arguments and lower bounds under a single environment

3. Alternative environments, bad events, and lower bound reductions (we construct Φ here)

4. Probability space changing tricks

5. Applying the GRF inequality

Based on the initials of the first four steps, we call the program RECAP. We provide an overview of

each step below. The detailed proof can be found in Appendix J.

Step 1: risky events. We first define a stopping time τ , which is the first round that the learner’s

number of switches reaches S. We then define a class of risky events as follows: for any k ∈ [K], let

E
(1)
1,k :=

{
action k is not chosen in period

[
1 : t

(1)
1

]}
,

E
(1)
j,k :=

{
action k is not chosen in period

[
t
(1)
j−1 : t

(1)
j

]}
, ∀j ∈ [2 : q(S,K)],

E
(1)
q(S,K)+1,k :=

{
action k is not chosen in period

[
t
(1)
q(S,K) : ⌊(t

(1)
q(S,K) +T )/2⌋

]}
,

E
(1)

q(S,K)+2,k
:=
{
τ ≤ ⌊(t(1)q(S,K)+T )/2⌋, aτ = k, action k is not chosen in period

[
t
(1)

q(S,K) : τ − 1
]}
.

By doing so, we get (q(S,K)+ 2)K risky events (of the form E
(1)
j,k ) in total. Note that the time points
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(t
(1)
j )

q(S,K)+1
j=1 are fixed and given in Algorithm 2, and the events (E

(1)

q(S,K)+2,k)
K
k=1 are defined based

on the stopping time τ . Such delicate design based on τ is novel and crucial; see Appendix J.1.

The risky events characterize some important patterns that are “unavoidable” (in a certain sense,

as we shall see in Step 2) for any S-switch policy under any environment. They are considered “risky”

because, while they may not directly lead to large regret under an arbitrary environment, each

of them would lead to larger regret under a specifically chosen environment (i.e.., the alternative

environment in Step 3) which will be included in our environment class Φ.

Step 2: combinatorial arguments and lower bounds under a single environment. In this

step, we prove a key result (Lemma 1) using non-trivial combinatorial and probabilistic arguments.

The arguments extensively exploit the properties of the switching constraint.

Lemma 1. For any S-switch policy π ∈ΠS, for any environment µ, we have

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥K −

⌈
S

q(S,K)+ 1

⌉
= Ω̃

(
K − r(S,K)

K

)
.

Lemma 1 implies the following fact: under any single environment µ, the average probability of the

risky events is Ω̃
(
K−r(S,K)

K

)
. That is, the occurrence of a risky event is “probabilistically unavoidable”

for any S-switch policy under any single environment. This result precisely characterize the potential

weakness of an S-switch policy and reveals fundamental properties of the switching constraint.

Step 3: alternative environments, bad events, and lower bound reductions. In this

step, we construct our environment class Φ :=
{
µ

(1)
j,k | j ∈ [q(S,K)+ 2], k ∈ [K]

}
, which consists of

(q(S,K) + 2)K judiciously chosen alternative environments. Each alternative environment µ
(1)
j,k

is designed to make the risky event E
(1)
j,k become a bad event whose occurrence implies large

regret. We can then reduce the task of proving a lower bound on the “average-case regret”

1
|Φ|
∑

µ∈ΦR
π
µ
(T ) to the task of proving a lower bound on the “average-case bad event probabil-

ity” 1
(q(S,K)+2)K

∑
j∈[q(S,K)+2]

∑
k∈[K] P

(1)
j,k

(
E

(1)
j,k

)
, where P

(1)
j,k := Pπ

µ
(1)
j,k

denotes the alternative measure

associated with policy π and alternative environment µ
(1)
j,k.

Specifically, our construction of alternative environments is as follows. Let 0= (0, . . . ,0)∈RK be

the reference environment. For any j ∈ [q(S,K +2)], define a reward gap

∆
(1)
j :=





1, if j =1,

1
2(q(S,K)+2)

√
K−r(s,k)
t
(1)
j−1

, if j ∈ [2 : q(S,K)+ 1],

− 1
2(q(S,K)+2)

√
K−r(s,k)
t
(1)
q(S,K)

, if j = q(S,K)+ 2.

For any j ∈ [q(S,K)+2], k ∈ [K], define an alternative environment µ
(1)
j,k :=

(
µ(1)
j,k;1, . . . , µ

(1)
j,k;K

)
∈RK

where

µ
(1)
j,k;i :=

{
∆(1)
j , if i= k,

0, otherwise.
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Note that each alternative environment only differs from the reference environment in one coordi-

nate.

In Lemma 8, we show that the risky event E
(1)
j,k is indeed a bad event under environment µ

(1)
j,k, in the

sense that its occurrence implies that the regret is larger than a universal quantity Rbad(S,K,T ) =

Ω̃

(
(K − r(S,K))

1− 1

2−2−q(S,K) T
1

2−2−q(S,K)

)
. Thus, in order to prove the desired lower bound on

1
|Φ|
∑

µ∈ΦR
π
µ
(T ), it suffices to prove the following statement:

p(1) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)
= Ω̃

(
K − r(S,K)

K

)
, (7)

Step 4: probability space changing tricks. Let Q := Pπ
0

denote the reference measure. By

applying Lemma 1 to the reference environment 0, we have

q(1) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q

(
E(1)
j,k

)
= Ω̃

(
K − r(S,K)

K

)
,

Therefore, in order to show (7), it suffices to show that p(1) is close to q(1). Note that p(1) is the average

of the sequence
{
P
(1)
j,k

(
E

(1)
j,k

)}
, where a sequence of events

{
E

(1)
j,k

}
are evaluated by a sequence of

varying alternative measures
{
P
(1)
j,k

}
, while q(1) is the average of the sequence

{
Q

(
E

(1)
j,k

)}
, where the

same sequence of events
{
E

(1)
j,k

}
are evaluated by a single and fixed reference measure Q. Intuitively,

we just need a “change of measure” / information-theoretic argument — if the alternative measures{
P
(1)
j,k

}
are “close enough” to the reference measure Q, then p(1) is close to q(1).

Unfortunately, it turns out that the divergence between
{
P
(1)
j,k

}
and Q is too large to make

the above argument work. An important reason is that such an argument directly deals with the

underlying measures
{
P
(1)
j,k

}
and Q, thus completely overlooks the special structures of the risky

event sequence
{
E

(1)
j,k

}
. Therefore, we need to integrate the structural properties of risky events into

our argument. We develop probability space changing tricks to address this challenge. Specifically,

we design two sequences of artificial measures
{
P′
j,k

}
and

{
Q′
j,k

}
based on the structural properties

of
{
E(1)
j,k

}
, such that (i) each P′

j,k (resp. Q′
j,k) is the restriction of P

(1)
j,k (resp. Q) to a carefully-

chosen σ-algebra F ′
j,k which tightly contains E(1)

j,k , and (ii) the reverse KL divergence between P′
j,k

and Q′
j,k is small enough. We can then represent p(1) and q(1) as the averages of

{
P′
j,k(E

(1)
j,k )
}

and{
Q′
j,k(E

(1)
j,k )
}
, and bound the difference between p(1) and q(1) by showing that

{
P′
j,k

}
and

{
Q′
j,k

}

are “close enough.”

Step 5: applying the GRF inequality. In the last step, we apply the GRF inequality to

provide a tight lower bound on p(1) in terms of q(1), thus completes the proof of (7) (and eventually

Theorem 2). We remark that we thoroughly utilizes the five advantages of the GRF inequality in this

step: (i) we need to lower bound p(1) rather than lower bound 1− p(1) (the latter is what classical
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Fano-type inequalities do), (ii) our events
{
E(1)
j,k

}
(or their complements) do not form a partition,

(iii) our measures
{
P′
j,k

}
are defined on different measurable spaces, (iv) we need to use the reverse

(rather than the standard) KL divergence to evaluate the “closeness” between
{
P′
j,k

}
and

{
Q′
j,k

}
, as

we need to fix the reference environment to characterize the policy’s behavior, and (v) the artificial

reference measures
{
Q′
j,k

}
are not fixed.

6. Concluding Remarks

We study the stochastic multi-armed bandit problem with a constraint on the total cost incurred by

switching between actions. Under different switching cost structures, we prove matching (or almost

matching) upper and lower bounds on regret and provide near-optimal algorithms for the problem.

We conclude by discussing some natural extensions, which we defer to the appendix.

First, all of the algorithms in this paper require the knowledge of T . A natural question is what

will happen if T is not known a priori. In Appendix M, we show that any algorithm with a switching

budget independent of T cannot attain a sublinear regret rate for U-BwSC if T is unknown. The

result indicates that (i) the knowledge of T is somehow necessary if we do not want the switching

budget to grow with T , and (ii) Ω( K logT
log logT

) switches are necessary for achieving Õ(
√
KT ) regret in

the classical MAB problem without the knowledge of T .

Second, our upper and lower bounds in Section 4.2 do now always match. A natural question

is whether one of them is tight. In Appendix N, we show that neither of the bounds are tight in

T in general (even for a fixed K). Our theoretical characterization in Appendix N is however very

complicated and not practical. Understanding this issue better is an interesting future direction.
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Appendices

Part I. Additional Results and Explanations

A. Results on Distribution-Dependent Regret Bounds

For simplicity, we only present the results of distribution-dependent regret bounds for the U-BwSC

problem. Extensions to general switching cost structures are analogous to Section 4 of the main

article.

To achieve tight distribution-dependent regret bounds, we propose the LS-SE2 algorithm and the

AdaLS2 algorithm, which are stated in Algorithm 5 and Algorithm 6 respectively. Note that the

difference between the new algorithms and the original algorithms in Section 3 is only on the epoch

schedules (which are optimized for distribution-dependent regret).

Algorithm 5 Limited-Switch Successive Elimination 2(LS-SE2)

Input: Switching budget S, number of actions K, horizon T .

Initialization: Compute q(S,K) =
⌊
S−1
K−1

⌋
. Divide the entire time horizon T into q(S,K)+1 epochs:

(t0 : t1], (t1 : t2], . . . , (tq(S,K) : tq(S,K)+1], where the endpoints are defined by t0 = 0 and

tj =
⌊
K

1− j
q(S,K)+1T

j
q(S,K)+1

⌋
, ∀j =1, . . . , q(S,K)+ 1.

Let A1 = [K]. Let a0 be a random action in [K].

Policy: The same as Lines 1 to 10 of Algorithm 1.

Algorithm 6 Adaptive Limited-Switch Policy 2 (AdaLS2)

Input: Switching budget S, number of actions K, horizon T .

Initialization: Compute q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S − 1)%(K − 1). Define r̂(S,K) =

max{r(S,K)+ 1− q(S,K),0}. Define t
(1)
0 = t

(2)
0 = 0 and

t
(1)
j =

⌊
(K − r(S,K))

1− j
q(S,K)+1T

j
q(S,K)+1

⌋
, ∀j = 1, . . . , q(S,K)+ 1,

t
(2)
j =

⌊
K

1− j
q(S,K)+2T

j
q(S,K)+2

⌋
, ∀j = 1, . . . , q(S,K)+ 2.

Let A1 = [K]. Let A
(2)
1 be a subset of A1 obtained by uniformly sampling r̂(S,K) actions from A1

without replacement (thus |A(2)
1 |= r̂(S,K)). Let A

(1)
1 =A1 \A(2)

1 . Let a0 be a random action in A
(1)
1 .

Policy: The same as Lines 1 to 18 of Algorithm 2.

For any environment D, let k∗ = argmaxk∈[K]µi denote the optimal action, and ∆ = ∆(D) =

mink 6=k∗ |µk∗ − µk| > 0 denote the gap between the rewards of the optimal action and the best

sub-optimal action. We have the following upper and lower bounds on regret.
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Proposition 3. Let π be the LS-SE2 policy. There exists an absolute constant C ≥ 0 such that

for all D, for all K ≥ 1, S ≥ 0 and T ≥K,

Rπ
D(T )≤C

(
K

1− 1
q(S,K)+1 logK

) T
1

q(S,K)+1 logT

∆
,

where q(S,K) =
⌊
S−1
K−1

⌋
.

Theorem 6. Let π be the AdaLS2 policy. There exists an absolute constant C ≥ 0 such that for

all D, for all K ≥ 1, S ≥ 0 and T ≥K,

Rπ
D(K,T )≤C(logK logT ) ·max

{
(K − r(S,K))

2− 1
q(S,K)+1

K

T
1

q(S,K)+1

∆
, K

1− 1
q(S,K)+1

T
1

q(S,K)+1

∆

}
,

where q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S− 1)%(K− 1).

Theorem 7. There exists an absolute constant C > 0 such that for all K > 1, S ≥ 0, T ≥ 2K and

for all policy π ∈ΠS,

sup
∆∈[0,1]

∆Rπ
D(K,T )≥

C

logT
·max

{
(K − r(S,K))

2− 1
q(S,K)+1

K
T

1
q(S,K)+1 , K

1− 1
q(S,K)+2T

1
q(S,K)+2

}
,

where q(S,K) =
⌊
S−1
K−1

⌋
and r(S,K) = (S− 1)%(K− 1).

Note that the upper bound in Theorem 6 and the lower bound in Theorem 7 match in the minimax

sense (up to logarithmic factors), which implies that the AdaLS2 algorithm can be considered as

near-optimal. We thus characterize the distribution-dependent complexity of the U-BwSC problem.

We also note that when S =Ω(K logT ), both LS-SE2 and AdaLS2 algorithms recover the well-known

O
(
K logT

∆

)
distribution-dependent regret bound of the classical MAB (up to a logK factor), which is

shown to be rate-optimal (Lai and Robbins 1985).

We omit the proofs of above results: the proof of Proposition 3 resembles the proof of Proposition 1

in Appendix E, the proof of Theorem 6 resembles the proof of Theorem 1 in Appendix F, and the

proof of Theorem 7 resembles the proof of Theorem 2 in Appendix J. The difference is mainly on

the partition of epochs.

Besides results on regret upper and lower bounds, we also establish Corollary 3, which can be

viewed as a counterpart of Corollary 2 in Section 3.3.1 of the main article.

Corollary 3. For any K ≥ 1, for any environment D, let ∆= min
k∈[K],k 6=k∗

|µk∗ − µk| denote the

gap between the mean rewards of the optimal action and the best sub-optimal action.

1. N(K − 1) + 1 switches are necessary and sufficient for uniformly achieving Õ(KT
1

N+1/∆)

distribution-dependent regret for all D in the K-armed MAB (N ∈Z>0).

2. Ω( K logT
log logT

) switches are necessary for uniformly achieving Õ(K logT/∆) distribution-dependent

regret for all D in the K-armed MAB.
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B. Rounding Issues of Algorithms

We present a more rigorous version of Algorithm 1, which takes care of the rounding issues in

Line 4 and Line 7 of Algorithm 1. The key idea is to maintain a “after-rounding” epoch schedule

(Tj)
q(S,K)+1
j=0 which is slightly different from the original epoch schedule (tj)

q(S,K)+1
0 ; see Algorithm 7.

In the proof of Theorem 1, we will directly analyze Algorithm 7.

We remark that the main algorithm of our article, the AdaLS algorithm (Algorithm 2), has already

taken care of the rounding issues (using a similar idea).The other two algorithms HS-SE and AS-SE

omit the rounding issues — they can be easily modified to incorporate the rounding issues, using

exactly the same idea as Algorithm 7.

Algorithm 7 Limited-Switch Successive Elimination (LS-SE)

Input: Switching budget S, number of actions K, horizon T .

Initialization: Compute q(S,K) =
⌊
S−1
K−1

⌋
. Define t0 = 0 and

tj =

⌊
K

1− 2−2−(j−1)

2−2−q(S,K) T
2−2−(j−1)

2−2−q(S,K)

⌋
, ∀j = 1, . . . , q(S,K)+ 1.

Let A1 = [K]. Let a0 be a random action in [K]. Let Tl = 0.
Policy:
1: for l=1, . . . , q(S,K) do
2: if aTl−1

∈Al then
3: for i= aTl−1

and then i∈Al \ {aTl−1
} do ⊲ starting from i= aTl−1

is critical

4: Choose action i for
⌊
tl−Tl−1

|Al|

⌋
consecutive rounds.

5: else
6: for i∈Al do

7: Choose action i for
⌊
tl−Tl−1

|Al|

⌋
consecutive rounds.

8: Mark the last round as Tl, and mark the last chosen action as aTl . ⊲ record Tl
9: Elimination: compute UCBi(Tl) and LCBi(Tl) for all i∈Al and let ⊲ learn from data

Al+1 =

{
i∈Al | UCBi(Tl)≥max

j∈Al

LCBj(Tl)

}
.

10: For l= q(S,K)+ 1, compute an action in Al that maximizes µi(Tl). Keep choosing this action
until round T . Let Tq(S,K)+1 := T .

C. Illustration of AdaLS

We use the example of S = 2K − 2 to illustrate how AdaLS utilizes the switching budget more

efficiently than LS-SE. In this case, q(S,K) = 1 and r(S,K) = K − 2. The LS-SE algorithm will

observe the data only once throughout the entire horizon, and makes at most K switches.

How does AdaLS behave in this case? At initialization, AdaLS computes r̂(S,K) =max{r(S,K)+

1−q(S,K),0}=K−2+1−1=K−2. The algorithm then randomly splits [K] into two subsets A(1)
1

and A(2)
1 , with |A(1)

1 |=K − r̂(S,K) = 2 and |A(2)
1 |= r̂(S,K) =K − 2. Then, in the execution of the
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policy, AdaLS treats the actions in A
(1)
1 and A

(2)
1 differently, allowing the actions in A

(2)
1 to be explored

more frequently than the actions in A
(1)
1 . Specifically, in the first epoch, AdaLS explores all actions

in [K] and makes K − 1 switches; then, in the second epoch, AdaLS first explores all uneliminated

actions in A(2)
1 (which incurs at most (K−2)−1=K−3 switches), and finally commits to the best

action (which incurs at most 1 switch). Note that AdaLS may also incur a switch between the first

and second epochs, so its total number of switches is at most (K − 1)+ 1+ (K − 3) + 1 = 2K − 2

(assuming no action is eliminated). Clearly, compared with LS-SE which only makes K switches,

AdaLS makes much better use of the switching budget in this case.

D. Explanations for Section 4.1

This section contains some additional explanations for our results in Section 4.1.

D.1. Relaxing the Triangle Inequality Assumption in Section 4.1

Consider an arbitrary switching graph G with K = |G| > 1. In the following, we show that, even

without the triangle inequality assumption, a modified version of the results in Section 4.1 still hold.

D.1.1. Construction of a New Switching Graph that Satisfies the Triangle Inequality

Assume that the switching costs associated with G do not satisfy the triangle inequality. We then

run the Floyd-Warshall algorithm (see Cormen et al. 2009) on G to efficiently find the shortest

paths between all pairs of vertices. For any i, j ∈ [K] such that i 6= j, let pi,j = i→ · · ·→ j denote the

shortest path between i and j, and c′i,j denote the total weight of the shortest path between i and j.

We construct a new switching graph G′ = (V,E′) — the vertices in G′ are the same as G, while the

edge between i and j in G′ is assigned a weight c′i,j , which is the total weight of the shortest path

between i and j in G. Obviously, G′ is a switching graph whose switching costs satisfy the triangle

inequality. Therefore, for BwSC problems defined with G′, we can apply the HS-SE policy, and the

regret upper and lower bounds in Theorem 3 and Theorem 4 in Section 4.1 hold.

D.1.2. Modification of the HS-SE policy In this part we assume that K =O(1).

For any G-BwSC problem defined with switching graph G (whose switching costs do not satisfy

the triangle inequality) and switching budget S, we construct a new switching graph G′ according

to Appendix D.1.1, and construct a new G-BwSC problem defined with switching graph G′ and

switching budget S. Let π′ denote the HS-SE policy running on the new G-BwSC problem. Obviously

π′ is a S-switching budget policy for the new problem. We construct π by modifying π′, aiming

to obtain an S-switching-budget policy for the original G-BwSC problem. Let π switch (on G)

following π′ (on G′): every time π′ switches from i to j on G′, let π switch according to the path

pi,j = i→ · · · → j on G, visiting each vertex in pi,j once (since in the HS-SE policy, every active

action is chosen for at least Ω(T 1/2) consecutive rounds in each epoch, while pi,j contains at most

K = o(
√
T ) vertices, we know that π′ is a valid policy). Since the total weight of pi,j is c′i,j and π′

is an S-switching-budget policy for G′, we know that π is an S-switching-budget policy for G.



42

D.2. Computation of the Offline Step in the HS-SE Policy

The HS-SE policy is practical — for any given switching graph G, the policy only involves solving

the shortest Hamiltonian path problem once, which can be finished offline. Thus, the computational

complexity of the shortest Hamiltonian path problem does not affect the online decision-making

process of the HS-SE policy.

Moreover, under the condition that the switching costs satisfy the triangle inequality, the short-

est Hamiltonian path problem can be reduced to the celebrated metric traveling salesman problem

(metric TSP), see Lawler et al. (1985). This means that we can directly apply many commercial

solvers for the TSP to solve (or approximately solve) the shortest Hamiltonian path problem effi-

ciently. The reduction also indicates that any approximation algorithm designed for the metric TSP

can be adapted to be an approximation algorithm for the shortest Hamiltonian path problem. In

particular, the celebrated Christofides algorithm for the metric TSP (Christofides 1976) can be used

to compute a good approximation of H in polynomial time.

Part II. Proof of Upper Bounds

E. Proof of Proposition 1

Note that our proof is based on the more rigorous version of LS-SE — Algorithm 7.

E.1. LS-SE is Indeed an S-Switch Policy

From round 1 to round t1, LS-SE makes K − 1 switches. For 1≤ l≤ q(S,K)− 1, from round Tl to

round Tl+1:

• If the last action in epoch l remains active in epoch l + 1, then it will be the first action in

epoch l+ 1, and no switch occurs between round Tl and round Tl + 1. Since LS-SE makes at

most K−1 switches within epoch l+1, i.e., from round Tl+1 to round Tl+1, it makes at most

0+ (K − 1)=K − 1 switches from round Tl to round Tl+1.

• If the last action in epoch l is eliminated before the start of epoch l+1, then epoch l+1 starts

from another active action, and one switch occurs between round Tl and round Tl + 1. The

elimination implies that |Al+1| ≤K − 1, thus LS-SE makes |Al+1| − 1 ≤ (K − 1)− 1 =K − 2

switches within epoch l+1, i.e., from round Tl+1 to round Tl+1. Therefore, the SS-SE policy

makes at most 1+ (K − 2) =K − 1 switches from round Tl to round Tl+1.

From round Tq(S,K) to round T , since LS-SE does not switch within epoch q(S,K) + 1, i.e., from

round Tq(S,K)+1 to round T , the only possible switch is between round Tq(S,K) and Tq(S,K)+1. Thus

LS-SE makes at most 1 switch from round Tq(S,K) to round T .

Summarizing the above arguments, we find that the SS-SE policy makes at most q(S,K)(K −
1)+1≤ S switches from round 1 to round T . Thus it is indeed an S-switching-budget policy.
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E.2. Proof of Upper Bound

Since LS-SE is a (q(S,K) + 1)-batch policy, existing upper bound analysis for batched MAB

(Gao et al. 2019) applies here. Still, we present our upper bound proof for completeness. A difference

is that we obtain better dependence on K under the condition supi,j∈[K]|µi−µj | ∈ [0,1].

If K > T/4, then the upper bound in Proposition 1 becomes O(T ) and is trivial. Therefore,

without loss of generality, we assume that T ≥ 4K.

We start the proof of the upper bound on regret with some definitions. Define the confidence

radius as

ri(t) =

√
6 logT

Ni(t)
, ∀i∈ [K], t∈ [T ].

The UCBi(t) and LCBi(t) confidence bounds defined in (4) can be expressed as

UCBi(t) = µi(t)+ ri(t), ∀i∈ [K], t∈ [T ],

LCBi(t) = µi(t)− ri(t), ∀i∈ [K], t∈ [T ].

Define the clean event as

E := {∀i∈ [K],∀t∈ [T ], |µ̄i(t)−µi| ≤ rt(i)}.

By Hoeffding’s inequality for sub-Gaussian variables and a standard union bound argument (see,

e.g., Lemma 1.5 in Slivkins 2019), since T ≥K, for any policy π and any environment D, we always

have PπD(E)≥ 1− 2
T3 ·T ·K = 1− 2

T
. Define the bad event E as the complement of the clean event.

Let π denote the LS-SE policy. First, observe that for any environment D,

Rπ
D(T ) =EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
PπD(E)+EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
PπD(E)

≤ EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
+T · 2

T

=EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
+2, (8)

so in order to bound Rπ(T ) = supDR
π
D(T ), we only need to focus on the clean event.

Consider an arbitrary environment D and assume the occurrence of the clean event. By the

specification of Algorithm 7, we know that the optimal action k∗ ∈Al for all l ∈ [q(S,K) + 1]. For

any k ∈ [K], define ηk :=max{j ∈ [q(S,K)+ 1] | action k is chosen in epoch j}, i.e., ηk the index of

the last epoch where the learner chooses action k. Consider any action k such that µk <µk∗ . By the

specification of Algorithm 7, if ηk > 1, then the confidence intervals of the two actions k∗ and k at

the end of round Tηk−1 must overlap, i.e., UCBk(Tηk−1)≥ LCBk∗(Tηk−1). Therefore,

∆(k) := µk∗ −µk ≤ 2rk∗(Tηk−1)+ 2rk(Tηk−1) = 4rk(Tηk−1), (9)
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where the last equality is because k∗ and k are chosen for equal times in each epoch until epoch ηk,

which implies that Nk∗(Tηi−1) =Nk(Tηi−1). Since k is never chosen after the ηk-th epoch, we have

Nk(Tηk) =Nk(T ), and therefore ri(Tηk) = rk(T ).

For any j ∈ [q(S,K)], since K ≤ 1
2
⌊2K⌋≤ 1

2
⌊K
√
T/K⌋ ≤ 1

2
tj , we have

Tj = Tj−1 + |Aj |
⌊
tj −Tj−1

|Aj |

⌋

≥ Tj−1 + tj −Tj−1 − (|Aj | − 1)

≥ tj − (K − 1)≥ 1

2
tj. (10)

For any k ∈ [K], define R(T ;k) :=
∑T

t=1(µ
∗ −µk)1{at = k} = ∆(k)Nk(T ). For any k such that

ηk ∈ [2 : q(S,K)], by (9), (10), and the specification of Algorithm 7, conditional on the clean event

E ,

R(T ;k) =Nk(T )∆(k)

≤ 4Nk(Tηk)

√
6 logT

Nk(Tηk−1)

≤ 4
Tηk
|Aηk |

√
6 logT√
Tηk−1/K

≤ 4
√
6K logT

1

|Aηk |
Tηk√
Tηk−1

≤ 8
√
3K logT

1

|Aηk |
tηk√
tηk−1

= 8
√
6 logT

1

|Aηk |
K(T/K)

1

2−2−q(S,K) .

For any k such that ηk = 1, then we have R(T ;k) = Nk(T )∆(k) ≤ NK(T1) ≤
1

|A1|
K(T/K)

1

2−2−q(S,K) . Moreover, we have
∑

k:ηk=q(S,K)+1R(T ;k) ≤ T∆(k) ≤ 4T
√

6 logT
Nk(Tq(S,K))

≤

8
√
6 logTK(T/K)

1

2−2−q(S,K) .

Therefore, for any environment D, conditional on the clean event E , we have

Tµ∗ −
T∑

t=1

µat =
∑

k∈[K]

R(T ;k)

=
∑

k:ηk=1

R(T ;k)+
∑

k:ηk∈[2:q(S,K)]

R(T ;k)+
∑

k:ηk=q(S,K)+1

R(T ;k)

≤ 8
√
6 logTK(T/K)

1

2−2−q(S,K)

(
K∑

k=1

1

|Aηk |
+1

)

≤ 8
√
6 logTK(T/K)

1

2−2−q(S,K)

(
K∑

j=1

1

j
+1

)

≤ 16
√
6(logK logT )K

1− 1

2−2−q(S,K) T
1

2−2−q(S,K) .
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Thus by (8) and Rπ(T ) = supDR
π
D(T ), we have

Rπ(T )≤ 16
√
6(logK logT )K

1− 1

2−2−q(S,K) T
1

2−2−q(S,K) +2. �

F. Proof of Theorem 1

In this proof, we let the tuning parameter λ= 1/2 (see Algorithm 2). Our proof essentially holds

for all λ∈ (0,1) being a constant.

F.1. The AdaLS Policy is Indeed an S-Switch Policy

According to Section 3.2, before the last switch (where we commit to the empirical best action; see

Line 16), we allow AdaLS to switch to each action in A
(1)
1 for at most q(S,K) times, while allowing

it to switch to each action in A(2)
1 for at most q(S,K) + 1 times. Therefore, if r̂(S,K) > 0, then

AdaLS will make up to

q(S,K)(K− r̂(S,K))︸ ︷︷ ︸
switching to an action in A

(1)
1

+ (q(S,K)+ 1)r̂(S,K)︸ ︷︷ ︸
switching to an action in A

(2)
1

− 1︸︷︷︸
the first round

+ 1︸︷︷︸
the last switch

= S

switches. See Appendix C for a concrete example when K = 2S− 2.

On the other hand, if r̂(S,K) = 0, then AdaLS will behave similar to LS-SE and make up to

q(S,K)(K− 1)+1<S switches.

To sum up, AdaLS is indeed an S-switch policy.

F.2. Proof of Upper Bound

If K >T/16, then the upper bound in Theorem 1 becomes O(T ) and is trivial. Therefore, without

loss of generality, we assume that T ≥ 16K.

We start the proof of the upper bound on regret with some definitions. Define the confidence

radius as

ri(t) =

√
6 logT

Ni(t)
, ∀i∈ [K], t∈ [T ].

The UCBi(t) and LCBi(t) confidence bounds defined in (4) can be expressed as

UCBi(t) = µi(t)+ ri(t), ∀i∈ [K], t∈ [T ],

LCBi(t) = µi(t)− ri(t), ∀i∈ [K], t∈ [T ].

Define the clean event as

E := {∀i∈ [K],∀t∈ [T ], |µ̄i(t)−µi| ≤ rt(i)}.

By Hoeffding’s inequality for sub-Gaussian variables and a standard union bound argument (see,

e.g., Lemma 1.5 in Slivkins 2019), since T ≥K, for any policy π and any environment D, we always

have PπD(E)≥ 1− 2
T3 ·T ·K = 1− 2

T
. Define the bad event E as the complement of the clean event.
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Let π denote the AdaLS policy. First, observe that for any environment D,

Rπ
D(T ) =EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
PπD(E)+EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
PπD(E)

≤ EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
+T · 2

T

=EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
+2, (11)

so in order to bound Rπ(T ) = supDR
π
D(T ), we only need to focus on the clean event.

Define E1 :=
{
k∗ ∈A(1)

1

}
and E2 :=

{
k∗ ∈A(2)

1

}
. Since A

(1)
1 and A

(2)
1 are determined by random

sampling independent of the clean event E , we have

PπD(E1 | E) = PπD(E1) =
K − r̂(S,K)

K
,

PπD(E2 | E) = PπD(E2) =
r̂(S,K)

K
.

Thus

EπD

[
Tµ∗ −

T∑

t=1

µat | E
]
=
K − r̂(S,K)

K
EπD

[
Tµ∗ −

T∑

t=1

µat | E ,E1

]
+
r̂(S,K)

K
EπD

[
Tµ∗ −

T∑

t=1

µat | E ,E2

]
.

(12)

Note that we define PπD(· | E ,E1)≡ 0 if r̂(S,K) = 0.

Define T
(1)
q(S,K)+1 := T . For all j ∈ [q(S,K)+ 1], “epoch j” corresponds to “period [T

(1)
l−1 +1 : T

(1)
l ]”,

and we define

Ãj := {k ∈Aj | action k is chosen in epoch j},

Ã
(1)
j :=

{
k ∈A(1)

j | action k is chosen in epoch j
}
,

Ã
(2)
j :=

{
k ∈A(2)

j | action k is chosen in epoch j
}
.

For any j ∈ [q(S,K)], since K ≤ 1
4
⌊4K⌋≤ 1

4
⌊K
√
T/K⌋ ≤ 1

4
t(2)j , we have

T
(1)
j = T

(1)
j−1 + |Aj |

⌊
t(2)j −T (1)

j−1

|Aj |

⌋

≥ T
(1)
j−1 + t

(2)
j −T

(1)
j−1 − (|Aj | − 1)

≥ t
(2)
j − (K − 1)≥ 1

2
t
(2)
j . (13)

For any j ∈ [q(S,K)+ 2], we have

t
(2)
j =

⌊
K

1− 2−21−j

2−2−q(S,K)−1 T
2−21−j

2−2−q(S,K)−1

⌋

≥
⌊
K

1− 2−22−j

2−2−q(S,K) T
2−22−j

2−2−q(S,K)

⌋
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≥
⌊
(K − r(S,K))

1− 2−22−j

2−2−q(S,K) T
2−22−j

2−2−q(S,K)

⌋
= t

(1)
j−1. (14)

Define R1 := (K − r(S,K))
1− 1

2−2−q(S,K) T
1

2−2−q(S,K) and R2 :=K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1 .

Consider an arbitrary environment D and assume the occurrence of the clean event E . In what

follows, we discuss two cases: E1 occurs, and E2 occurs.

Case 1: Both E and E1 occur. By the specification of Algorithm 2, we know that the optimal

action k∗ ∈A(1)
l ⊂Al for all l ∈ [q(S,K)+1], and k∗ ∈Aq(S,K)+2. Also, we have k∗ ∈ Ã(1)

l ⊂ Ãl for all

l ∈ [q(S,K)]. Moreover, by Line 3 to Line 10 of Algorithm 2, we know that action k∗ is chosen for

max

{⌊
t
(1)
l /2−T

(2)
l

|A(1)
l |

⌋
, n(2)

l

}

rounds in each epoch l ∈ [q(S,K)], which is no less than the number of plays of any other action in

epoch l. Therefore, for all k ∈ [K] and l ∈ [q(S,K)] we have

Nk∗(T
(1)
l )≥Nk(T

(1)
l ), rk∗(T

(1)
l )≤ rk(T

(1)
l ). (15)

For any k ∈ [K], define ηk :=max
{
j ∈ [q(S,K)+ 1] | k ∈ Ãj

}
.

Consider any action k such that ηk > 1. By Line 12 of Algorithm 2, the confidence intervals of

the two actions k∗ and k at the end of round T
(1)
ηk−1 must overlap, i.e., UCBk(T

(1)
ηk−1)≥ LCBk∗(T

(1)
ηk−1).

Therefore,

∆(k) := µk∗ −µk ≤ 2rk∗(T
(1)
ηk−1)+ 2rk(T

(1)
ηk−1)≤ 4rk(T

(1)
ηk−1), (16)

where the last equality follows from (15). Since k is never chosen after the ηk-th epoch, we have

Nk(T
(1)
ηk

) =Nk(T ).

We now try to prove the following key lemma.

Lemma 2. Assume both E and E1 hold. For any action k such that ηk ∈ [2 : q(S,K)], we have

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)

≤





√
Nk(T

(1)
ηk−1)+

2

|A(1)
ηk

|
max

{√
K−r̂(S,K)

K−r(S,K)
R1,

32K
K−r(S,K)

R2

}
, if k ∈A(1)

1 ;
√
Nk(T

(1)
ηk−1)+

3
|Aηk

|R2, if k ∈A(2)
1 .

(17)

Moreover, considering all k such that ηk = q(S,K)+ 1 (i.e., k ∈ Ãq(S,K)+1), we have

∑

k∈Ã(1)
q(S,K)+1

Nk(T )√
Nk(T

(1)
q(S,K))

≤ 4max

{√
K − r̂(S,K)

K − r(S,K)
R1,

32K

K − r(S,K)
R2

}
, (18)

∑

k∈Ã(2)
q(S,K)+1

Nk(T
(2)

q(S,K)+1)√
Nk(T

(1)

q(S,K))
+

Nk(T )√
Nk(T

(2)

q(S,K)+1)
≤ 5R2. (19)
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Proof of Lemma 2. We first show (17). Fix any action k such that ηk ∈ [2 : q(S,K)].

We first consider the case of k ∈A(1)
1 . By Line 3 to Line 10 of Algorithm 2, we know that action

k is chosen for

max

{⌊
t(1)l /2−T (2)

l

|A(1)
l |

⌋
, n

(2)
l

}

rounds in each epoch l ∈ [ηk − 1], which is no less than the number of plays of any other action in

epoch l. This implies

Nk(T
(1)
l )≥ T (1)

l /K, ∀l ∈ [ηk− 1]. (20)

Since

T (1)
l ≤ T (2)

l + |A(1)
l |
⌊
t
(1)
l /2−T

(2)
l

|A(1)
l |

⌋
≤ t

(1)
l

2
(21)

for all l ∈ [ηk− 1], we have

n(2)
l =

⌊
t
(2)
l −T

(1)
l−1

|Al|

⌋
≥
⌊
t
(2)
l − t

(1)
l−1/2

|Al|

⌋
(i)

≥
⌊
t
(2)
l /2

|Al|

⌋
(ii)

≥ t
(2)
l

4|Al|
(22)

for all l ∈ [ηk− 1], where (i) follows from (14) and (ii) follows from t(2)l ≥ 4K.

If t
(1)
ηk−1/4≥ t

(2)
ηk−1, then by T

(2)
ηk−1 = T

(1)
ηk−2 + |A(2)

ηk−1|n(2)
ηk−1 ≤ t

(2)
ηk−1, we have

⌊
t
(1)
ηk−1/2−T

(2)
ηk−1

|A(1)
ηk−1|

⌋
≥
⌊
t
(1)
ηk−1/4

|A(1)
ηk−1|

⌋
≥
⌊

t
(1)
ηk−1

4(K− r̂(S,K))

⌋
≥

t
(2)
ηk−1

8(K− r̂(S,K))
, (23)

where the last inequality follows from

K − r̂(S,K)≤ 1

4
⌊(K − r̂(S,K))

√
T/(K − r̂(S,K))⌋ ≤ t

(1)
j

4
, ∀j ∈ [q(S,K)+ 1].

By Eqs. (13), (20) and (23), we have

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)

≤
Nk(T

(1)
ηk−1)+max

{⌊
t
(1)
ηk
/2−T (2)

ηk

|A(1)
ηk

|

⌋
, n(2)

ηk

}

√
Nk(T

(1)
ηk−1)

≤
√
Nk(T

(1)
ηk−1)+

1

|A
η
(1)
k

|
max

{
t(1)ηk /2, t

(2)
ηk

}
√
Nk(T

(1)
ηk−1)

≤
√
Nk(T

(1)
ηk−1)+

1

|A
η
(1)
k

|max

{
t(1)ηk
2

√
8(K − r̂(S,K))

t
(1)
ηk−1

, t(2)ηk

√
K

T
(1)
ηk−1

}

≤
√
Nk(T

(1)
ηk−1)+

1

|A(1)
ηk |

max

{
t(1)ηk

√
2(K − r̂(S,K))

t
(1)
ηk−1

, t(2)ηk

√
2K

t
(2)
ηk−1

}

≤
√
Nk(T

(1)
ηk−1)+

2

|A(1)
ηk |

max

{√
K − r̂(S,K)

K − r(S,K)
R1,R2

}
.
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If t
(1)
ηk−1/4 < t

(2)
ηk−1, then

(
T

K−r(S,K)

) 2−22−ηk

2−2−q(S,K) ≤ 2t
(1)
ηk−1

K−r(S,K)
≤ 8t

(2)
ηk−1

K−r(S,K)
≤ 8K

K−r(S,K)

(
T
K

) 2−22−ηk

2−2−q(S,K)−1 ,

which implies
(

T
K−r(S,K)

) 2−21−ηk

2−2−q(S,K) ≤ ( 8K
K−r(S,K)

)2
(
T
K

) 2−21−ηk

2−2−q(S,K)−1 . Thus

t(1)ηk ≤ (K − r(S,K))

(
T

K − r(S,K)

) 2−21−ηk

2−2−q(S,K)

≤ 64K

K − r(S,k)
K

(
T

K

) 2−21−ηk

2−2−q(S,K)−1

. (24)

By Eqs. (13) and (20), we have Nk(T
(1)
ηk−1)≥ t(2)ηk−1/(2K), thus

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)

≤
Nk(T

(1)
ηk−1)+max

{⌊
t
(1)
ηk
/2−T (2)

ηk

|A(1)
ηk

|

⌋
, n(2)

ηk

}

√
Nk(T

(1)
ηk−1)

≤
√
Nk(T

(1)
ηk−1)+

1

|A(1)
ηk |

max{t(1)ηk /2, t(2)ηk }√
Nk(T

(1)
ηk−1)

≤
√
Nk(T

(1)
ηk−1)+

1

|A(1)
ηk |

max{t(1)ηk /2, t
(2)
ηk
}
√

2K

t
(2)
ηk−1

≤
√
Nk(T

(1)
ηk−1)+

1

|A(1)
ηk |

64K

K − r(S,K)
R2. (by (24))

We then consider the case of k ∈A(2)
1 . By Line 3 to Line 10 of Algorithm 2, we know that action

k is chosen for n(2)
l rounds in each epoch l ∈ [ηk]. Thus

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)

≤
Nk(T

(1)
ηk−1)+n(2)

ηk√
Nk(T

(1)
ηk−1)

≤
√
Nk(T

(1)
ηk−1)+

n(2)
ηk√
n
(2)
ηk−1

≤
√
Nk(T

(1)
ηk−1)+

t(2)ηk /|Aηk |√
n
(2)
ηk−1

≤
√
Nk(T

(1)
ηk−1)+

t(2)ηk /|Aηk |√
t
(2)
ηk−1/(4|Aηk−1|)

(by (22))

≤
√
Nk(T

(1)
ηk−1)+

2t(2)ηk /|Aηk |√
t
(2)
ηk−1/K

≤
√
Nk(T

(1)
ηk−1)+

2
√
2

|Aηk |
R2.

Combing the above three paragraphs, we prove (17).

We then show (18) and (19). Consider k ∈ Ã(1)

q(S,K)+1 If t
(1)

q(S,K)/4 ≥ t
(2)

q(S,K), then (23) holds for

ηk = q(S,K)+ 1; if t
(1)

q(S,K)/4< t
(2)

q(S,K), then (24) holds for ηk = q(S,K)+ 1. Thus
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∑

k∈Ã(1)
q(S,K)+1

Nk(T )√
Nk(T

(1)

q(S,K))
≤max



T

√
8(K − r̂(S,K))

t
(1)

q(S,K)

,
64K

K − r(S,k)
K

(
T

K

) 2−2−q(S,K)

2−2−q(S,K)−1
√

2K

t
(2)

q(S,K)





≤ 4max

{√
K − r̂(S,K)

K − r(S,K)
R1,

32K

K − r(S,K)
R2

}
.

Consider k ∈ Ã(2)

q(S,K)+1. Since Nk(T
(1)

q(S,K))≥
t
(2)
q(S,K)

2K
and Nk(T

(2)

q(S,K)+1)≥
t
(2)
q(S,K)+1

4K
, we have

∑

k∈Ã(2)
q(S,K)+1

Nk(T
(2)

q(S,K)+1)√
Nk(T

(1)

q(S,K))
+

Nk(T )√
Nk(T

(2)

q(S,K)+1)
≤ t

(2)

q(S,K)+1

√
2K

t
(2)
q(S,K)

+T

√
4K

t
(2)
q(S,K)+1

≤ 5R2. �

For any k ∈ [K], define R(T ;k) :=
∑T

t=1(µ
∗ −µk)1{at = k} =∆(k)Nk(T ). Consider any k such

that ηk ∈ [2 : q(S,K)], by (16), conditional on the events E and E1, we always have

R(T ;k) =Nk(T )∆(k)≤ 4Nk(T
(1)
ηk

)

√
6 logT

Nk(T
(1)
ηk−1)

≤ 4
√
6 logT

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)

Moreover, we have

∑
k:ηk=q(S,K)+1

R(T ;k)≤ 4
√
6 logT


 ∑

k∈Ã(1)
q(S,K)+1

Nk(T )√
Nk(T

(1)
q(S,K)

)

+
∑

k∈Ã(2)
q(S,K)+1

Nk(T
(2)
q(S,K)+1

)
√
Nk(T

(1)
q(S,K)

)

+ Nk(T )√
Nk(T

(2)
q(S,K)+1

)




and
∑

k:ηk=1R(T ;k)≤ T
(1)
1 ≤max{R1/2,R2}.

Therefore, for any D, conditional on the events E and E1, we have

Tµ∗ −
T∑

t=1

µat =
∑

k∈[K]

R(T ;k) =
∑

k:ηk=1

R(T ;k)+
∑

k:ηk∈[2:q(S,K)]

R(T ;k)+
∑

k:ηk=q(S,K)+1

R(T ;k)

≤max{R1/2,R2}+4
√

6 logT




∑

k:ηk∈[2:q(S,K)]

Nk(T
(1)
ηk

)
√
Nk(T

(1)
ηk−1)




+4
√
6 logT




∑

k∈Ã(1)
q(S,K)+1

Nk(T )√
Nk(T

(1)

q(S,K))
+

∑

k∈Ã(2)
q(S,K)+1

Nk(T
(2)

q(S,K)+1)√
Nk(T

(1)

q(S,K))
+

Nk(T )√
Nk(T

(2)

q(S,K)+1)


.

Combining the above inequality with Lemma 2 and
∑

k:ηk>1

√
Nk(T

(1)
ηk−1)≤

√
KT , we have

EπD

[
Tµ∗ −

T∑

t=1

µat | E ,E1

]
≤O(logK

√
logT ) ·max

{√
K − r̂(S,K)

K − r(S,K)
R1,

K

K − r(S,K)
R2

}
. (25)

Case 2: Both E and E2 occur. By the specification of Algorithm 2, we know that the optimal

action k∗ ∈A(2)
l ⊂Al for all l ∈ [q(S,K)+1], and k∗ ∈Aq(S,K)+2. Also, we have k∗ ∈ Ã(2)

l ⊂ Ãl for all
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l ∈ [q(S,K)+ 1]. Moreover, by Line 3 to Line 10 of Algorithm 2, we know that action k∗ is chosen

for n
(2)
l rounds in each epoch l ∈ [q(S,K)], which is no greater than the number of plays of any other

action chosen in epoch l. Therefore, for all k ∈ [K] and l ∈ [q(S,K)] we have

Nk∗(T
(1)
l )≤Nk(T

(1)
l ), rk∗(T

(1)
l )≥ rk(T

(1)
l ). (26)

For any k ∈ [K], define ηk :=max
{
j ∈ [q(S,K)+ 1] | k ∈ Ãj

}
.

Consider any action k such that ηk > 1. By Line 12 of Algorithm 2, the confidence intervals of

the two actions k∗ and k at the end of round T
(1)
ηk−1 must overlap, i.e., UCBk(T

(1)
ηk−1)≥ LCBk∗(T

(1)
ηk−1).

Therefore,

∆(k) := µk∗ −µk ≤ 2rk∗(T
(1)
ηk−1)+ 2rk(T

(1)
ηk−1)≤ 4rk∗(T

(1)
ηk−1), (27)

where the last inequality follows from (26). Since k is never chosen after the ηk-th epoch, we have

Nk(T
(1)
ηk

) =Nk(T ).

Consider any action k such that action k is chosen for more than n(2)
ηk

rounds in epoch ηk. If

ηk < q(S,K) + 1, by Lines 6 and 10 of Algorithm 2, the confidence intervals of the two actions k∗

and k at the end of round T
(1)
ηk ,i

must overlap, i.e., UCBk(T
(1)
ηk,i

)≥ LCBk∗(T
(1)
ηk,i

). Therefore,

∆(k) := µk∗ −µk ≤ 2rk∗(T
(1)
ηk,i

)+ 2rk(T
(1)
ηk,i

)≤ 4rk∗(T
(2)
ηk

), (28)

where the last equality follows from (26) and the specification of Algorithm 2. If ηk = q(S,K)+ 1,

by Line 15 of Algorithm 2, the confidence intervals of the two actions k∗ and k at the end of round

T
(2)

q(S,K)+1 must overlap, i.e., UCBk(T
(2)

q(S,K)+1)≥ LCBk∗(T
(2)

q(S,K)+1). Therefore,

∆(k) := µk∗ −µk ≤ 2rk∗(T
(2)

q(S,K)+1)+ 2rk(T
(2)

q(S,K)+1)≤ 4rk∗(T
(2)

q(S,K)+1), (29)

where the last equality follows from (26) and the specification of Algorithm 2.

Using arguments similar to Case 1, we can establish the following lemma.

Lemma 3. Assume both E and E2 hold. For any action k such that ηk ∈ [2 : q(S,K)], we have

Nk(T
(2)
ηk

)
√
Nk∗(T

(1)
ηk−1)

+
Nk(T

(1)
ηk

)
√
Nk∗(T

(2)
ηk )

≤





(t
(1)
ηk−1/2)/|A

(1)
ηk

|
√
n
(2)
ηk−1

+
(t

(1)
ηk
/2)/|A(1)

ηk
|

√
n
(2)
ηk

≤ 2
√
2

|A(1)
ηk

|
R2, if k ∈A(1)

1 ;

t
(2)
ηk
/|Aηk

|
√
n
(2)
ηk−1

+
t
(2)
ηk
/|Aηk

|
√
n
(2)
ηk

≤ 4
√
2

|Aηk
|R2, if k ∈A(2)

1 .

Moreover, considering all k such that ηk = q(S,K)+ 1 (i.e., k ∈ Ãq(S,K)+1), we have

∑

k∈Ãq(S,K)+1

Nk(T
(2)
q(S,K)+1)√

Nk∗(T
(1)
q(S,K))

+
Nk(T )√

Nk∗(T
(2)
q(S,K)+1)

≤ 4
√
2R2.
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For any k ∈ [K], define R(T ;k) :=
∑T

t=1(µ
∗ −µk)1{at = k}=∆(k)Nk(T ). If ηk > 1, by Eqs. (27)

to (29), conditional on the events E and E2, we always have

R(T ;k) =Nk(T )∆(k)≤Nk(T
(2)
ηk

)rk∗(T
(1)
ηk−1)+ (Nk(T

(1)
ηk

)−Nk(Tη(2)
k

))rk∗(T
(2)
ηk

)

≤Nk(T
(2)
ηk

)4

√
6 logT

Nk∗(T
(1)
ηk−1)

+Nk(T
(1)
ηk

)4

√
6 logT

Nk∗(T
(2)
ηk )

≤ 4
√
6 logT


 Nk(T

(2)
ηk

)
√
Nk∗(T

(1)
ηk−1)

+
Nk(T

(1)
ηk

)
√
Nk∗(T

(2)
ηk )


.

Moreover, we have
∑

k:ηk=1R(T ;k)≤ T
(1)
1 ≤max{R1/2,R2}.

Therefore, for any D, conditional on the events E and E2, we have

Tµ∗ −
T∑

t=1

µat =
∑

k∈[K]

R(T ;k) =
∑

k:ηk=1

R(T ;k)+
∑

k:ηk>1

R(T ;k)

≤max{R1/2,R2}+4
√

6 logT



∑

k:ηk>1

Nk(T
(2)
ηk

)
√
Nk∗(T

(1)
ηk−1)

+
Nk(T

(1)
ηk

)
√
Nk∗(T

(2)
ηk )


.

Combining the above inequality with Lemma 3, we have

EπD

[
Tµ∗ −

T∑

t=1

µat | E ,E2

]
≤O(logK

√
logT )R2. (30)

Combining Eqs. (12), (25) and (30), we have

Rπ(T )≤O(logK
√
logT ) ·max





√
K − r̂(S,K)

K − r(S,K)

3

K − r(S,K)

K
R1, R2



. (31)

Note that
K − r̂(S,K)

K − r(S,K)
≤ K − r(S,K)− 1+ q(S,K)

K − r(S,K)
= 1+

q(S,K)− 1

K − r(S,K)

is O(log logT ) when q(S,K) ≤ K log2 log2(T/K)); and (31) is
√
KT · O(

√
logK logT ) when

q(S,K)≥K log2 log2(T/K)). This implies that (31) is always

O((logT )2) ·max

{
K − r(S,K)

K
R1, R2

}
.

Therefore, we finish the proof of Theorem 1. �

G. Proof of Theorem 3

Consider an arbitrary switching graph G whose switching costs satisfy the triangle inequality. Recall

that H is the total weight of the shortest Hamiltonian path in G.
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G.1. The HS-SE Policy is Indeed an S-Switching-Budget Policy

From round 1 to round t1, HS-SE incurs H switching cost.

For 1 ≤ l ≤ q′(S,G) − 1, from round tl to round tl+1, no matter whether l is odd or even, no

matter whether the last action in epoch l is eliminated before the start of epoch l+ 1 or not, by

the switching order (determined by the shortest Hamiltonian path of G) and the triangle inequality,

HS-SE always incurs at most H switching cost.

From round tq′(S,G) to round T , since HS-SE does not switch within epoch q′(S,G)+1, i.e., from

round tq′(S,G)+1 to round T , the only possible switch is between round tq′(S,G) and tq′(S,G)+1. Thus

HS-SE incurs at most maxi,j∈[k] ci,j switching cost from round tq′(S,G) to round T .

Summarizing the above arguments, we find that HS-SE incurs at most q′(S,G)H+maxi,j∈[k] ci,j ≤
S switching cost from round 1 to round T . Thus it is indeed an S-switching-budget policy.

G.2. Proof of Upper Bound

The proof is essentially the same as Appendix E.2, with q(S,K) replaced by q′(S,G). �

H. Proof of the Upper Bound in Theorem 5

Consider an arbitrary c ∈ RK≥0. Recall that iK ∈ argmaxi∈[K] ci, i1 ∈ argmaxi∈[K]\{i1} ci, c
(1) =

maxi∈[K] = ciK , c(2) =maxi6=iK ci = ci1 , and Σ=
∑K

i=1 ci.

H.1. The AS-SE Policy is Indeed an S-Switching-Budget Policy

From round 1 to round T , by the switching order specified in Algorithm 4, AS-SE departs from

action iK for at most
⌈
q(S,c)

2

⌉
times, departs from action i1 for at most

⌊
q(S,c)

2

⌋
+ 1 times, and

departs from every other action for at most q′(S,K) times. The total switching cost is no larger

than ⌈
q(S,c)

2

⌉
c(1) +

(⌊
q(S,c)

2

⌋
+1

)
c(2)+ q(S,c)

∑

i∈[K]\{i1,iK}

ci. (32)

If q(S,c) =max
{
1+2

⌊
S−Σ

2Σ−c(1)−c(2)

⌋
,2
⌊

S−c(2)
2Σ−c(1)−c(2)

⌋}
= 1+2

⌊
S−Σ

2Σ−c(1)−c(2)

⌋
, then (32) equals to

(
1+

⌊
S−Σ

2Σ− c(1)−c(2)

⌋)(
c(1)+ c(2)

)
+

(
1+2

⌊
S−Σ

2Σ− c(1)−c(2)

⌋)(
Σ− c(1) − c(2)

)

=Σ+

⌊
S−Σ

2Σ− c(1)−c(2)

⌋(
2Σ− c(1)− c(2)

)

≤Σ+S−Σ= S.

If q(S,c) =max
{
1+2

⌊
S−Σ

2Σ−c(1)−c(2)

⌋
,2
⌊

S−c(2)
2Σ−c(1)−c(2)

⌋}
= 2
⌊

S−c(2)
2Σ−c(1)−c(2)

⌋
, then (32) equals to

⌊
S− c(2)

2Σ− c(1)− c(2)

⌋(
c(1) + c(2)

)
+ c(2) +2

⌊
S− c(2)

2Σ− c(1)− c(2)

⌋(
Σ− c(1)− c(2)

)

= c(2)+

⌊
S− c(2)

2Σ− c(1)−c(2)

⌋(
2Σ− c(1)− c(2)

)
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≤ c(2) +S− c(2) = S.

Therefore, AS-SE is indeed an S-switching-budget policy.

H.2. Proof of Upper Bound

The proof is essentially the same as Appendix E.2, with q(S,K) replaced by q(S,c). �

Part III. Proof of Lower Bounds

I. Information-Theoretic Tools

In this section, we introduce our information-theoretic tools.

For any two probability measures P and Q defined on the same measurable space (Ω,F), let

DTV(P‖Q) := supE∈F |P(E)−Q(E)| denote the total variation distance between P and Q. We write

P<<Q to indicate that P is absolutely continuous with respect to Q, and

DKL(P‖Q) :=

{∫
Ω
log
(
dP
dQ

)
dP, if P<<Q,

+∞, otherwise.

be the Kullback-Leibler (KL) divergence between P and Q. Furthermore, let

Dre(P ‖Q) :=DKL(Q ‖ P)

be the reverse KL divergence between P and Q. For any p, q ∈ [0,1], let

dTV(p ‖ q) :=DTV(Ber(p) ‖Ber(q)),

dKL(p ‖ q) :=DTV(Ber(p) ‖Ber(q)) = p log(
p

q
)+ (1− p) log(

1− p

1− q
),

dre(p ‖ q) :=Dre(Ber(p) ‖Ber(q)) = q log(
q

p
)+ (1− q) log(

1− q

1− p
),

where Ber(p) stands for the Bernoulli distribution with mean p. More generally, for any divergence

denoted by D(· ‖ ·), let

d(p ‖ q) :=D(Ber(p) ‖Ber(q)).

I.1. Reverse Fano-type Inequalities

We first introduce a basic version of the reverse Fano-type inequality below.

Proposition 4 (Reverse Fano-type Inequality). Let D be the KL divergence or the reverse

KL divergence. Let P1, . . . ,PN and Q be arbitrary probability measures on a common measurable

space (Ω,F). For any measurable function ψ : Ω 7→ [N ], we have

1

N

N∑

i=1

Pi(ψ= i)≥ 1

N
− 1

N

√√√√2

(
1− 1

N

) N∑

i=1

D(Pi ‖Q). (33)
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More generally, let Q1, . . . ,QN be arbitrary probability measures on (Ω,F). For any sequence of

events E1, . . . ,EN ∈F (not necessarily disjoint), if q := 1
N

∑N

i=1Qi(Ei) ∈ [0, 1
2
], then

1

N

N∑

i=1

Pi(Ei)≥ q−

√√√√2q(1− q) 1
N

N∑

i=1

D(Pi ‖Qi). (34)

To the best of our knowledge, both (33) and (34) are new. Note that the classical Fano’s inequality

(5) provides a lower bound on the minimum “average error probability”

inf
ψ

1

N

N∑

i=1

Pi(ψ 6= i).

Our inequality (33) provides a sharp upper bound on the maximum “average error probability”

sup
ψ

1

N

N∑

i=1

Pi(ψ 6= i),

thus can be viewed as a reverse version of the classical Fano’s inequality. Our inequality (34) further

generalizes (33) to arbitrary events.

Remark 1. While there are some existing inequalities sometimes referred to as “reverse Fano’s

inequalities” in the literature (e.g., Chu and Chueh 1966, Tebbe and Dwyer 1968), they are very

different from (33), as all of them only provide an upper bound on infψ
1
N

∑N

i=1 Pi(ψ 6= i) rather than

supψ
1
N

∑N

i=1 Pi(ψ 6= i), i.e., their upper bound only holds for the minimax test and does not hold

for an arbitrary test φ. For this reason, we call the inequalities in Proposition 4 “reverse Fano-type

inequalities” to distinguish them from the existing “reverse Fano’s inequalities” in the literature.

Remark 2. Gerchinovitz et al. (2020) provide a very general framework to derive Fano-type

inequalities, and their results imply two related inequalities. In the setting of (33), their results in

their Section 4.2 imply

1

N

N∑

i=1

Pi(ψ= i)≥ 1

N
−

√√√√ 1

N logN

N∑

i=1

D(Pi ‖Q),

which is worse than our (33) by a 1√
N

factor — importantly, this worse result cannot help us

to obtain a tight lower bound for U-BwSC whenever K − r(S,K) = o(K). In the setting of (34),

Gerchinovitz et al. (2020) show that

1

N

N∑

i=1

Pi(Ei)≥ 1−
1
N

∑N

i=1DKL(Pi ‖Q)+ log 2

log
(

1
1−q

) .

However, this bound becomes meaningless under our condition q ∈ [0, 1
2
]. In other words, this bound

is only useful for proving lower bounds for “high-probability events” rather than “low-probability

events” — the latter is required in the proof of U-BwSC lower bounds.
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I.2. Generalized Reverse Fano-type Inequalities

In this section, we introduce a more general version of the inequalities in Proposition 4, which enjoy

several advantages as described in Section 5. We then give the proof.

Proposition 5 (Generalized Reverse Fano-type Inequality). Let D be the KL divergence

or the reverse KL divergence. Let (Ω1,F1), . . . , (ΩN ,FN) be an arbitrary sequence of measurable

spaces. For any i ∈ [N ], let Pi and Qi be arbitrary probability measures on (Ωi,Fi), and Ei ∈ Fi be

an arbitrary event. We have

1

N

N∑

i=1

Pi(Ei)≥
1

N

N∑

i=1

Qi(Ei)−

√√√√2 · 1

N

N∑

i=1

Qi(Ei) ·
1

N

N∑

i=1

D(Pi ‖Qi). (35)

Moreover, if q := 1
N

∑N

i=1Qi(Ei)∈ [0, 1
2
], then we have a slightly tighter bound

1

N

N∑

i=1

Pi(Ei)≥ q−

√√√√2q(1− q) · · 1

N

N∑

i=1

D(Pi ‖Qi). (36)

Proof of Proposition 5. Our proof builds on a two-step procedure established by

Gerchinovitz et al. (2020), with a few key modifications in the second step to obtain sharper

one-sided inequalities.

Our first step is a reduction to Bernoulli distributions. By the joint convexity of general f -

divergences, we have

d

(
1

N

N∑

i=1

Pi(Ei) ‖
1

N

N∑

i=1

Qi(Ei)

)
≤ 1

N

N∑

i=1

d(Pi(Ei) ‖Qi(Ei)) =
1

N

N∑

i=1

d(Pi(Ei) ‖Qi(Ei)).

Note that the above inequality holds even if P1, . . . ,PN are on different measurable spaces. For all

i ∈ [N ], since Ber(Pi(Ei)) (resp., Ber(Qi(Ei))) is the law of 1Ei
under Pi (resp., Qi), using the

data-processing inequality for f -divergences (see, e.g., Lemma 1 in Gerchinovitz et al. 2020), we

have

d(Pi(Ei) ‖Qi(Ei)) =D(Ber(Pi(Ei)) ‖Ber(Qi(Ei)))≤D(P′
i ‖Q′

i).

Thus we have

d

(
1

N

N∑

i=1

Pi(Ei) ‖
1

N

N∑

i=1

Qi(Ei)

)
≤ 1

N

N∑

i=1

D(Pi ‖Qi).

Let p := 1
N

∑N

i=1 Pi(Ai), we have

df(p ‖ q)≤
1

N

N∑

i=1

D(Pi ‖Qi). (37)

In the second step, we lower bound d(p ‖ q) to extract a lower bound on p. When D is restricted

to be the KL divergence or the reverse KL divergence, Lemma 4 and Lemma 5, we have

d(p ‖ q)≥ (p− q)
2

2q
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for all q ∈ [0,1) and

d(p ‖ q)≥ (p− q)
2

2q(1− q)
for all q ∈ [0, 1

2
]. Note that Lemma 4 and Lemma 5 provide “localized” versions of the Pinsker’s

inequality that substantially improves over existing “global” variants of the Pinsker’s inequality

by exploiting the one-sided condition p≤ q (see the remarks after Lemma 4 and Lemma 5). Such

improvement is critical for our second step and enables us to obtain tight one-sided inequalities

about p (with improved dependence on q), which we describe below:

• If p /∈ [0, q], then p≥ q.

• If p∈ [0, q], then we have

d(p ‖ q)≥ (p− q)
2

2q
,

which implies p≥ q−
√
2qd(p ‖ q).

Therefore, no matter p∈ [0, q] or not, we always have

p≥ q−
√
2qdf(p ‖ q). (38)

The above inequality can be improved to p≥ q−
√
2q(1− q)d(p ‖ q) when q ∈ [0, 1

2
].

By (37), we prove (35). �

I.3. Localized Pinsker’s Inequalities

Lemma 4 (Localized Pinsker’s Inequality). If 0≤ p≤ q ≤ 1
2

or 1
2
≤ q ≤ p≤ 1, then

dKL(p ‖ q)≥
(p− q)2

2q(1− q)
and dKL(q ‖ p)≥

(p− q)2

2q(1− q)
.

Proof of Lemma 4. If p= q = 0 or p= q = 1, then dKL(p ‖ q) = dKL(q ‖ p) = 0 = (p−q)2
2q(1−q) . In the

rest of the proof, we fix q ∈ (0,1).

We first define

g(x) := kl(x, q)− (x− q)2

2q(1− q)
= x log

x

q
+(1−x) log

1−x

1− q
− (x− q)2

2q(1− q)

for all x∈ [0,1]. We have

g′(x) = log

(
x

1−x

1− q

q

)
− x− q

q(1− q)
,

g′′(x) =
1

x(1−x)
− 1

q(1− q)
.

We discuss two cases:

• If q ≤ 1
2
, then g′′(x)≥ 0 for all x∈ (0, q]. Furthermore, since g′(q) = 0, we have g′(x)≤ 0 for all

x∈ (0, q), which implies that g(x)≥ g(q) = 0 for all x∈ [0, q]. Thus g(p) = kl(p, q)− (p−q)2
2q(1−q) ≥ 0

when 0≤ p≤ q ≤ 1
2
.
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• If q ≥ 1
2
, then g′′(x)≥ 0 for all x∈ [q,1). Furthermore, since g′(q) = 0, we have g′(x)≥ 0 for all

x∈ (q,1), which implies that g(x)≥ g(q) = 0 for all x∈ [q,1]. Thus g(p) = kl(p, q)− (p−q)2
2q(1−q) ≥ 0

when 1
2
≤ q≤ p≤ 1.

We then define

g(x) := kl(q,x)− (x− q)2

2q(1− q)
= q log

q

x
+(1− q) log

1− q

1−x
− (x− q)2

2q(1− q)

for all x∈ (0,1). We have

g′(x) =
x− q

x(1−x)
− x− q

q(1− q)
=

(x+ q− 1)(x− q)2

x(1−x)q(1− q)
.

We discuss two cases:

• If q ≤ 1
2
, then x+ q− 1≤ 0 and g′(x)≤ 0 for all x ∈ (0, q], which implies that g(x)≥ g(q) = 0

for all x∈ (0, q]. Thus g(p) = kl(q, p)− (p−q)2
q(1−q) ≥ 0 when 0≤ p≤ q ≤ 1

2
.

• If q ≥ 1
2
, then x+ q− 1≥ 0 and g′(x)≥ 0 for all x ∈ [q,1), which implies that g(x)≥ g(q) = 0

for all x∈ (q,1]. Thus g(p) = kl(q, p)− (p−q)2
q(1−q) ≥ 0 when 1

2
≤ q ≤ p≤ 1.

To sum up, if 0≤ p≤ q ≤ 1
2

or 1
2
≤ q ≤ p≤ 1, then kl(p, q)≥ (p−q)2

2q(1−q) and kl(q, p)≥ (p−q)2
2q(1−q) . �

Lemma 5 (Localized Pinsker’s Inequality, version 2). If 0≤ p≤ q≤ 1, then

dKL(p ‖ q)≥
(p− q)2

2q
and dKL(q ‖ p)≥

(p− q)2

2q
.

Lemma 5 is a corollary of Lemma A.2 in Talebi Mazraeh Shahi (2017). It has a slightly worse

constant compared with Lemma 4, but holds for a more general range of q.

Remark. The classical Pinsker’s inequality (see, e.g., Lemma 2.5 in Tsybakov 2008) for Bernoulli

distributions states that

dKL(p ‖ q)≥ 2(dTV(p ‖ q))2 = 2(p− q)2

for all p, q ∈ [0,1]. Many improvements and generalizations of the Pinsker’s inequality have been

obtained in the literature, including the “refined Pinsker’s inequality” by Ordentlich and Weinberger

(2005), which states that

dKL(p ‖ q)≥
log((1− q)/q)

1− 2q
(p− q)2

for all p, q ∈ [0,1]. The above bounds become substantially weaker than the (p−q)2
2q(1−q) bound in Lemma 4

and the (p−q)2
2q

bound in Lemma 5 as q gets closer to 0, i.e., they lose an Õ(1/q) factor when q→ 0.

In fact, all variants of the Pinsker’s inequality that seek to establish a global bound which holds

for all p, q ∈ [0,1] must lose such a huge factor compared with Lemmas 4 and 5, thus are loose for

our purpose (note that Lemmas 4 and 5 critically utilizes the one-sided condition: p≤ q). It is also

worth noting that Lemmas 4 and 5 hold for not only the KL divergence dKL(p ‖ q) but also the

reverse KL divergence dre(p ‖ q). This feasture is crucial for us to prove Proposition 5 and establish

tight lower bounds on the regret of the BwSC problem.
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J. Proof of Theorem 2

For an overview of the proof, see Section 5.2.

Given any K > 1, S ≥ 0 and T ≥ 2K, we focus on the setting of Dk = N (µk,1) (∀k ∈ [K]), as

this is sufficient for us to prove the desired lower bound. Note that now the underlying environment

(i.e., latent distributions) D can be completely determined by a vector µ= (µ1, · · · , µK) ∈RK . For

simplicity, in this proof we will directly use the vector µ to represent the environment.

For any environment µ, let Xt
µ
(k)∼N (µk,1) denote the i.i.d. random reward of each action k

at round t (k ∈ [K], t ∈ [T ]). For any policy π ∈ ΠS , for any environment µ, for any t ∈ [T ], we

use at to denote the random action selected by policy π at round t under environment µ, and use

Xt
µ
(at) to denote the random reward observed by policy π at round t under environment µ. Let

Ht :=
((
a1,X

1
µ
(a1)

)
, . . . ,

(
at,X

t
µ
(at)

))
be the history (of actions and observations) up to round t

(inclusive), whose value lies in Ωt := ([K]×R)
t
. Let Ft := B(Ωt) be the Borel σ-algebra on Ωt. Let Pπ

µ

be the probability measure induced by (i.e., the joint distribution of) HT , and Eπ
µ

be the associated

expectation operator. Let Rπ
µ
(T ) := Tµ∗−Eπ

µ

[∑T

t=1µat

]
be policy π’s distribution-dependent regret

under environment µ.

We argue that in our proof, we only need to consider the case of q(S,K) + 2 ≤ log2 log2(T/K).

Suppose q(S,K)+ 2> log2 log2(T/K), then we have

K
1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1 =K(T/K)
1

2−2−q(S,K)−1

=K(T/K)
1
2 (T/K)

2−q(S,K)−2

2−2−q(S,K)−1

≤
√
KT (T/K)2

−q(S,K)−2

<
√
KT (T/K)2

− log2 log2(T/K)

=
√
KT (T/K)logT/K (2) =

√
2KT,

thus the lower bound in Theorem 2 becomes Ω(
√
KT/ logT ) and can be directly obtained by apply-

ing the well-known Ω(
√
KT ) lower bound of the classical MAB (see, e.g., Lattimore and Szepesvári

2020). Therefore, the really non-trivial case of Theorem 2 is the case of q(S,K)+2≤ log2 log2(T/K),

and we focus on this case in the rest of our proof.

Our goal is to explicitly construct a family of environments Φ, such that for any S-switching-

budget policy π ∈ΠS, the “average-case regret” 1
|Φ|
∑

µ∈ΦR
π
µ
(T ) is lower bounded by both

Ω̃


(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K)


 (39)

and

Ω̃

(
K

1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1

)
. (40)
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Since the worst-case regret Rπ(T ) is no less than the “average-case regret” 1
|Φ|
∑

µ∈ΦR
π
µ
(T ), the

above goal directly implies Theorem 2. In our proof, we construct two classes of environments Φ1

and Φ2 to show the lower bounds (39) and (40) respectively.

Our lower bound proof program consists of five steps:

1. Risky Events

2. Combinatorial arguments and lower bounds under a single environment

3. Alternative environments, bad events, and lower bound reductions

4. Probability space changing tricks

5. Applying the GRF inequality

Based on the initials of the first four steps, we call the program RECAP. We present the five steps

in the five subsections below.

J.1. Definitions of Risky Events

For any policy π ∈ΠS , for any environment µ, we make some key definitions below.

1. For any n1, n2 ∈ [T ], we define a random variable S(n1, n2) to be the total switching cost

incurred in period [n1 : n2] (note that if there is a switch happening between round n1−1 and round

n1, or between round n2 and round n2 +1, we do not count its cost in S(n1, n2)).

2. Second, we define a stopping time

τ :=min{t∈ [T ] : S(1 : t) = S}

if the set is non-empty and τ =∞ otherwise. That is, τ is the first round that the learner’s total

switching cost reaches S.

3. We define a class of risky events as follows: for any k ∈ [K], let

E
(1)
1,k :=

{
action k is not chosen in period

[
1 : t

(1)
1

]}
,

E
(1)
j,k :=

{
action k is not chosen in period

[
t
(1)
j−1 : t

(1)
j

]}
, ∀j ∈ [2 : q(S,K)],

E
(1)

q(S,K)+1,k
:=
{
action k is not chosen in period

[
t
(1)

q(S,K) : ⌊(t
(1)

q(S,K) +T )/2⌋
]}
,

E
(1)

q(S,K)+2,k
:=
{
τ ≤ ⌊(t(1)q(S,K)+T )/2⌋, aτ = k, action k is not chosen in period

[
t
(1)

q(S,K) : τ − 1
]}
.

By doing so, we get (q(S,K)+ 2)K risky events (of the form E
(1)
j,k ) in total. Note that the time

points (t(1)j )q(S,K)+1
j=1 are fixed and given in Algorithm 2, and the events (E(1)

q(S,K)+2,k)k∈[K] are defined

based on the stopping time τ . We refer to the above class of risky events as “the first class of risky

events,” and will use them to prove the lower bound (39).

4. We then define another class of risky events: for any k ∈ [K], let

E
(2)
1,k :=

{
action k is not chosen in period

[
1 : t

(2)
1

]}
,

E
(2)
j,k :=

{
action k is not chosen in period

[
t
(2)
j−1 : t

(2)
j

]}
, ∀j ∈ [2 : q(S,K)+ 2].

By doing so, we get (q(S,K)+ 2)K risky events (of the form E
(2)
j,k ) in total. Note that the time
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points (t
(2)
j )

q(S,K)+1
j=1 are fixed and given in Algorithm 2. We refer to the above class of risky events

as “the second class of risky events,” and will use them to prove the lower bound (40).

Remark. Note that in the first class of risky events, the events (E
(1)

q(S,K)+2,k)k∈[K] are defined

based on the stopping time τ . Such delicate design is crucial for our analysis — the importance

should become clear quite soon. In particular, if we do not define the events (E
(1)

q(S,K)+2,k)k∈[K] in

this step, but only define the events (E
(1)

q(S,K)+2,k)j∈[q(S,K)+1],k∈[K] (which do not involve τ), then in

the next step, we can only show

∑

j∈[q(S,K)+1]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥K − 1−

⌊
S

q(S,K)+ 1

⌋

for Lemma 6, which is unfortunately a meaningless result when S%(K − 1) = 0 (i.e., when S is at

the end of a “phase” defined in Section 3.4.1), as the right-hand side K − 1−
⌊

S
q(S,K)+1

⌋
becomes 0

when S%(K− 1) = 0 — this issue will eventually prevent us from making the floor function
⌊
S−1
K−1

⌋

appear in the lower bound. By contrast, by defining the events (E
(1)

q(S,K)+2,k)k∈[K] based on τ , we are

able to show
∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥K −

⌈
S

q(S,K)+ 1

⌉

for Lemma 6. Importantly, the right-hand side is always no less than 1 — this property will play a

fundamental role in subsequent analysis.

J.2. Combinatorial Arguments and Lower Bounds for Risky Events (under a Single
Environment)

The main purpose of this subsection is to prove the following two lemmas (Lemma 6 and Lemma 7)

using (non-trivial) combinatorial (and probabilistic) arguments. The arguments extensively exploit

the properties of the switching constraint.

Lemma 6. For any policy π ∈ΠS, for any environment µ, we have

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥K −

⌈
S

q(S,K)+ 1

⌉
.

Lemma 7. For any policy π ∈ΠS, for any environment µ, we have

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(2)
j,k

)
≥K − 1−

⌊
S

q(S,K)+ 2

⌋
.

Lemma 6 and Lemma 7 lead to the following corollary, which will be utilized in subsequent sub-

sections.

Corollary 4. For any policy π ∈ΠS, for any environment µ, we have

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥ K − r(S,K)

2(q(S,K)+ 2)2K
,
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1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(2)
j,k

)
≥ 1

2(q(S,K)+ 2)2
.

Corollary 4 tells us the following fact: under any single environment µ, the average probability

of the first class of risky events is Ω̃
(
K−r(S,K)

K

)
, and the average probability of the second class of

risky events is Ω̃(1).

In the rest of this subsection, we provide proofs for Lemma 6, Lemma 7 and Corollary 4.

Proof of Lemma 6. For any j ∈ [q(S,K)], we have

∑

k∈[K]

1

{
E

(1)
j,k

}
= number of actions that are not chosen in period

[
t
(1)
j−1 : t

(1)
j

]

≥K − 1−S
(
t
(1)
j−1 : t

(1)
j

)

≥
(
K −

⌈
S

q(S,K)+ 1

⌉)
1

{
S
(
t(1)j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}

almost surely. Thus for any j ∈ [q(S,K)], we have

∑

k∈[K]

Pπ
µ

(
E(1)
j,k

)
=
∑

k∈[K]

Eπ
µ

[
1

{
E(1)
j,k

}]

=Eπ
µ



∑

k∈[K]

1

{
E

(1)
j,k

}



≥Eπ
µ

[(
K −

⌈
S

q(S,K)+ 1

⌉)
1

{
S
(
t
(1)
j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}]

=

(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ

[
1

{
S
(
t
(1)
j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}]
. (41)

Summing (41) over j ∈ [q(S,K)], we have

∑

j∈[q(S,K)]

∑

k∈[K]

Pπ
µ

(
E

(1)
j,k

)
≥
(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ




∑

j∈[q(S,K)]

1

{
S
(
t
(1)
j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}


(i)

≥
(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ

[(
1−1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

})]
.

Note that (i) follows from

∑

j∈[q(S,K)]

1

{
S
(
t
(1)
j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}
≥ 1





⋃

j∈[q(S,K)]

{
S
(
t
(1)
j−1 : t

(1)
j

)
<

S

q(S,K)+ 1

}


(ii)

≥ 1

{
S
(
1 : t

(1)

q(S,K)

)
<

q(S,K)

q(S,K)+ 1
S

}

=1−1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}
,

where (ii) follows from the pigeonhole principle.
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Now we define

E
(1)
∼,k :=

{
action k is not among the first

⌈
S

q(S,K)+ 1

⌉
(different) actions chosen in period

[
t
(1)

q(S,K) : T
]}
.

If
{
S
(
1 : t

(1)
q(S,K)

)
≥ q(S,K)

q(S,K)+1
S
}

happens, then by the switching constraint S(1 : T ) ≤ S, we have

S
(
t
(1)

q(S,K) : T
)
≤ S

q(S,K)+1
. If we further assume E

(1)
∼,k happens, then by S

(
t
(1)

q(S,K) : T
)
≤ S

q(S,K)+1
,

either E(1)
q(S,K)+1,k =

{
action k is not chosen in period

[
t(1)q(S,K) : ⌊(t

(1)
q(S,K)+T )/2⌋

]}
happens, or

E
(1)

q(S,K)+2,k =
{
τ ≤ ⌊(t(1)q(S,K) +T )/2⌋, aτ = k, action k is not chosen in period

[
t
(1)

q(S,K) : τ − 1
]}

hap-

pens. Therefore, we know that

E
(1)

q(S,K)+1,k ∪E
(1)

q(S,K)+2,k ⊃ E
(1)
∼,k ∩

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}

This implies that

∑

k∈[K]

Pπ
µ

(
E

(1)

q(S,K)+1,k ∪E
(1)

q(S,K)+2,k

)
≥
∑

k∈[K]

Pπ
µ

(
E

(1)
∼,k ∩

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

})

=
∑

k∈[K]

Eπ
µ

[
1

{
E

(1)
∼,k

}
1

{
S
(
1 : t

(1)
q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}]

=Eπ
µ



∑

k∈[K]

1

{
E

(1)
∼,k

}
1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}


(iii)

≥ Eπ
µ

[(
K −

⌈
S

q(S,K)+ 1

⌉)
1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}]

=

(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ

[
1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}]
,

where (iii) follow from the definition of E
(1)
∼,k.

Combining the above two paragraphs, we have

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E(1)
j,k

)
≥

∑

j∈[q(S,K)]

∑

k∈[K]

Pπ
µ

(
E(1)
j,k

)
+
∑

k∈[K]

Pπ
µ

(
E(1)
q(S,K)+1,k ∪E

(1)
q(S,K)+2,k

)

≥
(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ

[(
1−1

{
S
(
1 : t

(1)

q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

})]

+

(
K −

⌈
S

q(S,K)+ 1

⌉)
Eπ

µ

[
1

{
S
(
1 : t

(1)
q(S,K)

)
≥ q(S,K)

q(S,K)+ 1
S

}]

=K −
⌈

S

q(S,K)+ 1

⌉
.

�

Proof of Lemma 7. For any j ∈ [q(S,K)], we have

∑

k∈[K]

1

{
E

(2)
j,k

}
= number of actions that are not chosen in period

[
t
(2)
j−1 : t

(2)
j

]
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≥K − 1−S
(
t(2)j−1 : t

(2)
j

)

≥
(
K − 1−

⌊
S

q(S,K)+ 2

⌋)
1

{
S
(
t
(2)
j−1 : t

(2)
j

)
≤ S

q(S,K)+ 2

}

almost surely. Thus for any j ∈ [q(S,K)+ 2], we have

∑

k∈[K]

Pπ
µ

(
E

(2)
j,k

)
=
∑

k∈[K]

Eπ
µ

[
1

{
E

(2)
j,k

}]

=Eπ
µ


∑

k∈[K]

1

{
E

(2)
j,k

}



≥ Eπ
µ

[(
K − 1−

⌊
S

q(S,K)+ 2

⌋)
1

{
S
(
t
(2)
j−1 : t

(2)
j

)
≤ S

q(S,K)+ 2

}]

=

(
K − 1−

⌊
S

q(S,K)+ 2

⌋)
Eπ

µ

[
1

{
S
(
t
(2)
j−1 : t

(2)
j

)
≤ S

q(S,K)+ 2

}]
(42)

Summing (42) over j ∈ [q(S,K)+ 2], we have

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pπ
µ

(
E

(2)
j,k

)
≥
(
K − 1−

⌊
S

q(S,K)+ 2

⌋)
Eπ

µ




∑

j∈[q(S,K)+2]

1

{
S
(
t
(2)
j−1 : t

(2)
j

)
≤ S

q(S,K)+ 2

}


(i)

≥
(
K − 1−

⌊
S

q(S,K)+ 2

⌋)
Eπ

µ
[1{S(1 : T )≤ S}]

(ii)
= K − 1−

⌊
S

q(S,K)+ 2

⌋
,

where (i) follows from the pigeonhole principle and (ii) follows from the switching constraint. �

Proof of Corollary 4. Since K ≥ 2 and 0≤ r(S,K)≤K − 2, we have

K −
⌈

S

q(S,K)+ 1

⌉
=K −

⌈
(K− 1)− K − 2− r(S,K)

q(S,K)+ 1

⌉

≥K −min

{
K − 1,

[
(K − 1)− K − 2− r(S,K)

q(S,K)+ 1
+1

]}

=max

{
1,
K − 2− r(S,K)

q(S,K)+ 1

}

≥ K − r(S,K)

2(q(S,K)+ 2)

and

K − 1−
⌊

S

q(S,K)+ 2

⌋
=K − 1−

⌊
(K − 1)q(S,K)+ r(S,K)+ 1

q(S,K)+ 2

⌋

≥K − 1−
[
(K− 1)q(S,K)+ r(S,K)+ 1

q(S,K)+ 2

]

≥ 2(K− 1)− r(S,K)− 1

q(S,K)+ 2

≥ K − 1

q(S,K)+ 2
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≥ K

2(q(S,K)+ 2)
.

Combining the above inequalities with Lemma 6 and Lemma 7, we obtain Corollary 4. �

J.3. Alternative Environments, Bad Events, and Lower Bound Reductions

In the rest of the proof, we fix an arbitrary policy π ∈ΠS .

In this subsection, we define the following concepts: (i) reference environment & reference measure,

(ii) alternative environments & alternative measures, and (iii) bad events. Based on these definitions,

we explicitly construct two classes of environments Φ1 and Φ2, and reduce the task of proving lower

bounds on the “average-case regret” 1
|Φ1|
∑

µ∈ΦR
π
µ
(T ) and 1

|Φ2|
∑

µ∈ΦR
π
µ
(T ) to the task of proving

lower bounds on the “average-case bad event probability” 1
(q(S,K)+2)K

∑
j∈[q(S,K)+2]

∑
k∈[K]P

(1)
j,k

(
E

(1)
j,k

)

and 1
(q(S,K)+2)K

∑
j∈[q(S,K)+2]

∑
k∈[K]P

(2)
j,k

(
E

(2)
j,k

)
, respectively.

Let 0= (0, . . . ,0)∈RK be the reference environment. Let Q := Pπ
0

denote the reference measure.

J.3.1. Results Associated with the First Class of Risky Events

For any j ∈ [q(S,K +2)], define a reward gap

∆
(1)
j :=





1, if j =1,

1
2(q(S,K)+2)

√
K−r(s,k)
t
(1)
j−1

, if j ∈ [2 : q(S,K)+ 1],

− 1
2(q(S,K)+2)

√
K−r(s,k)
t
(1)
q(S,K)

, if j = q(S,K)+ 2.

Note that
∣∣∣∆(1)

j

∣∣∣∈ [0,1] for all j ∈ [q(S,K)+ 2].

For any j ∈ [q(S,K)+ 2], k ∈ [K], define an alternative environment µ
(1)
j,k :=

(
µ
(1)
j,k;1, . . . , µ

(1)
j,k;K

)
∈

RK where

µ
(1)
j,k;i :=

{
∆

(1)
j , if i= k,

0, otherwise.

Note that each alternative environment µ
(1)
j,k only differs from the reference environment in terms of

the mean reward of action k.

For any j ∈ [q(S,K)+2], k ∈ [K], let P
(1)
j,k := Pπ

µ
(1)
j,k

denote the alternative measure associated with

the alternative environment µ
(1)
j,k.

We explicitly construct a class of environments Φ1 :=
{
µ

(1)
j,k | j ∈ [q(S,K)+ 2], k ∈ [K]

}
.

For any j ∈ [q(S,K) + 2], k ∈ [K], under environment µ
(1)
j,k, the risky event E

(1)
j,k becomes a bad

event16 whose occurrence would lead to large regret. Specifically:

• Suppose j = 1. Since action k is the unique optimal action under environment µ
(1)
1,k, choosing

any action other than k for one round incurs at least a ∆
(1)
1 term in the policy’s regret, and

the occurrence of E
(1)
1,k =

{
action k is not chosen in period

[
1 : t

(1)
1

]}
incurs at least a t

(1)
1 ∆

(1)
1

term in the policy’s regret.

16 In our language, we call E
(1)
j,k a risky event for any environment, but a bad event only for environment µ

(1)
j,k.
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• Suppose j ∈ [2 : q(S,K)]. Since action k is the unique optimal action under environment µ
(1)
j,k,

choosing any action other than k for one round incurs at least a ∆
(1)
j term in the policy’s regret,

and the occurrence of E
(1)
j,k =

{
action k is not chosen in period

[
t
(1)
j−1 : t

(1)
j

]}
incurs at least a(

t
(1)
j − t

(1)
j−1 +1

)
∆

(1)
j term in the policy’s regret.

• Suppose j = q(S,K) + 1. Since action k is the unique optimal action under envi-

ronment µ
(1)
q(S,K)+1,k, choosing any action other than k for one round incurs at

least a ∆
(1)

q(S,K)+1 term in the policy’s regret, and the occurrence of E
(1)

q(S,K)+1,k ={
action k is not chosen in period

[
t
(1)

q(S,K) : ⌊(t
(1)

q(S,K) +T )/2⌋
]}

incurs at least a(
⌊(t(1)q(S,K) +T )/2⌋− t

(1)

q(S,K)+1
)
∆

(1)

q(S,K)+1 term in the policy’s regret.

• Suppose j = q(S,K) + 2. Since action k is the worst action under environment µ
(1)

q(S,K)+2,k,

choosing action k for one round incurs at least a −∆
(1)

q(S,K)+2 term in the pol-

icy’s regret. Furthermore, since the occurrence of E
(1)

q(S,K)+2,k implies the occurrence of{
action k is chosen in every round in [⌊(t(1)q(S,K) +T )/2⌋ : T ]

}
(because of the switching con-

straint), it incurs at least a −
(
T −⌊(t(1)q(S,K) +T )/2⌋+1

)
∆

(1)

q(S,K)+2 term in the policy’s regret.

The above arguments lead to Lemma 8.

Lemma 8 (From risky events to bad events). For any j ∈ [q(S,K)+2], k ∈ [K], under envi-

ronment µ
(1)
j,k, the risky event E

(1)
j,k becomes a bad event in the sense that

Eπ
µ
(1)
j,k

[
Tµ

(1)
j,k;k −

T∑

t=1

µ
(1)
j,k;at

|E(1)
j,k

]
≥Rbad(S,K,T ),

where

Rbad(S,K,T ) :=
(K − r(S,K))

8(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

is a universal lower bound on the “distribution-dependent regret conditional on the bad event.”

Proof of Lemma 8. By the arguments in the previous paragraph, we have

Eπ
µ
(1)
j,k

[
Tµ

(1)
j,k;k −

T∑

t=1

µ
(1)
j,k;at

|E(1)
j,k

]
≥Eπ

µ
(1)
j,k



(
t
(1)
j − t

(2)
j−1 +1

)
µ
(1)
j,k;k −

∑

t∈
[
t
(1)
j−1:t

(1)
j

]
µ
(1)
j,k;at

|E(1)
j,k




≥





t
(1)
1 ∆

(1)
1 , if j = 1,(

t
(1)
j − t

(1)
j−1 +1

)
∆

(1)
j , if j ∈ [2 : q(S,K)],(

⌊(t(1)q(S,K) +T )/2⌋− t(1)q(S,K)+1
)
∆(1)
q(S,K)+1, if j = q(S,K)+ 1,

−
(
T −⌊(t(1)q(S,K)+T )/2⌋+1

)
∆

(1)

q(S,K)+2, if j = q(S,K)+ 2,

≥ (K − r(S,K))
1− 1

2−2−q(S,K)

8(q(S,K)+ 2)
T

1

2−2−q(S,K) ,
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where the last inequality follows from the following inequalities:

t
(1)
1 ∆

(1)
1 = t

(1)
1 ≥ (K − r(S,K))

1− 1

2−2−q(S,K)

(q(S,K)+ 2)
T

1

2−2−q(S,K) ,

(
t
(1)
j − t

(1)
j−1 +1

)
∆

(1)
j

≥ (K − r(S,K))



(

T

K − r(S,K)

) 2−21−j

2−2−q(S,K)

−
(

T

K − r(S,K)

) 2−22−j

2−2−q(S,K)


∆(1)

j

≥ (K − r(S,K))

2(q(S,K)+ 2)



(

T

K − r(S,K)

) 2−21−j

2−2−q(S,K)

−
(

T

K − r(S,K)

) 2−22−j

2−2−q(S,K)



(

T

K − r(S,K)

)− 1−21−j

2−2−q(S,K)

=
(K − r(S,K))

2(q(S,K)+ 2)



(

T

K − r(S,K)

) 1

2−2−q(S,K)

−
(

T

K − r(S,K)

) 1−21−j

2−2−q(S,K)




=
(K − r(S,K))

2(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)


1−

(
T

K − r(S,K)

) −21−j

2−2−q(S,K)




≥ (K − r(S,K))

2(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)


1−

(
T

K − r(S,K)

) −2−q(S,K)

2−2−q(S,K)




≥ (K − r(S,K))

2(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

(
1−

(
T

K − r(S,K)

)−2−q(S,K)−1)

(i)

≥ (K − r(S,K))

2(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

(
1−

(
T

K − r(S,K)

)− 1
log2(T/K)

)

≥ (K − r(S,K))

2(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K) (
1− (T/K)

− 1
log2(T/K)

)

=
(K − r(S,K))

4(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

, ∀j ∈ [2 : q(S,K)+ 1],

(
⌊(t(1)q(S,K)+T )/2⌋− t

(1)

q(S,K)+1
)
∆

(1)

q(S,K)+1 ≥
1

2

(
t
(1)

q(S,K)+1 − t
(1)

q(S,K) +1
)
∆

(1)

q(S,K)+1

≥ (K − r(S,K))

8(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

,

−
(
T −⌊(t(1)q(S,K)+T )/2⌋+1

)
∆

(1)

q(S,K)+2 ≥
(
⌊(t(1)q(S,K) +T )/2⌋− t

(1)

q(S,K)+1
)
∆

(1)

q(S,K)+1

≥ (K − r(S,K))

8(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

.

Note that in (i) we utilize the fact that q(S,K)+ 1≤ log2 log2(T/K). �

Based on Lemma 8, we can reduce the task of proving a lower bound on the policy’s (distribution-

dependent) regret Rπ

µ
(1)
j,k

(T ) to the task of proving a lower bound on the bad event probability
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P
(1)
j,k

(
E(1)
j,k

)
. Consequently, we can reduce the task of proving a lower bound on the policy’s “average-

case regret” 1
|Φ1|
∑

µ∈Φ1
Rπ

µ
(T ) to the task of proving a lower bound on the “average-case bad event

probability” 1
(q(S,K)+2)K

∑
j∈[q(S,K)+2]

∑
k∈[K]P

(1)
j,k

(
E

(1)
j,k

)
.

Lemma 9 (Reducing regret lower bounds to bad event probability lower bounds).

For any j ∈ [q(S,K)+ 2], k ∈ [K], we have

Rπ

µ
(1)
j,k

(T )≥Rbad(S,K,T ) ·P(1)
j,k

(
E

(1)
j,k

)
.

As a result, we have

Rπ(T )≥ 1

|Φ1|
∑

µ∈Φ1

Rπ
µ
(T )≥Rbad(S,K,T ) ·

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)
.

Proof of Lemma 9. For any j ∈ [q(S,K)+ 2], k ∈ [K], by Lemma 8, we have

Rπ

µ
(1)
j,k

(T ) =Eπ
µ
(1)
j,k

[
Tµ

(1)
j,k;k −

T∑

t=1

µ
(1)
j,k;at

]

≥ Eπ
µ
(1)
j,k

[
Tµ(1)

j,k;k −
T∑

t=1

µ(1)
j,k;at

|E(1)
j,k

]
·P(1)

j,k

(
E(1)
j,k

)

≥Rbad(S,K,T ) ·P(1)
j,k

(
E

(1)
j,k

)
,

and hence

Rπ(T ) = sup
D
Rπ

D(T )

≥ sup
µ∈Φ1

Rπ
µ
(T )

≥ 1

|Φ1|
∑

µ∈Φ1

Rπ
µ
(T )

≥ 1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Rπ

µ
(1)
j,k

(T )

≥Rbad(S,K,T ) ·
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)
.

�

J.3.2. Results Associated with the Second Class of Risky Events

For any j ∈ [q(S,K +2)], define a reward gap

∆
(2)
j :=




1, if j = 1,

1
2(q(S,K)+2)

√
K

t
(2)
j−1

, if j ∈ [2 : q(S,K)+ 2].

Note that
∣∣∣∆(2)

j

∣∣∣∈ [0,1] for all j ∈ [q(S,K)+ 2].
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For any j ∈ [q(S,K)+ 2], k ∈ [K], define an alternative environment µ
(2)
j,k :=

(
µ(2)
j,k;1, . . . , µ

(2)
j,k;K

)
∈

RK where

µ
(2)
j,k;i :=

{
∆

(2)
j , if i= k,

0, otherwise.

Note that each alternative environment µ
(1)
j,k only differs from the reference environment in terms of

the mean reward of action k.

For any j ∈ [q(S,K)+2], k ∈ [K], let P
(2)
j,k := Pπ

µ
(2)
j,k

denote the alternative measure associated with

the alternative environment µ
(2)
j,k.

We explicitly construct a class of environments Φ2 :=
{
µ

(2)
j,k | j ∈ [q(S,K)+ 2], k ∈ [K]

}
.

For any j ∈ [q(S,K) + 2], k ∈ [K], under environment µ
(2)
j,k, the risky event E

(2)
j,k becomes a bad

event whose occurrence would lead to large regret. Similar to our analysis in Appendix J.3.1, we

have the following two lemmas.

Lemma 10 (From risky events to bad events). For any j ∈ [q(S,K) + 2], k ∈ [K], under

environment µ
(2)
j,k, the risky event E

(2)
j,k becomes a bad event in the sense that

Eπ
µ
(2)
j,k

[
Tµ

(2)
j,k;k−

T∑

t=1

µ
(2)
j,k;at

|E(2)
j,k

]
≥Rbad2(S,K,T ),

where

Rbad2(S,K,T ) :=
K

4(q(S,K)+ 2)

(
T

K

) 1

2−2−q(S,K)−1

is a universal lower bound on the “distribution-dependent regret conditional on the bad event.”

Lemma 11 (Reducing regret lower bounds to bad event probability lower bounds).

For any j ∈ [q(S,K)+ 2], k ∈ [K], we have

Rπ

µ
(2)
j,k

(T )≥Rbad2(S,K,T ) ·P(2)
j,k

(
E

(2)
j,k

)
.

As a result, we have

Rπ(T )≥ 1

|Φ2|
∑

µ∈Φ2

Rπ
µ
(T )≥Rbad2(S,K,T ) ·

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(2)
j,k

(
E(2)
j,k

)
.

J.4. Probability Space Changing Tricks

Lemma 9 and Lemma 11 indicate that, in order to prove the desired lower bound on the regret

Rπ(T ), it suffices to prove the following two statements:

p(1) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)
= Ω̃

(
K − r(S,K)

K

)
, (43)

p(2) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(2)
j,k

(
E

(2)
j,k

)
= Ω̃(1). (44)
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That is, we only need to establish tight lower bounds on the average probability p(1) and the average

probability p(2).

By Corollary 4, we have

q(1) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q

(
E

(1)
j,k

)
= Ω̃

(
K − r(S,K)

K

)
,

q(2) :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q

(
E

(2)
j,k

)
= Ω̃(1).

Therefore, in order to show (43), it suffices to show that p(1) is close to q(1); in order to show (44),

it suffices to show that p(2) is close to q(2).

Let us first focus on the relationship between p(1) and q(1). Note that p(1) is the average of the

sequence
{
P
(1)
j,k

(
E

(1)
j,k

)}
17 (where a sequence of events

{
E

(1)
j,k

}
are evaluated by a sequence of varying

alternative measures
{
P
(1)
j,k

}
), while q(1) is the average of the sequence

{
Q

(
E

(1)
j,k

)}
(where the same

sequence of events
{
E

(1)
j,k

}
are evaluated by a single and fixed reference measure Q). Intuitively, we

just need a “change of measure” / information-theoretic argument — if the alternative measures{
P
(1)
j,k

}
are “close enough” to the reference measure Q, then p(1) is close to q(1).

Unfortunately, it turns out that the divergence between
{
P
(1)
j,k

}
and Q is too large to make

the above argument work. An important reason is that such an argument directly deals with the

underlying measures
{
P
(1)
j,k

}
and Q, thus completely overlooks the special structures of the risky

event sequence
{
E

(1)
j,k

}
. Therefore, if we want to show that p(1) is close to q(1), we need to integrate

the structural properties of risky events into our argument.

The same challenge exists when we want to show that p(2) is close to q(2).

We develop probability space changing tricks to address this challenge. See below.

J.4.1. Results Associated with the First Class of Risky Events

We start with some key structural properties of the risky event sequence
{
E

(1)
j,k

}
.

• For any k ∈ [K], the occurrence of the event E
(1)
1,k =

{
action k is not chosen in period

[
1 : t

(1)
1

]}

is independent of the random variables
(
Xt

µ
(k)
)
t∈[1:t

(1)
1 ]

and the random variables
(
Xt

µ
(i)
)
t∈[t

(1)
1 +1:T ],i∈[K]

.

• For any j ∈ [2 : q(S,K)], k ∈ [K], the occurrence of the event E
(1)
j,k ={

action k is not chosen in period
[
t(1)j−1 : t

(1)
j

]}
is independent of the random variables

(
Xt

µ
(k)
)
t∈[t

(1)
j−1

:t
(1)
j

]
and the random variables

(
Xt

µ
(i)
)
t∈[t

(1)
j

+1:T ],i∈[K]
.

17 We use the notation
{
P
(1)
j,k

(
E

(1)
j,k

)}
to represent the sequence

(
P
(1)
j,k

(
E

(1)
j,k

))

j∈[q(S,K)+2],k∈[K]
. In general, we use

{aj,k} to represent a sequence (aj,k)j∈[q(S,K)+2],k∈[K].
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• For any k ∈ [K], the occurrence of the event E
(1)

q(S,K)+1,k ={
action k is not chosen in period

[
t
(1)

q(S,K) : ⌊(t
(1)

q(S,K) +T )/2⌋
]}

is independent of

the random variables
(
Xt

µ
(k)
)
t∈[t

(1)
q(S,K)

:⌊(t(1)
q(S,K)

+T )/2⌋] and the random variables
(
Xt

µ
(i)
)
t∈[⌊(t(1)

q(S,K)
+T )/2⌋+1:T ],i∈[K]

.

• For any k ∈ [K], the occurrence of the event E
(1)
q(S,K)+2,k :={

τ ≤ ⌊(t(1)q(S,K) +T )/2⌋, aτ = k, action k is not chosen in period
[
t
(1)

q(S,K) : τ − 1
]}

is indepen-

dent of the random variables
(
Xt

µ
(k)
)
t∈[t

(1)
q(S,K)

:⌊(t(1)
q(S,K)

+T )/2⌋] and the random variables
(
Xt

µ
(i)
)
t∈[⌊(t(1)

q(S,K)
+T )/2⌋+1:T ],i∈[K]

. (Note that this property crucially relies on the delicate

design of E
(1)

q(S,K)+2,k.)

The above properties indicate that, when we want to represent the probability of a risky event E
(1)
j,k

under an environment µ, we do not need to use the “full” measure induced by HT (i.e., Pπ
µ
) or the

“natural” measure induced by H
t
(1)
j

. Instead, we can use a “ristricted” measure which deliberately

“ignores” certain reward information associated with action k — thanks to the structural property

of E
(1)
j,k , such ignorance would not affect the measure’s well-definedness and value on E

(1)
j,k . Moreover,

since the alternative environment µ
(1)
j,k only differs from the reference environment in terms of the

mean reward of action k, such ignorance can help make the measures associated with the two

environments “closer.” We can then establish tighter bounds on the distance between p(1) and q(1).

Motivated by the above idea, we design two sequences of artificial measures
{
P′
j,k

}
and

{
Q′
j,k

}

as follows.

Artificial measures
{
P′
j,k

}
. For any j ∈ [2 : q(S,K)], k ∈ [K], let P′

j,k be the probability measure

induced by the joint random variable
((

at,X
t

µ
(1)
j,k

(at)

)

t∈[1:t
(1)
j−1−1]

,

(
at,X

t

µ
(1)
j,k

(at)1{at 6= k}
)

t∈[t
(1)
j−1:t

(1)
j ]

)
. (45)

For j = 1, for any k ∈ [K], let P′
j,k be the probability measure induced by the joint random variable
((

at,X
t

µ
(1)
j,k

(at)1{at 6= k}
)

t∈[1:t
(1)
j ]

)
.

For j ∈ {q(S,K)+ 1, q(S,K)+ 2}, let P′
j,k be the probability measure induced by the joint random

variable


(
at,X

t

µ
(1)
j,k

(at)

)

t∈[1:t
(1)
q(S,K)

−1]

,

(
at,X

t

µ
(1)
j,k

(at)1{at 6= k}
)

t∈[t
(1)
q(S,K)

:⌊(t(1)
q(S,K)

+T )/2⌋]


.

Artificial reference measures
{
Q′
j,k

}
. For any j ∈ [2 : q(S,K)], k ∈ [K], let Q′

j,k be the proba-

bility measure induced by the joint random variable
(
(at,X

t
0
(at))t∈[1:t

(1)
j−1

−1]
, (at,X

t
0
(at)1{at 6= k})

t∈[t
(1)
j−1

:t
(1)
j

]

)
.
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For j = 1, for any k ∈ [K], let Q′
j,k be the probability measure induced by the joint random variable

(
(at,X

t
0
(at)1{at 6= k})

t∈[1:t
(1)
j ]

)
.

For j ∈ {q(S,K)+ 1, q(S,K)+ 2}, let Q′
j,k be the probability measure induced by the joint random

variable (
(at,X

t
0
(at))t∈[1:t

(1)
q(S,K)

−1]
, (at,X

t
0
(at)1{at 6= k})

t∈[t
(1)
q(S,K)

:⌊(t(1)
q(S,K)

+T )/2⌋]

)
.

Let us provide some explanations on the above definitions of artificial measures. For brevity, we

focus on the case of j ∈ [2 : q(S,K)]. Note that (45) is not the total data collected by π under

environment µ
(1)
j,k during period

[
1 : t

(1)
j

]
, which should be

H
t
(1)
j

=

((
at,X

t

µ
(1)
j,k

(at)

)

t∈[1:t
(1)
j ]

)
;

instead, (45) is a censored variant of H
t
(1)
j

, with all the reward observations associated with action

k during period
[
1 : t

(1)
j

]
being “ignored.” Consequently, P′

j,k is neither a measure on (ΩT ,FT ) nor

a measure on

(
Ω
t
(1)
j

,F
t
(1)
j

)
; instead, it is a measure on a “restricted” measurable space

(
Ω′
j,k,F ′

j,k

)
,

where

Ω′
j,k :=Ω

t
(1)
j

\
(
Ω
t
(1)
j−1−1

× ({k}× (R \ {0}))t
(1)
j

−t(1)
j−1

+1

)
, F ′

j,k := B
(
Ω′
j,k

)
.

Since
(
Ω′
j,k,F ′

j,k

)
⊂
(
Ω
t
(1)
j
,F

t
(1)
j

)
⊂ (ΩT ,FT ), the artificial measure P′

j,k can be seen as the restriction

of P
(1)
j,k to a “much smaller” measurable space which still keeps E

(1)
j,k measurable.18 Similarly, the

artificial reference measure Q′
j,k is the restriction of the reference measure Q to the same measurable

space
(
Ω′
j,k,F ′

j,k

)
. Such restrictions guarantee two nice properties:

1. P′
j,k(E

(1)
j,k ) = P

(1)
j,k(E

(1)
j,k ) and Q′

j,k(E
(1)
j,k ) =Q(E

(1)
j,k ) for all j, k.

2. Since the alternative environment µ
(1)
j,k only differs from the reference environment 0 in terms

of the mean reward of action k, the divergence between P′
j,k and Q′

j,k becomes much smaller

on the new measurable space
(
Ω′
j,k,F ′

j,k

)
, compared with the divergence between P

(1)
j,k and Q

on the original measurable space (ΩT ,FT ).
We now use the policy’s behavior under the fixed reference environment 0 to bound the reverse

KL divergence between P′
j,k and Q′

j,k. Using a standard “divergence decomposition” lemma (see, e.g.,

Lemma 15.1 of Lattimore and Szepesvári 2020), we have

Dre

(
P′
j,k ‖Q′

j,k

)
=DKL

(
Q′
j,k ‖ P′

j,k

)
=Eπ

0



t
(1)
j−1−1∑

t=1

[
∆

(1)
j

]2

2
1{at = k}


=

[
∆

(1)
j

]2

2
Eπ

0



t
(1)
j−1−1∑

t=1

1{at = k}




18 In measure theory, F ′
j,k is called a sub-σ-algebra, and P′

j,k is called a restricted measure.
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for all j ∈ [2 : q(S,K)] and k ∈ [K]. This implies that

K∑

k=1

Dre

(
P′
j,k ‖Q′

j,k

)
=

K∑

k=1

[
∆

(1)
j

]2

2
Eπ

0



t
(1)
j−1−1∑

t=1

1{at = k}


=

[
∆

(1)
j

]2

2

(
t
(1)
j−1 − 1

)

for all j ∈ [2 : q(S,K)]. Similarly, we have
∑K

k=1Dre

(
P′
j,k ‖Q′

j,k

)
= 0 for j =0 and

K∑

k=1

Dre

(
P′
j,k ‖Q′

j,k

)
=

K∑

k=1

[
∆

(1)
j

]2

2
Eπ

0



t
(1)
q(S,K)

−1∑

t=1

1{at = k}


=

[
∆

(1)
j

]2

2

(
t
(1)

q(S,K) − 1
)

for j ∈ {q(S,K)+1, q(S,K)+2}. Combining with the definitions of ∆
(1)
j in Appendix J.3.1, we have

K∑

k=1

Dre

(
P′
j,k ‖Q′

j,k

)
≤ K − r(S,K)

8(q(S,K)+ 2)2

for all j ∈ [q(S,K)+ 2]. Therefore, we have the following lemma.

Lemma 12. It holds that

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′
j,k ‖Q′

j,k

)
≤ K − r(S,K)

8(q(S,K)+ 2)
.

Combined with Corollary 4, this implies

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′
j,k ‖Q′

j,k

)
≤ K − r(S,K)

8(q(S,K)+ 2)2K
≤ q(1)

4
.

J.4.2. Results Associated with the Second Class of Risky Events

Similar to Appendix J.4.1, we design two sequences of artificial measures
{
P′′
j,k

}
and

{
Q′′
j,k

}
as

follows.

Artificial measures
{
P′′
j,k

}
. For any j ∈ [2 : q(S,K) + 1], k ∈ [K], let P′′

j,k be the probability

measure induced by the joint random variable
((

at,X
t

µ
(1)
j,k

(at)

)

t∈[1:t
(2)
j−1−1]

,

(
at,X

t

µ
(2)
j,k

(at)1{at 6= k}
)

t∈[t
(2)
j−1:t

(2)
j ]

)
.

For j = 1, for any k ∈ [K], let P′′
j,k be the probability measure induced by the joint random variable

((
at,X

t

µ
(2)
j,k

(at)1{at 6= k}
)

t∈[1:t
(2)
j

]

)
.

Artificial reference measures
{
Q′′
j,k

}
. For any j ∈ [2 : q(S,K)], k ∈ [K], let Q′′

j,k be the proba-

bility measure induced by the joint random variable
(
(at,X

t
0
(at))t∈[1:t

(2)
j−1

−1]
, (at,X

t
0
(at)1{at 6= k})

t∈[t
(2)
j−1

:t
(2)
j

]

)
.
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For j = 1, for any k ∈ [K], let Q′′
j,k be the probability measure induced by the joint random variable

(
(at,X

t
0
(at)1{at 6= k})

t∈[1:t
(2)
j ]

)
.

Similar to Lemma 12, we have the following lemma.

Lemma 13. It holds that

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′′
j,k ‖Q′

j,k

)
≤ K

8(q(S,K)+ 2)
.

Combined with Corollary 4, this implies

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′′
j,k ‖Q′′

j,k

)
≤ 1

8(q(S,K)+ 2)2
≤ q(2)

4
.

J.5. Applying the GRF Inequality

In this part, we apply the GRF inequality to show (43) and (44), and complete the proof of

Theorem 2.

We first represent p(1) using {P′
j,k} and represent q(1) using {Q′

j,k}. Since P′
j,k(E

(1)
j,k ) = P

(1)
j,k(E

(1)
j,k )

and Q′
j,k(E

(1)
j,k ) =Q(E

(1)
j,k ) hold for all j, k, we have

p(1) =
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)
=

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P′
j,k

(
E

(1)
j,k

)
,

q(1) =
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q

(
E

(2)
j,k

)
=

1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q′
j,k

(
E

(1)
j,k

)
.

By the GRF inequality (Proposition 5), we have

p(1) ≥ q(1) −
√
2q(1) · 1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′
j,k ‖Q′

j,k

)

(i)

≥ q(1) −

√

2q(1)
q(1)

4

=
2−

√
2

2
q(1)

(ii)

≥ 2−
√
2

4

K − r(S,K)

(q(S,K)+ 2)2K
(46)

and

p(2) ≥ q(2) −
√
2q(2) · 1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Dre

(
P′′
j,k ‖Q′′

j,k

)

(iii)

≥ q(2) −

√

2q(2)
q(2)

4
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=
2−

√
2

2
q(2)

(iv)

≥ 2−
√
2

4

1

(q(S,K)+ 2)2
, (47)

where (i) follows from Lemma 12, (ii) follows from Corollary 4, (iii) follows from Lemma 13, and

(iv) follows from Corollary 4. We thus prove (43) and (44).

Now we plug (46) and (47) into Lemma 9 and Lemma 11. We have

Rπ(T )≥ 1

|Φ1|
∑

µ∈Φ1

Rπ
µ
(T )

≥Rbad(S,K,T ) ·
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(1)
j,k

(
E

(1)
j,k

)

≥Rbad(S,K,T ) ·
2−

√
2

4

K − r(S,K)

(q(S,K)+ 2)2K

=
(K − r(S,K))

8(q(S,K)+ 2)

(
T

K − r(S,K)

) 1

2−2−q(S,K)

· 2−
√
2

4

K − r(S,K)

(q(S,K)+ 2)2K

=
2−

√
2

32(q(S,K)+ 2)3
(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K)

≥ 2−
√
2

32(log2 log2(T/K))3
(K − r(S,K))

2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K)

=
2−

√
2

160 log2(T/K)

(K− r(S,K))
2− 1

2−2−q(S,K)

K
T

1

2−2−q(S,K)

and

Rπ(T )≥ 1

|Φ2|
∑

µ∈Φ2

Rπ
µ
(T )

≥Rbad2(S,K,T ) ·
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

P
(2)
j,k

(
E(2)
j,k

)

≥Rbad2(S,K,T ) ·
2−

√
2

4

1

(q(S,K)+ 2)2

=
K

4(q(S,K)+ 2)

(
T

K

) 1

2−2−q(S,K)−1

· 2−
√
2

4

1

(q(S,K)+ 2)2

=
2−

√
2

16(q(S,K)+ 2)3
K

1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1

≥ 2−
√
2

16(log2 log2(T/K))3
K

1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1

≥ 2−
√
2

80 log2(T/K)
K

1− 1

2−2−q(S,K)−1 T
1

2−2−q(S,K)−1 .

We thus complete the proof of Theorem 2. �
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K. Proof of Theorem 4

The proof of Theorem 4 builds on the proof of Theorem 2. In this proof, we emphasize the differences,

which are mainly in Appendices K.1 to K.3, corresponding to the first three steps of the RECAP

method.

Given any K > 1, S ≥ 0 and T ≥ 2K, we focus on the setting of Dk =N (µk,1) (∀k ∈ [K]), as this

is sufficient for us to prove the desired lower bound. For simplicity, in this proof we will directly use

the vector µ to represent the environment.

For any environment µ, let Xt
µ
(k)∼N (µk,1) denote the i.i.d. random reward of each action k

at round t (k ∈ [K], t ∈ [T ]). For any policy π ∈ ΠS , for any environment µ, for any t ∈ [T ], we

use at to denote the random action selected by policy π at round t under environment µ, and use

Xt
µ
(at) to denote the random reward observed by policy π at round t under environment µ. Let

Ht :=
((
a1,X

1
µ
(a1)

)
, . . . ,

(
at,X

t
µ
(at)

))
be the history (of actions and observations) up to round t

(inclusive), whose value lies in Ωt := ([K]×R)
t
. Let Ft := B(Ωt) be the Borel σ-algebra on Ωt. Let Pπ

µ

be the probability measure induced by (i.e., the joint distribution of) HT , and Eπ
µ

be the associated

expectation operator. Let Rπ
µ
(T ) := Tµ∗−Eπ

µ

[∑T

t=1µat

]
be policy π’s distribution-dependent regret

under environment µ.

Similar to Appendix J, we argue that in our proof, we only need to consider the case of q′′(S,G)+

2≤ log2 log2(T ). Suppose q′′(S,K)+ 2> log2 log2(T ), then we have

T
1

2−2−q′′(S,G) ≤
√
2T ,

thus the lower bound in Theorem 4 becomes Ω(
√
T/(K logT )) and can be directly obtained by apply-

ing the well-known Ω(
√
KT ) lower bound of the classical MAB (see, e.g., Lattimore and Szepesvári

2020). Therefore, the really non-trivial case of Theorem 4 is the case of q′′(S,G)+ 2≤ log2 log2(T ),

and we focus on this case in the rest of our proof.

Our goal is to explicitly construct a family of environments Φ, such that for any S-switching-

budget policy π ∈ΠS, the “worst-case regret” maxµ∈ΦR
π
µ
(T ) is lower bounded by

Ω

(
1

K logT
T

1

2−2−q′′(S,G)

)

Since the worst-case regret Rπ(T ) is no less than the maxµ∈ΦR
π
µ
(T ), the above goal directly implies

Theorem 4.

Without loss of generality, we assume that 1 ∈ argmaxi∈[K]minj 6=i ci,j. For notational simplicity,

for all j ∈ [q′′(S,G)+ 1], we redefine the sequence (tj)
q′′(S,G)+1
j=0 as t0 =0 and

tj =

⌊
T

2−2−(i−1)

2−2−q′′(S,G)

⌋
, ∀j = 1, . . . , q′′(S,G)+ 1. (48)

Note that the above definition is different from the definition of (tj)
q′(S,G)+1
j=0 in Algorithm 3 — we

only use the above definition in this proof, for the purpose of simplifying notations.
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K.1. Definitions of Risky Events

For any policy π ∈ΠS , for any environment µ, we make some key definitions below.

1. For any n1, n2 ∈ [T ], we define a random variable S(n1, n2) to be the total switching cost

incurred in period [n1 : n2] (note that if there is a switch happening between round n1−1 and round

n1, or between round n2 and round n2 +1, we do not count its cost in S(n1, n2)).

2. Second, we define a stopping time

τ :=min
{
t∈ [T ] : all of the actions in [K] are chosen in period [tq′′(S,G) : τ ]

}

if the set is non-empty and τ =∞ otherwise. Note that this definition is different from the definition

used in Appendix J.1. The idea of such “tracking the covering time” definition of τ originates in the

preliminary version of this paper (Simchi-Levi and Xu 2019).

3. We define a class of risky events as follows: for any k ∈ [K], let

E1,k := {action k is not chosen in period [1 : t1]},
Ej,k := {action k is not chosen in period [tj−1 : tj]}, ∀j ∈ [2 : q′′(S,G)],

Eq′′(S,G)+1,k :=
{
action k is not chosen in period

[
tq′′(S,G) : ⌊(tq′′(S,G)+T )/2⌋

]}
,

Eq′′(S,G)+2,k :=
{
τ ≤ ⌊(tq′′(S,G)+T )/2⌋, aτ = k, S(1 : tq′′(S,G))≥ q′′(S,G)H

}
.

By doing so, we get (q′′(S,G)+ 2)K risky events (of the form Ej,k) in total. Note that the time

points (tj)
q′′(S,G)+1
j=1 are fixed and given in (48), and the events (Eq′′(S,G)+2,k)k∈[K] are defined based

on the stopping time τ .

K.2. Combinatorial Arguments and Lower Bounds for Risky Events (under a Single
Environment)

The main purpose of this subsection is to prove the following lemma using (non-trivial) combinatorial

(and probabilistic) arguments. Compared with the second step in the proof of Theorem 2, we develop

new techniques here to deal with the general switching cost structure, while paying less attention

to the order of K.

Lemma 14. For any policy π ∈ΠS, for any environment µ, we have

∑

j∈[q′′(S,G)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥ 1.

Lemma 14 leads to the following corollary, which will be utilized in subsequent subsections.

Corollary 5. For any policy π ∈ΠS, for any environment µ, we have

1

(q′′(S,G)+ 2)K

∑

j∈[q′′(S,G)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥

1

(q′′(S,G)+ 2)K
,
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Corollary 5 tells us the following fact: under any single environment µ, the average probability

of the risky events is Ω̃
(

1
K

)
.

In the rest of this subsection, we provide a proof for Lemma 14.

Proof of Lemma 6. Since H is the total weight of the shortest Hamiltonian path of G, for any

j ∈ [q′′(S,G)], we have

∑

k∈[K]

1{Ej,k}= number of actions that are not chosen in period [tj−1 : tj]

≥ 1{not all actions are chosen in period [tj−1 : tj]}

≥ 1{S(tj−1 : tj)<H}

almost surely. Thus for any j ∈ [q′′(S,G)], we have

∑

k∈[K]

Pπ
µ
(Ej,k) =

∑

k∈[K]

Eπ
µ
[1{Ej,k}]

=Eπ
µ


∑

k∈[K]

1{Ej,k}




≥ Eπ
µ
[1{S(tj−1 : tj)<H}]. (49)

Summing (49) over j ∈ [q′′(S,G)], we have

∑

j∈[q′′(S,G)]

∑

k∈[K]

Pπ
µ
(Ej,k)≥Eπ

µ




∑

j∈[q′′(S,G)]

1{S(tj−1 : tj)<H}




(i)

≥Eπ
µ

[(
1−1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

})]
.

Note that (i) follows from

∑

j∈[q′′(S,G)]

1{S(tj−1 : tj)<H} ≥ 1





⋃

j∈[q′′(S,G)]

{S(tj−1 : tj)<H}





(ii)

≥ 1

{
S
(
1 : tq′′(S,G)

)
< q′′(S,G)H

}

=1−1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}
,

where (ii) follows from the pigeonhole principle.

Now we define

E∼,k :=
{
action k is not among the first K − 1 (different) actions chosen in period

[
tq′′(S,G) : T

]}
.

If both
{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}
and E∼,k happen, then since τ is the first time that

all actions of [K] have been chosen after round tq′′(S,G), we know that either Eq′′(S,G)+1,k =
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{
action k is not chosen in period

[
tq′′(S,G) : ⌊(tq′′(S,G)+T )/2⌋

]}
happens, or Eq′′(S,G)+2,k =

{
τ ≤ ⌊(tq′′(S,G)+T )/2⌋, aτ = k, S

(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}
happens. Therefore, we know that

Eq′′(S,G)+1,k ∪Eq′′(S,G)+2,k ⊃ E∼,k ∩
{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}
.

This implies that

∑

k∈[K]

Pπ
µ

(
Eq′′(S,G)+1,k ∪Eq′′(S,G)+2,k

)
≥
∑

k∈[K]

Pπ
µ

(
E∼,k ∩

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

})

=
∑

k∈[K]

Eπ
µ

[
1{E∼,k}1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}]

=Eπ
µ



∑

k∈[K]

1{E∼,k}1
{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}



(iii)

≥ Eπ
µ

[
1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}]
,

where (iii) follow from the definition of E∼,k.

Combining the above two paragraphs, we have

∑

j∈[q′′(S,G)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥

∑

j∈[q′′(S,G)]

∑

k∈[K]

Pπ
µ
(Ej,k)+

∑

k∈[K]

Pπ
µ

(
Eq′′(S,G)+1,k ∪Eq′′(S,G)+2,k

)

≥Eπ
µ

[(
1−1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

})]

+Eπ
µ

[
1

{
S
(
1 : tq′′(S,G)

)
≥ q′′(S,G)H

}]

= 1.

�

K.3. Alternative Environments, Bad Events, and Lower Bound Reductions

Compared with the proof of Theorem 2, the main difference in this step is that we define the

reference and alternative environments in a new way. In particular, we make action 1 the unique

optimal action in the reference environment, and let all the alternative environments in the form

of µq′′(S,G)+2,k (k 6= 1) be the same as the reference environments. Since any switch from or to

action 1 incurs a cost at least maximinj 6=i ci,j, such new techniques help us to make the quantity

maximinj 6=i ci,j appear in the lower bound.

In the rest of the proof, we fix an arbitrary policy π ∈ΠS.

For any j ∈ [q′′(S,G)+ 2], define a reward gap

∆j :=





1, if j =1,
1

2(q′′(S,G)+2)

√
1

tj−1
, if j ∈ [2 : q′′(S,G)+ 1],

− 1
2(q′′(S,G)+2)

√
1

tq′′(S,G)
, if j = q′′(S,G)+ 2.
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Note that |∆j | ∈ [0,1] for all j ∈ [q′′(S,G)+ 2].

Let α= (
∆q′′(S,G)+1

2
,0,0, . . . ,0) ∈RK be the reference environment. Let Q := Pπα denote the refer-

ence measure.

For any j ∈ [q′′(S,G) + 1], k ∈ [K], define an alternative environment µj,k := (µj,k;1, . . . , µj,k;K) ∈
RK where

µj,k;i :=

{
αi+∆j, if i= k,

αi, otherwise.

Note that each alternative environment µj,k define above only differs from the reference environment

in terms of the mean reward of action k.

For j = q′′(S,G)+2, for any k 6= 1, define an alternative environment µq′′(S,G)+2,k := α which is the

same as the reference environment. For j = q′′(S,G)+2 and k= 1, define an alternative environment

µq′′(S,G)+2,1 :=
(
µq′′(S,G)+2,1;1, . . . , µq′′(S,G)+2,1;K

)
∈RK where

µq′′(S,G)+2,1;i :=

{
αi+∆j, if i=1,

αi, otherwise.

Note that the above definitions are different from those in the proof of Theorem 2.

For any j ∈ [q′′(S,G)+2], k ∈ [K], let Pj,k := Pπ
µj,k

denote the alternative measure associated with

the alternative environment µj,k.

We explicitly construct a class of environments Φ := {µj,k | j ∈ [q′′(S,G)+ 2], k ∈ [K]}.
For any j ∈ [q′′(S,G) + 2], k ∈ [K], under environment µj,k, the risky event Ej,k becomes a bad

event whose occurrence would lead to large regret. Specifically:

• Suppose j = 1. Since action k is the unique optimal action under environment µ1,k, choosing

any action other than k for one round incurs at least a ∆1−
∆q′′(S,G)+1

2
≥ ∆1

2
term in the policy’s

regret, and the occurrence of E1,k = {action k is not chosen in period [1 : t1]} incurs at least a

t1∆1/2 term in the policy’s regret.

• Suppose j ∈ [2 : q′′(S,G)]. Since action k is the unique optimal action under environment µj,k,

choosing any action other than k for one round incurs at least a ∆j −
∆q′′(S,G)+1

2
≥ ∆j

2
term

in the policy’s regret, and the occurrence of Ej,k = {action k is not chosen in period [tj−1 : tj]}
incurs at least a (tj − tj−1 +1)∆j/2 term in the policy’s regret.

• Suppose j = q′′(S,G) + 1. Since action k is the unique optimal action under environ-

ment µq′′(S,G)+1,k, choosing any action other than k for one round incurs at least a

∆q′′(S,G)+1 − ∆q′′(S,G)+1

2
≥ ∆q′′(S,G)+1

2
term in the policy’s regret, and the occurrence of

Eq′′(S,G)+1,k =
{
action k is not chosen in period

[
tq′′(S,G) : ⌊(tq′′(S,G)+T )/2⌋

]}
incurs at least a

(
⌊(tq′′(S,G)+T )/2⌋− tq′′(S,G)+1

)
∆q′′(S,G)+1/2 term in the policy’s regret.
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• Suppose j = q′′(S,G) + 2 and k = 1. Since action 1 is the worst action under envi-

ronment µq′′(S,G)+2,1, choosing action 1 for one round incurs at least a −∆q′′(S,G)+2 −
∆q′′(S,G)+1

2
= −∆q′′(S,G)+2

2
term in the policy’s regret. Furthermore, by the switching con-

straint S(1 : T ) ≤ S < (q′′(S,G) + 1)H + minj 6=1 c1,j, the occurrence of Eq′′(S,G)+2,1 implies

the occurrence of {no switch happens after round τ} (as the remaining switching budget

does not allow for switching from action 1), thus essentially implies the occurrence of
{
action 1 is chosen in every round in period [⌊(tq′′(S,G)+T )/2⌋ : T ]

}
. As a result, the occur-

rence of Eq′′(S,G)+2,1 incurs at least a −
(
T −⌊(tq′′(S,G)+T )/2⌋+1

)
∆q′′(S,G)+2/2 term in the

policy’s regret.

• Suppose j = q′′(S,G) + 2 and k 6= 1. Since action 1 is the unique optimal action under envi-

ronment µq′′(S,G)+2,k = α, choosing action k 6= 1 for one round incurs at least a
∆q′′(S,G)+1

2

term in the policy’s regret. Furthermore, by the switching constraint S(1 : T ) ≤ S <

(q′′(S,G) + 1)H + minj 6=1 cj,1 (we utilize the symmetry of switching costs here), the occur-

rence of Eq′′(S,G)+2,1 implies the occurrence of {action 1 is never chosen after round τ} (as

the remaining switching budget does not allow for switching to action 1), thus essentially

implies the occurrence of
{
action 1 is not chosen in period [⌊(tq′′(S,G)+T )/2⌋ : T ]

}
. As a result,

the occurrence of Eq′′(S,G)+2,1 incurs at least a
(
T −⌊(tq′′(S,G)+T )/2⌋+1

)
∆q′′(S,G)+1/2 =

−
(
T −⌊(tq′′(S,G)+T )/2⌋+1

)
∆q′′(S,G)+2/2 term in the policy’s regret.

Note that the arguments in the last two bullets are very different from what we have done in the

proof of Theorem 2. The above arguments lead to Lemma 15.

Lemma 15 (From risky events to bad events). For any j ∈ [q′′(S,G) + 2], k ∈ [K], under

environment µj,k, the risky event Ej,k becomes a bad event in the sense that

Eπ
µj,k

[
Tµj,k;k −

T∑

t=1

µj,k;at |Ej,k
]
≥Rbad(S,G,T ),

where

Rbad(S,G,T ) :=
1

16(q′′(S,G)+ 2)
T

1

2−2−q′′(S,G)

is a universal lower bound on the “distribution-dependent regret conditional on the bad event.”

Proof of Lemma 15. By the arguments in the previous paragraph, we have

Eπ
µj,k

[
Tµj,k;k−

T∑

t=1

µj,k;at |Ej,k
]
≥ Eπ

µj,k



(
tj − t

(2)
j−1 +1

)
µj,k;k−

∑

t∈[tj−1:tj]

µj,k;at |Ej,k




≥





t1∆1/2, if j = 1,

(tj − tj−1 +1)∆j/2, if j ∈ [2 : q′′(S,G)],(
⌊(tq′′(S,G)+T )/2⌋− tq′′(S,G)+1

)
∆q′′(S,G)+1/2, if j = q′′(S,G)+ 1,

−
(
T −⌊(tq′′(S,G)+T )/2⌋+1

)
∆q′′(S,G)+2/2, if j = q′′(S,G)+ 2,
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≥ 1

16(q′′(S,G)+ 2)
T

1

2−2−q′′(S,G) ,

where the last inequality follows from the same algebra presented in the proof of Lemma 8. �

Based on Lemma 15, we can reduce the task of proving a lower bound on the policy’s

(distribution-dependent) regret Rπ
µj,k

(T ) to the task of proving a lower bound on the bad

event probability Pj,k(Ej,k). Consequently, we can reduce the task of proving a lower bound on

sup
µ∈ΦR

π
µ
(T ) to the task of proving a lower bound on the “average-case bad event probability”

1
(q′′(S,G)+2)K

∑
j∈[q′′(S,G)+2]

∑
k∈[K]Pj,k(Ej,k).

Lemma 16 (Reducing regret lower bounds to bad event probability lower bounds).

For any j ∈ [q′′(S,G)+ 2], k ∈ [K], we have

Rπ
µj,k

(T )≥Rbad(S,G,T ) ·Pj,k(Ej,k).

As a result, we have

Rπ(T )≥ sup
µ∈Φ

Rπ
µ
(T )≥Rbad(S,K,T ) ·

1

(q′′(S,G)+ 2)K

∑

j∈[q′′(S,G)+2]

∑

k∈[K]

Pj,k(Ej,k).

Proof of Lemma 16. The proof is almost the same as the proof of Lemma 9. �

K.4. Probability Space Changing Tricks

Lemma 16 indicates that, in order to prove the desired lower bound on the regret Rπ(T ), it suffices

to prove the following statement:

p :=
1

(q′′(S,G)+ 2)K

∑

j∈[q′′(S,K)+2]

∑

k∈[K]

Pj,k(Ej,k) = Ω̃

(
1

K

)
, (50)

That is, we only need to establish tight lower bounds on the average probability p.

By Corollary 5, we have

q :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q(Ej,k)≥
1

(q(S,K)+ 2)K
= Ω̃

(
1

K

)
,

Therefore, in order to show (50), it suffices to show that p is close to q. Similar to the proof of

Theorem 2, we apply the probability space changing tricks. The arguments are very similar to the

arguments in Appendix J.4 and are omitted here.

K.5. Applying the GRF Inequality

Similar to Appendix J.5, by applying the GRF inequality, we can show that

p≥q−
√
2q
q

4
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=
2−

√
2

2
q. (51)

Now we plug (51) into Lemma 16. We have

Rπ(T )≥ sup
µ∈Φ

Rπ
µ
(T )

≥Rbad(S,G,T ) ·
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pj,k(Ej,k)

≥Rbad(S,G,T ) ·
2−

√
2

2
q

=
1

16(q′′(S,G)+ 2)
T

1

2−2−q′′(S,G) · 2−
√
2

2

1

(q(S,K)+ 2)K

=Ω

(
1

K logT
T

1

2−2−q′′(S,G)

)
.

We thus complete the proof of Theorem 4. �

L. Proof of the Lower Bound in Theorem 5

The proof of the lower bound builds on the proof of Theorem 2. In this proof, we emphasize the

differences, which are mainly in Appendices L.1 and L.2, corresponding to the first two steps of the

RECAP method.

Given any K > 1, S ≥ 0 and T ≥ 2K, we focus on the setting of Dk =N (µk,1) (∀k ∈ [K]), as this

is sufficient for us to prove the desired lower bound. For simplicity, in this proof we will directly use

the vector µ to represent the environment.

For any environment µ, let Xt
µ
(k)∼N (µk,1) denote the i.i.d. random reward of each action k

at round t (k ∈ [K], t ∈ [T ]). For any policy π ∈ ΠS , for any environment µ, for any t ∈ [T ], we

use at to denote the random action selected by policy π at round t under environment µ, and use

Xt
µ
(at) to denote the random reward observed by policy π at round t under environment µ. Let

Ht :=
((
a1,X

1
µ
(a1)

)
, . . . ,

(
at,X

t
µ
(at)

))
be the history (of actions and observations) up to round t

(inclusive), whose value lies in Ωt := ([K]×R)
t
. Let Ft := B(Ωt) be the Borel σ-algebra on Ωt. Let Pπ

µ

be the probability measure induced by (i.e., the joint distribution of) HT , and Eπ
µ

be the associated

expectation operator. Let Rπ
µ
(T ) := Tµ∗−Eπ

µ

[∑T

t=1µat

]
be policy π’s distribution-dependent regret

under environment µ.

Similar to Appendix J, we argue that in our proof, we only need to consider the case of q(S,c)+2≤
log2 log2(T ). Suppose q(S,c)+ 2> log2 log2(T ), then we have

T
1

2−2−q(S,c) ≤
√
2T ,

thus the lower bound in Theorem 4 becomes Ω̃(
√
T ) and can be directly obtained by applying the

well-known Ω(
√
KT ) lower bound of the classical MAB (see, e.g., Lattimore and Szepesvári 2020).
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Therefore, the really non-trivial case of Theorem 4 is the case of q(S,c) + 2≤ log2 log2(T ), and we

focus on this case in the rest of our proof.

Our goal is to explicitly construct a family of environments Φ, such that for any S-switching-

budget policy π ∈ΠS, the “worst-case regret” maxµ∈ΦR
π
µ
(T ) is lower bounded by

Ω

(
1

K logT
T

1

2−2−q(S,c)

)

Since the worst-case regret Rπ(T ) is no less than the maxµ∈ΦR
π
µ
(T ), the above goal directly implies

Theorem 4.

Without loss of generality, we assume that 1 ∈ argmaxi∈[K]minj 6=i ci,j. For notational simplicity,

for all j ∈ [q(S,c)+ 1], we redefine the sequence (tj)
q(S,c)+1
j=0 as t0 = 0 and

tj =

⌊
T

2−2−(j−1)

2−2−q(S,c)

⌋
, ∀j =1, . . . , q(S,c)+ 1. (52)

Note that the above definition is different from the definition of (tj)
q(S,c)+1
j=0 in Algorithm 4 — we

only use the above definition in this proof, for the purpose of simplifying notations.

L.1. Definitions of Risky Events

For any policy π ∈ΠS , for any environment µ, we make some key definitions below.

1. For any n1, n2 ∈ [T ], we define a random variable S(n1, n2) to be the total switching cost

incurred in period [n1 : n2] (note that if there is a switch happening between round n1−1 and round

n1, or between round n2 and round n2 +1, we do not count its cost in S(n1, n2)).

2. Second, we define a stopping time

τ :=min
{
t∈ [T ] : all of the actions in [K] are chosen in period [tq(S,c) : τ ]

}

if the set is non-empty and τ =∞ otherwise. Note that this definition is different from the definition

used in Appendix J.1. The idea of such “tracking the covering time” definition of τ originates in the

preliminary version of this paper (Simchi-Levi and Xu 2019).

3. We define a class of risky events as follows: for any k ∈ [K], let

E1,k := {action k is not chosen in period [1 : t1]},
Ej,k := {action k is not chosen in period [tj−1 : tj]}, ∀j ∈ [2 : q(S,c)],

Eq(S,c)+1,k :=
{
action k is not chosen in period

[
tq(S,c) : ⌊(tq(S,c)+T )/2⌋

]}
,

Eq(S,c)+2,k :=
{
τ ≤ ⌊(tq(S,c) +T )/2⌋, aτ = k, S(1 : tq(S,c))>S−Σ

}
.

By doing so, we get (q(S,c)+ 2)K risky events (of the form Ej,k) in total. Note that the time points

(tj)
q(S,c)+1
j=1 are fixed and given in (52), and the events (Eq(S,c)+2,k)k∈[K] are defined based on the

stopping time τ .
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L.2. Combinatorial Arguments and Lower Bounds for Risky Events (under a Single
Environment)

The main purpose of this subsection is to prove the following lemma using (non-trivial) combinatorial

(and probabilistic) arguments. Compared with the second step in the proof of Theorem 2, we develop

new techniques here to deal with the departure cost structure, while paying less attention to the

order of K.

Lemma 17. For any policy π ∈ΠS, for any environment µ, we have

∑

j∈[q(S,c)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥ 1.

Lemma 17 leads to the following corollary, which will be utilized in subsequent subsections.

Corollary 6. For any policy π ∈ΠS, for any environment µ, we have

1

(q(S,c)+ 2)K

∑

j∈[q(S,c)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥

1

(q(S,c)+ 2)K
,

Corollary 6 tells us the following fact: under any single environment µ, the average probability

of the risky events is Ω̃
(

1
K

)
.

In the rest of this subsection, we provide a proof for Lemma 17.

Proof of Lemma 6. We discuss two cases: q(S,c) is odd, and q(S,c) is even. Suppose that q(S,c)

is odd. For any j ∈ [q(S,c)], we have

∑

k∈[K]

1{Ej,k}= number of actions that are not chosen in period [tj−1 : tj]

≥ 1{not all actions are chosen in period [tj−1 : tj]}

=1−1{all actions are chosen in period [tj−1 : tj]}

almost surely. Thus for any j ∈ {1,3, · · · , q(S,c)− 2}, we have

∑

k∈[K]

Pπ
µ
(Ej,k)+

∑

k∈[K]

Pπ
µ
(Ej+1,k) =

∑

k∈[K]

Eπ
µ
[1{Ej,k}] +

∑

k∈[K]

Eπ
µ
[1{Ej+1,k}]

=Eπ
µ


∑

k∈[K]

1{Ej,k}


+Eπ

µ


∑

k∈[K]

1{Ej+1,k}




≥ 1−1{all actions are chosen in period [tj−1 : tj]}

+1−1{all actions are chosen in period [tj : tj+1]}

≥ 1−1{all actions are chosen in both period [tj−1 : tj] and period [tj : tj+1]}

= 1−1

{
S(tj−1 : tj+1)≥ 2Σ− c(1) − c(2)

}

= 1

{
S(tj−1 : tj+1)< 2Σ− c(1)− c(2)

}
.
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Moreover, for j = q(S,c), we can show that

∑

k∈[K]

Pπ
µ

(
Eq(S,c),k

)
≥ 1−1

{
S(tj−1 : tj+1)≥Σ− c(1)

}
= 1

{
S(tj−1 : tj+1)<Σ− c(1)

}
.

Therefore, by the pigeonhole principle and the definition of q(S,c), we have

∑

j∈[q(S,c)]

∑

k∈[K]

Pπ
µ
(Ej,k)

≥Eπ
µ


 ∑

j∈{1,3,··· ,q(S,c)−2}

1

{
S(tj−1 : tj+1)< 2Σ− c(1) − c(2)

}
+1

{
S
(
tq(S,c)−1 : tq(S,c)+1

)
<Σ− c(1)

}



≥Eπ
µ

[(
1−1

{
S
(
1 : tq(S,c)

)
≥ q(S,c)Σ−

⌈
q(S,c)

2

⌉
c(1) −

⌊
q(S,c)

2

⌋
c(2)
})]

≥Eπ
µ

[(
1−1

{
S
(
1 : tq(S,c)

)
>S−Σ

})]
.

Suppose that q(S,c) is even. Then using similar arguments, we can still show that

∑

j∈[q(S,c)]

∑

k∈[K]

Pπ
µ
(Ej,k)≥Eπ

µ

[(
1−1

{
S
(
1 : tq(S,c)

)
>S−Σ

})]
.

Therefore, the above inequality always holds.

Now we define

E∼,k :=
{
action k is not among the first K − 1 (different) actions chosen in period

[
tq(S,c) : T

]}
.

If both
{
S
(
1 : tq(S,c)

)
>S−Σ

}
and E∼,k happen, then since τ is the first time that all

actions of [K] have been chosen after round tq(S,c), we know that either Eq(S,c)+1,k =
{
action k is not chosen in period

[
tq(S,c) : ⌊(tq(S,c) +T )/2⌋

]}
happens, or Eq(S,c)+2,k =

{
τ ≤ ⌊(tq(S,c)+T )/2⌋, aτ = k, S

(
1 : tq(S,c)

)
>S−Σ

}
happens. Therefore, we know that

Eq(S,c)+1,k ∪Eq(S,c)+2,k ⊃ E∼,k ∩
{
S
(
1 : tq(S,c)

)
>S−Σ

}
.

This implies that

∑

k∈[K]

Pπ
µ

(
Eq(S,c)+1,k ∪Eq(S,c)+2,k

)
≥
∑

k∈[K]

Pπ
µ

(
E∼,k ∩

{
S
(
1 : tq(S,c)

)
>S−Σ

})

=
∑

k∈[K]

Eπ
µ

[
1{E∼,k}1

{
S
(
1 : tq(S,c)

)
>S−Σ

}]

=Eπ
µ


∑

k∈[K]

1{E∼,k}1
{
S
(
1 : tq(S,c)

)
>S−Σ

}



(iii)

≥ Eπ
µ

[
1

{
S
(
1 : tq(S,c)

)
>S−Σ

}]
,

where (iii) follow from the definition of E∼,k.
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Combining the above two paragraphs, we have

∑

j∈[q(S,c)+2]

∑

k∈[K]

Pπ
µ
(Ej,k)≥

∑

j∈[q(S,c)]

∑

k∈[K]

Pπ
µ
(Ej,k)+

∑

k∈[K]

Pπ
µ

(
Eq(S,c)+1,k ∪Eq(S,c)+2,k

)

≥ Eπ
µ

[(
1−1

{
S
(
1 : tq(S,c)

)
>S−Σ

})]

+Eπ
µ

[
1

{
S
(
1 : tq(S,c)

)
>S−Σ

}]

= 1.

�

L.3. Alternative Environments, Bad Events, and Lower Bound Reductions

In the rest of the proof, we fix an arbitrary policy π ∈ΠS .

For any j ∈ [q(S,c)+ 2], define a reward gap

∆j :=





1, if j = 1,
1

2(q(S,c)+2)

√
1

tj−1
, if j ∈ [2 : q(S,c)+ 1],

− 1
2(q(S,c)+2)

√
1

tq(S,c)
, if j = q(S,c)+ 2.

Note that |∆j | ∈ [0,1] for all j ∈ [q(S,c)+ 2].

Let µ= (0, . . . ,0)∈RK be the reference environment. Let Q := Pπ
0

denote the reference measure.

For any j ∈ [q(S,c)+2], k ∈ [K], define an alternative environment µj,k := (µj,k;1, . . . , µj,k;K)∈RK

where

µj,k;i :=

{
0+∆j, if i= k,

0, otherwise.

Note that each alternative environment µj,k only differs from the reference environment in terms of

the mean reward of action k.

For any j ∈ [q(S,c) + 2], k ∈ [K], let Pj,k := Pπ
µj,k

denote the alternative measure associated with

the alternative environment µj,k.

We explicitly construct a class of environments Φ := {µj,k | j ∈ [q(S,c)+ 2], k ∈ [K]}.
For any j ∈ [q(S,c)+2], k ∈ [K], under environment µj,k, the risky event Ej,k becomes a bad event

whose occurrence would lead to large regret. Specifically:

• Suppose j = 1. Since action k is the unique optimal action under environment µ1,k, choosing

any action other than k for one round incurs at least a ∆1 term in the policy’s regret, and

the occurrence of E1,k = {action k is not chosen in period [1 : t1]} incurs at least a t1∆1 term

in the policy’s regret.

• Suppose j ∈ [2 : q(S,c)]. Since action k is the unique optimal action under environment µj,k,

choosing any action other than k for one round incurs at least a ∆j term in the policy’s

regret, and the occurrence of Ej,k = {action k is not chosen in period [tj−1 : tj]} incurs at least

a (tj − tj−1 +1)∆j term in the policy’s regret.
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• Suppose j = q(S,c) + 1. Since action k is the unique optimal action under envi-

ronment µq(S,c)+1,k, choosing any action other than k for one round incurs at

least a ∆q(S,c)+1 term in the policy’s regret, and the occurrence of Eq(S,c)+1,k =
{
action k is not chosen in period

[
tq(S,c) : ⌊(tq(S,c)+T )/2⌋

]}
incurs at least a

(
⌊(tq(S,c)+T )/2⌋− tq(S,c) +1

)
∆q(S,c)+1 term in the policy’s regret.

• Suppose j = q(S,c) + 2 and k = 1. Since action 1 is the worst action under envi-

ronment µq(S,c)+2,1, choosing action 1 for one round incurs at least a −∆q(S,c)+2 −
∆q(S,c)+1

2
= −∆q(S,c)+2

2
term in the policy’s regret. Furthermore, by the switching con-

straint S(1 : T ) ≤ S < (q(S,c) + 1)H + minj 6=1 c1,j, the occurrence of Eq(S,c)+2,1 implies

the occurrence of {no switch happens after round τ} (as the remaining switching budget

does not allow for switching from action 1), thus essentially implies the occurrence of
{
action 1 is chosen in every round in period [⌊(tq(S,c) +T )/2⌋ : T ]

}
. As a result, the occurrence

of Eq(S,c)+2,1 incurs at least a −
(
T −⌊(tq(S,c)+T )/2⌋+1

)
∆q(S,c)+2/2 term in the policy’s regret.

• Suppose j = q(S,c) + 2. Since action k is the worst action under environment µ
(1)

q(S,c)+2,k,

choosing action k for one round incurs at least a −∆
(1)

q(S,K)+2 term in the pol-

icy’s regret. Furthermore, since the occurrence of E
(1)

q(S,c)+2,k implies the occurrence of{
action k is chosen in every round in [⌊(t(1)q(S,c) +T )/2⌋ : T ]

}
(because of the switching con-

straint), it incurs at least a −
(
T −⌊(t(1)q(S,c) +T )/2⌋+1

)
∆

(1)

q(S,c)+2 term in the policy’s regret.

The above arguments lead to Lemma 18.

Lemma 18 (From risky events to bad events). For any j ∈ [q(S,c)+2], k ∈ [K], under envi-

ronment µj,k, the risky event Ej,k becomes a bad event in the sense that

Eπ
µj,k

[
Tµj,k;k −

T∑

t=1

µj,k;at |Ej,k
]
≥Rbad(S,G,T ),

where

Rbad(S,G,T ) :=
1

8(q(S,c)+ 2)
T

1

2−2−q(S,c)

is a universal lower bound on the “distribution-dependent regret conditional on the bad event.”

Proof of Lemma 18. The proof is the same as the proof of Lemma 8. �

Based on Lemma 18, we can reduce the task of proving a lower bound on the policy’s

(distribution-dependent) regret Rπ
µj,k

(T ) to the task of proving a lower bound on the bad

event probability Pj,k(Ej,k). Consequently, we can reduce the task of proving a lower bound on

sup
µ∈ΦR

π
µ
(T ) to the task of proving a lower bound on the “average-case bad event probability”

1
(q(S,c)+2)K

∑
j∈[q(S,c)+2]

∑
k∈[K] Pj,k(Ej,k).
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Lemma 19 (Reducing regret lower bounds to bad event probability lower bounds).

For any j ∈ [q(S,c)+ 2], k ∈ [K], we have

Rπ
µj,k

(T )≥Rbad(S,G,T ) ·Pj,k(Ej,k).

As a result, we have

Rπ(T )≥ sup
µ∈Φ

Rπ
µ
(T )≥Rbad(S,K,T ) ·

1

(q(S,c)+ 2)K

∑

j∈[q(S,c)+2]

∑

k∈[K]

Pj,k(Ej,k).

Proof of Lemma 19. The proof is the same as the proof of Lemma 9. �

L.4. Probability Space Changing Tricks

Lemma 19 indicates that, in order to prove the desired lower bound on the regret Rπ(T ), it suffices

to prove the following statement:

p :=
1

(q(S,c)+ 2)K

∑

j∈[q′′(S,K)+2]

∑

k∈[K]

Pj,k(Ej,k) = Ω̃

(
1

K

)
, (53)

That is, we only need to establish tight lower bounds on the average probability p.

By Corollary 6, we have

q :=
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Q(Ej,k)≥
1

(q(S,K)+ 2)K
= Ω̃

(
1

K

)
,

Therefore, in order to show (53), it suffices to show that p is close to q. Similar to the proof of

Theorem 2, we apply the probability space changing tricks. The arguments are very similar to the

arguments in Appendix J.4 and are omitted here.

L.5. Applying the GRF Inequality

Similar to Appendix J.5, by applying the GRF inequality, we can show that

p≥q−
√
2q
q

4

=
2−

√
2

2
q. (54)

Now we plug (54) into Lemma 19. We have

Rπ(T )≥ sup
µ∈Φ

Rπ
µ
(T )

≥Rbad(S,G,T ) ·
1

(q(S,K)+ 2)K

∑

j∈[q(S,K)+2]

∑

k∈[K]

Pj,k(Ej,k)

≥Rbad(S,G,T ) ·
2−

√
2

2
q
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=
1

8(q(S,c)+ 2)
T

1

2−2−q(S,c) · 2−
√
2

2

1

(q(S,K)+ 2)K

=Ω

(
1

K logT
T

1

2−2−q(S,c)

)
.

We thus complete the proof of the lower bound. �

Part IV. Supplements for Section 6

M. On the Impact of Unknown Horizon

Consider the standard MAB problem. An algorithm is called anytime if it does not require the

knowledge of T . An anytime algorithm φ is called a sublinear-rate algorithm, if and only if there exist

constants C > 0, δ > 0 such that Rφ(T )≤C
√
KT 1−δ for all T ≥K. Note that ensuring a sublinear

regret rate is a very basic requirement — an anytime algorithm failing to meet this requirement

is not really meaningful (at least when we use regret as the performance metric). The following

proposition shows that any anytime algorithm with a fixed switching budget independent of T

cannot be a sublinear-rate algorithm.

Proposition 6. Let K ∈N>0 and S > 0 be arbitrary constants. Let φ be an anytime algorithm

whose expected number of switches under any environment is always no larger than S (this condition

is weaker than the switching constraint). Then φ cannot be a sublinear-rate algorithm.

The proof of Proposition 6 builds on the proof of Theorem 2, but is much easier because

Proposition 6 does not require precise control of the incurred switching cost — in fact, Proposition 6

holds even if one changes the switching budget within a constant factor. The technique to deal with

an unknown T builds on Theorem 3 of Dong et al. (2020), which is a result similar to Proposition 6

but proved under a different problem setting (the MNL bandit problem) with slightly different focus

(i.e., it focuses on regret rates ranging from T 2/3 to T 1/2). The proof of Proposition 6 can be found

in Appendix M.1.

We make two remarks. First, Proposition 6 indicates that an anytime algorithm cannot be really

meaningful (i.e., attain a sublinear regret rate) if its switching budget does not grow with T . This

shows that the knowledge of T is somehow necessary if we do not want the switching budget to

grow with T .

Second, a simple adaption of the proof of Proposition 6 indicates that Ω( K logT
log logT

) switches are

necessary for achieving Õ(
√
KT ) regret in the classical MAB problem without the knowledge of

T . Note that the celebrated UCB2 algorithm (Auer et al. 2002) achieves Õ(
√
KT ) regret in the

classical MAB problem with O(K logT ) switches, and it is an anytime algorithm. Obtaining a tighter

characterization on the trade-off between the switching budget (defined as an exact function of T )

and the optimal regret rate without knowing T is an interesting future direction.



91

M.1. Proof of Proposition 6.

Assume that there exist constants C > 0, δ > 0 such that Rφ(T ) ≤ C
√
KT 1−δ for all T ≥ K. Let

ǫ < δ be a constant, and let T0 ∈ N>0 be the smallest integer such that 1
64

√
KT 1−ǫ > C

√
KT 1−δ.

Our goal is to find a finite T ≥ T0 such that Rφ(T )≥ 1
48

√
KT 1−ǫ (then there is a contradiction).

Let η := 1
2ǫ
− 1. Without loss of generality, assume T0 ≥max

{
2

1
η , (1+ η)2

}
. Let q′ := ⌈8S/K⌉≥ 1.

Define a sequence (Tj)
q′

j=0 such that Tj =
⌊
(Tj−1)

1
2ǫ

⌋
for all j ∈ [1 : q′] (since q′ is a constant, this

sequence is well-defined). We have Tq′ ≤ T0

1

2q
′
ǫq

′ and Tj ≥ 2Tj−1 − 1 for all j ∈ [q′]. Moreover, for all

j ∈ [q′],
Tj −Tj−1 +1√

Tj−1/K
≥ (Tj +1)/2√

(Tj +1)2ǫ/K
≥ 1

2

√
K(Tj)

1−ǫ. (55)

We adopt the notation system introduced in Appendix J. Below is a simple application of RECAP.

For any T ∈ [T0 : Tq′ ], under environment 0, algorithm φ’s expected number of switches is no

larger than S ≤Kq′/6. Thus there must exist q0 ∈ [q′] such that algorithm φ’s expected number

of switches in period [Tq0−1 : Tq0 ] under environment 0 is no larger than K/6. We then know that

P
φ
0
(S(Tq0−1 : Tq0)≤K/3)≥ 1

2
. We define a class of risky events as follows: for any k ∈ [K], define

Ek := {action k is not chosen in period [Tq0−1 : Tq0 ]}. By algebra similar to (42), we have

∑

k∈[K]

P
φ
0
(Ej,k)≥

(
K − 1−

⌊
K

3

⌋)
E
φ
0

[
1

{
S(Tq0−1 : T10)≤

K

4

}]
≥ 1

2

(
K − 2K

3

)
≥ K

6
.

Let 0 be the reference measure. Define K alternative environments µ1, . . .µK ∈RK such that

µk;i :=

{
1
6

√
K

Tq0−1
, if i= k,

0, otherwise.

Using (55), we can easily show that

Rπ(Tq0)≥
1

2

√
K(Tj)

1−ǫ · 1

K

∑

k∈[K]

Pφ
µk
(Ej,k).

For any k ∈ [K], let P′
k be the probability measure induced by the joint random variable

((
at,X

t
µk
(at)

)
t∈[1:Tq0−1−1]

,
(
at,X

t
µk
(at)1{at 6= k}

)
t∈[Tq0−1:Tq0 ]

)
.

We have
∑

k∈[K]Dre(P
′
k ‖ P

φ
0
) =

∑
k∈[K]DKL(P

′
k ‖ P

φ
0
) ≤ 1

2

(
1
6

√
K

Tq0−1

)2

Tq0−1 = K
72

. By the GRF

inequality, we have

1

K

∑

k∈[K]

Pφ
µk
(Ej,k) =

1

K

∑

k∈[K]

P′
k(Ej,k)≥

2−
√
2

2

1

K

∑

k∈[K]

P
φ
0
(Ej,k)≥

2−
√
2

12
≥ 1

24
.

Thus Rπ(Tq0)≥ 1
48

√
K(Tq0)

1−ǫ and we are done. �
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N. On the Optimal Regret Rate of G-BwSC

Recall that our upper and lower bounds in Section 4.2 do now always match. A natural question

is whether one of them is tight. In this section, we show that neither of the bounds are tight

in T for general G (even for a fixed K). Specifically, we establish Theorem 8, which successfully

recovers the exact dependency on T of the optimal regret of G-BwSC when K is a fixed constant.

However, this result is only of theoretical interest, for two reasons. First, the gap between the upper

and lower bounds employed in our proof is bad — it is of the order of (k!)2. Also, computing the

key index q(S,G) is difficult. Obtaining bounds with better dependence on K and finding better

interpretations of the index are interesting open problems.

Theorem 8. Let K ≥ 1 be an arbitrary given constant. For any given switching graph G such

that |G|=K, for any S ≥ 0,

R∗
S(T ) = Θ̃(T

1

2−2−q(S,G) ),

where q(S,G) is an integer completely determined by the switching graph G. Moreover, there exist

S,G such that q(S,G) 6= q′(S,G), and there exit S,G such that q(S,G) 6= q′′(S,G).

In Appendix N.1, we give a more detailed description on the key index q(S,G).

N.1. The Key Index mG(S)

We start with the following definition.

Definition 4. (Adversarial TSP) Given a switching graph G and a starting vertex i ∈ [K], the

adversarial traveling salesman problem is defined as follows. There is a destination set U and a

visited vertices set V . Initially, U = [K] and V = {i}. An agent starts a walk on G from vertex i.

Each time she visits a new vertex j /∈ V , V becomes V ∪ {j}, then an adversary selects one vertex

l ∈ U ∩ V and eliminates l from U , i.e., U becomes U \ {l}. The agent then decides her next visit

based on U and V . Obviously, when the agent has visited all vertices, i.e., V = [K], there will be

only one vertex left in the destination set U . The agent is required to first make V = [K] then ends

her walk at the final vertex in U . The adversarial traveling salesman problem seeks to minimize the

worst-case length of the agent’s walk, whose optimal value is denoted by W (1)
G,i.

The adversarial TSP is a generalization of the classical TSP. When the adversary is known to

always eliminate the newly visited vertex from U , the agent solves exactly a TSP. However, since

the adversarial elimination rule is not known in advance, the agent has to consider the worst case

among all adversarial elimination rules. Thus, the solution to the classical TSP (i.e., the length

of the shortest Hamiltonian cycle in G) serves as a natural lower bound for W
(1)
G,i for all i ∈ [k].

Meanwhile, H+maxi,j∈[k] ci,j serves as a natural upper bound for W
(1)
G :=mini∈[k]W

(1)
G,i. This implies

that W (1)
G ∈ [H +minj 6=i ci,j,H +maxi,j ci,j].
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The adversarial TSP is a pure computational problem that can be solved by a dynamic program

(still, it is NP-hard). Specifically, let WU,V
G,i denote the minimum worst-case length of the agent’s

remaining walk when her destination set is U , her visited vertices set is V , and her current position

is i ∈ V , then the solution to the adversarial TSP can be found by calculating W
(1)
G,i =W

[K],{i}
G,i via

the following dynamic program:

WU,V
G,i = min

j∈[K]\V

{
ci,j + max

l∈U∩(V ∪{j})
W

U\{l},V ∪{j}
G,j

}
, ∀i∈ V,V 6= [K]. (56)

W {j},[K]
G,i = ci,j, ∀i, j ∈ [K].

Given the value of W (1)
G,i for i∈ [K], we further define a series of quantities via dynamic program-

ming. Let Hi,j denote the length of the shortest Hamiltonian path in G that starts from i and ends

at j 6= i. We calculate

W
(n)
G,i = min

j∈[K]\{i},l∈[K]

{
Hi,j + cj,l+W

(n−1)
G,l

}
, ∀i∈ [K], n= 2,3 . . . (57)

and define W
(n)
G := mini∈[K]W

(n)
G,i for n ∈ Z≥1. Therefore, for any given switching graph G, by the

above procedure, we obtain a series of quantities

W
(1)
G ≤W

(2)
G ≤W

(3)
G ≤ · · ·

that are completely determined by G. Let W
(0)
G = 0. For any S ≥ 0, we define

q(S,G) := sup{n | S ≥W (n)
G }.

This is the key index stated in Theorem 8.
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