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Abstract

In this paper we consider a class of structured nonsmooth difference-of-convex (DC) con-
strained DC program in which the first convex component of the objective and constraints is the
sum of a smooth and nonsmooth functions while their second convex component is the supremum
of finitely many convex smooth functions. The existing methods for this problem usually have a
weak convergence guarantee or require a feasible initial point. Inspired by the recent work (Math
Oper. Res. 42(1):95-118, 2017 by Pang et al.), in this paper we propose two infeasible methods
with strong convergence guarantee for the considered problem. The first one is a penalty method
that consists of finding an approximate D-stationary point of a sequence of penalty subprob-
lems. We show that any feasible accumulation point of the solution sequence generated by such a
penalty method is a B-stationary point of the problem under a weakest possible assumption that
it satisfies a pointwise Slater constraint qualification (PSCQ). The second one is an augmented
Lagrangian (AL) method that consists of finding an approximate D-stationary point of a sequence
of AL subproblems. Under the same PSCQ condition as for the penalty method, we show that
any feasible accumulation point of the solution sequence generated by such an AL method is a
B-stationary point of the problem, and moreover, it satisfies a KKT type of optimality condition
for the problem, together with any accumulation point of the sequence of a set of auxiliary La-
grangian multipliers. We also propose an efficient successive convex approximation method for
computing an approximate D-stationary point of the penalty and AL subproblems. Finally, some
numerical experiments are conducted to demonstrate the efficiency of our proposed methods.

Keywords: nonsmooth DC program, DC constraints, B-stationary point, penalty method, aug-
mented Lagrangian method
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1 Introduction

Difference-of-convex (DC) programs are a class of important optimization problems, which generally
minimize an objective function that is the difference of two convex functions subject to constraints
defined by the same type of functions. They have been studied for several decades in the literature
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(e.g., see [10, 17, [IT], 25, 28] 20} 16l 13] and references therein). In this paper we are interested in a
DC program in the form of

min F(z) = ¢o(2) + Co(z) — tho(z) (1)
sit. di(x) + G(x) — () <0, Vi=1,...,1,

where

Yi(z) = I_IlaX.{T/JiJ(LL’)}, Vi=0,1,...,1 (1.2)

for some integers J;’s, X C R" is a closed convex set, (;’s are convex and continuous on an open set

. . . . V X . . . V . .
S containing X, ¢;’s, 1); j’s are convex and continuously differentiable on S, and moreover, V¢; is
Lipschitz continuous with constant L; > 0, that is,

IVoi(x) = Voi(y)ll < Lillz —yll, Vo,yeX

for all ¢ =0,1,...,I. In addition, for convenience we assume throughout this paper that Ly > OH

DC program (LI)) has found numerous applications in signal processing, communications and
networks, statistical variable selections, finance, and etc (e.g., see [9] 10, 2], 1T} 25] I, 8, I3l 15 [7]).
Also, it has been shown in [9] [14], [Tl [13] that some widely used sparse optimization models can be
equivalently reformulated and solved as (II]). Several methods have been proposed in the literature
for solving general DC programs (see [10, [I7], 2| 12| 1T, 25]). Nevertheless, they face some issues
when applied to solve problem (I]) as mentioned below.

When a feasible point 2 of (L) is known, the sequential convex programming (SCP) method

(e.g., see [10, 17, 2 12} 1)) can be applied to (LI and it generates iterates {x*} as follows:

2F e Argmin - ¢o(x) + Go(z) — (sh )@ L3
zeX .
GS-'E- ¢i(x) + Gi(@) — hi(®) = (s5,) " (w — 2¥) <0, Vi=1,....1, 3

where sii € Ov;(x*) for k> 0and i = 0,1,...,I. Under some suitable constraint qualification, every

accumulation point 2°° of the sequence {z*} is a Karush-Kuhn-Tucker (KKT) point of the problem,
that is, there exists some A € R! together with 2> satisfying the KKT conditions

I
0 € Vao(2>°) + 0¢o(2>°) — Otho (%) + > Ni[Vi(2>°) + 0G(2>°) — 9i(x*)] + Nx (2°°),
i=1
Ai >0, $i(2%) + (%) —i(2%°) <0, N[gi(z>°) + Gi(z>) —¢i(z>)] =0, Vi=1,...,I
(1.4)
Though SCP looks quite natural, it encounters some practical issues. Firstly, the initial feasible point

20 is usually unknown. Secondly, it is typically difficult to find an ezact solution of subproblem (L3)).

Le Thi et al. [I2] proposed two penalty type of methods (named as DCA1 and DCA2) for solving
a special case of problem (1) with 1; being continuously differentiable on X EI that is, J; = 1 for

1=20,1,...,I. Their methods consist of finding an approximate critical point of a sequence of penalty
subproblems
min ¢o(2) + Go(x) — Yo(x) + pr 112%{@(:17) + Gi(z) — diz)} L (1.5)

where pi > 0 is updated by a specific scheme and [a] = max{a,0} for any a € R. In particular, for
DCA1, a DC algorithm is used to find an approximate critical point of (I3 by solving a sequence
of problems

2t e Argmin u(z) — (s)Tz, (1.6)
zeX

*This assumption is very mild. Indeed, if Lo = 0, one can replace ¢o(x) and vo(z) by ¢o(z) + ||z]|?/2 and o (z) +
H:CH2/27 respectively. Then the resulting problem is equivalent to the original one but with Lo =1 > 0.
"The differentiability of ¢;’s is required for the convergence of the methods (see [12, Assumption 2]).



where s € dv(z!), and

I I
u(@) = do(w) + Co() + pr max § max {¢;(z) + Gi(z) + > i)} > W) g, (1.7)
== =L =1
1
(@) =o(@) + pr »_ (). (1.8)
j=1

In addition, for DCA2, a majorization algorithm is used to find an approximate critical point of (L5l
by solving a sequence of problems

(! t141) € Argmin ¢ (x) + (o(x) — (siﬁo)T$ + oyt
TEX,t>0 (L9

st di(x) + Gi(x) — di(a!) — (sipl)T(x —ah)y—t<0, Vi=1,...,1,

where Siﬁi € O;(a!) fori = 0,1,...,I. It was shown in [I2, Theorems 1 and 2] that any accumulation
point of the solution sequence generated by DCA1 and DCA2 is a KKT point that is defined in (L4]).
Nevertheless, the proofs of [I2, Theorems 1 and 2] are based on the assumption that the extended
Mangasarian-Fromowitz constraint qualification (EMFCQ) holds at every infeasible accumulation
point and every boundary accumulation point of the solution sequence, which is unreasonable because
a constraint qualification is usually assumed to hold at a feasible point rather than infeasible points.
Besides this, it is typically difficult to find an ezact solution of subproblems (@) and (L9, and thus
the penalty type of methods [I2] are not practical.

Recently, Pang et al. [25] explored the problem structure and proposed a novel enhanced DCA
(EDCA) for solving a special case of (ILT]) with I = 0 by solving a number of convex approximation
problems per iteration. They showed that every accumulation point of the solution sequence of EDCA
is a directional-stationary (D-stationary) point of the problem. Besides, Beck and Hallak [5] proposed
a novel feasible descent method for finding a D-stationary point of a class of problems in the form of
min{f(z) — g(x) : € X}, where f is a continuously differentiable function, g is a convex function,
and X is a polyhedral set, which can be applied to a special case of (LIl) with I =0, (p =0, and X
being a polyhedral set. In addition, assuming that a feasible point of problem (] is available, Pang
et al. [25] proposed an EDCA for solving (ILT]) by solving a number of convex approximation problems
similar to (IL3]) per iteration. They showed that under some suitable constraint qualification, every
accumulation point of the generated solution sequence is a Bouligand-stationary (B-stationary) point
of the problem, which is generally stronger than a usual KKT point.

Although the aforementioned EDCA [25] enjoys nice theoretical convergence properties, it is not
applicable to problem (LI]) when a feasible point is not available. To overcome this issue, Pang et
al. [25] proposed a penalty approach to solving (I.1]), which consists of finding an exact D-stationary
point z* of a sequence of penalty subproblems (CH) with 0 < pg 1 oco. They showed that any feasible
accumulation point 2°° of the sequence {z*} is a B-stationary point of () if > satisfies a pointwise
Slater constraint qualification (PSCQ) and additionally that the set {j : 5 ; (™) = (™)} is a
singleton for ¢ = 1,...,1. The latter condition appears to be rather strong because it implies that
1; is strictly differentiable at = for ¢ = 1,..., I, which generally does not hold, and moreover, the
1;’s associated with the inactive constraints are unusually involved. Besides, this penalty approach
faces some practical issues. Indeed, as mentioned in [25], problem (L5l can be rewritten as

géi;{l &(9 - U\(Q’ (1.10)

convex convex



where u and v are defined in (7)) and (L)), respectively. Also, v can be rewritten as

I
'U(.Z') :max{wodo(‘r)+pkzw7a]z(m) ‘ 1 SJZ S Ji7 VZZO,].,,[}
i=1

It thus follows that (II0) is a special case of (1)) with I = 0. As suggested in [25], problem (LI0) is
solved by the aforementioned EDCA, which generates a sequence any of whose accumulation points
is a D-stationary point of (LI0) and hence of (LH). Therefore, the EDCA is generally only able
to produce an approximate D-stationary point of (LI]), but not an ezact one as required by this
penalty approach. In addition, when applied to (LL.I0), the EDCA needs to find the exact solution
of a number of subproblems in the form of

. & )
—|lx — 1.11
min u(z) + 5l — y] (111)
for some ¢ > 0 and y € R", where u is defined in (7). Though problem (III]) is convex, it is
typically impossible to find its exact solution due to the sophistication of u.

Motivated by the above points, we propose in this paper a penalty method for solving (1)) that
consists of a sequence of penalty subproblems in the form of

;Iéi)l(l F,(z), (1.12)
where ,
Fy(a) = F(x) +p)_[¢i(2) + Gi(z) — di(2)] (1.13)
i=1

with p > 1@ At each iteration our method only needs an approximate D-stationary point of the
penalty subproblem, which can be efficiently computed by a successive convex approximation method
proposed in this paper. We show that any feasible accumulation point z°° of the solution sequence
of our method is a B-stationary point of (L)) if > satisfies a PSCQ condition. Compared to the
aforementioned convergence result in [25], our result does not require the assumption that the set
{7 2 4i; (@) = ¢;(z>)} is a singleton for i =1,..., 1. As a consequence, any feasible accumulation
point z°° of the solution sequence generated by our penalty method can be a B-stationary point of
(CT) even when some of 1;’s are non-differentiable at x°°. Besides, the PSCQ condition used in our
result is generally weaker than that in [25]. In fact, we provide an example (see Remark 2] for
which the PSCQ in our paper holds while the one in [25] fails to hold.

In addition, we propose an augmented Lagrangian (AL) method for solving (LL1]), which consists
of finding an approximate D-stationary point to a sequence of AL subproblems. Under the same
assumptions as those for the penalty method, we show that each accumulation point of the solution
sequence is a B-stationary point of (LI). We also show that each accumulation point of a set
of auxiliary Lagrangian multiplier sequences together with the accumulation point of the solution
sequence satisfies a KKT type of optimality condition of (II]). Moreover, we provide an example to
illustrate the convergence of our AL method.

We also propose a successive convex approximation method for computing an approximate D-
stationary point of the aforementioned penalty and AL subproblems. The proposed method only
solves a single convex problem in each iteration, while the EDCA [25] needs to solve a number of
convex problems per iteration. It is therefore practically more efficient than the latter method.

The rest of the paper is organized as follows. We present some technical preliminaries in Section
regarding the tangent cone and B-stationary points of problem (LI]). In Section Bl we propose a

*When p=1, F »(x) has a nonsmooth penalty term and thus may possess a nice exact penalty property.



penalty method for solving (I.I]) and study its convergence. In Section Ml we propose an augmented
Lagrangian method for solving (LI and study its convergence. In Section [}l we propose a successive
convex approximation method for solving the penalty and AL subproblems and study its convergence.
We present in Section B some numerical results of the proposed methods. Finally, in Section [ we
make some concluding remarks.

1.1 Notation

Throughout this paper, || - || stands for the Euclidean norm and '} denotes the nonnegative orthant
of the n-dimensional real vector space. We denote J; = {1,2,...,J;} for i = 0,1,...,I, T =
{1,2,...,I}, and

J ={U1.d2,---,j1) | ji € Ji, Vie I}

We denote an element of 7 by 1, i.e., 3= (j1,72,-..,71) for some j; € J; for all i € Z. We use  to
denote the feasible region of problem (L), that is,

Q={z e X |¢i(x)+Gx)—vi(x) <0, VieI}
For any 1= (j1,7J2,...,71) € J, we denote
O ={z € X | di(2) + Gi(x) — ¥i,(z) <0, VieI} (1.14)
For any = € X, we denote

%(l‘) - {] € Ji | ¢2(x) = ¢i,j($)}7 Vi € {0717 cee 71}7
J(x) = {(r,d2,---,J1) | ji € Ji(w), VieTI}.

Clearly, J(z) = Ji(z) x -+ x Jr(x). For any x € X, let

Io(x) ={i € Z | ¢pi(x) + Gi(x) — ¢i(z) > 0},
I_(z) ={i € T | ¢s(x) + Gi(x) — ¢i(z) = 0O},
Io(x) ={i € T| ¢i(z) + Gi(z) — ¥i(z) < 0}.

We now recall some notations from [26]. Let Y C R™ and = € Y. The tangent cone of Y at x is
denoted by Ty (z), i.e.,

k _
Ty (z) = {de R ¥ €Y, 2¥ = x, 7 | 0 such that d:klim z x}

—00 Tk

Also, the normal cone of Y at z is denoted by Ny (z). If Y is a closed convex set, Ty (z) and Ny (z)
can be represented as follows:

Ty(x)=c({r(z —z)|Vr >0, VZ €Y}, (1.15)
Ny(z)={veR" | vI(z-2)<0, VT eV},

where cl(+) is the closure of the associated set. For a function f : " — R U {oco}, the directional
derivative of f at a point x in its domain along a direction d € R" is defined as

e d) = Ti &+ 7D — f(2)
f($7d)_l7}ﬁ)1 T .

Specifically, by (L2) and the well-known Danskin’s Theorem (e.g., see [0, Proposition B.25]), one can
deduce that

Yz d) = [max Vi j(x)Td, Vee X, de Tx(x), i €{0,1,...,I}. (1.16)



A point z € Y is called a B-stationary point of f on Y if it satisfies
f(z;d) >0, Vd € Ty (z). (1.17)
If Y is a closed convex set and x € Y, x is called a D-stationary point of f on Y if
fl(x;z—2)>0, VI evy. (1.18)

It follows from (LI5)), (TI7) and (LI8) that a B-stationary point of f on Y reduces to a D-stationary
point when Y is a closed convex set. See [24 25] for more discussion.
For a smooth function f on X and z € X, we define

(p(x;2) = f(2) + V@) (2 - 7), (1.19)

which is the linearization of f at z. Clearly, f(x) > {¢(x;Z) when f is convex on X.

2 Technical preliminaries

Due to the nonsmoothness and sophistication of the constraints of (IL]), it is generally difficult to
characterize the tangent cone 7q(Z) at a point z € 2, where € is the feasible region of (II]). In this
section, we provide some characterization of 7q(Z) under the PSCQ condition at Z by exploiting the
special structure of ¥;(Z), which is a generalization of a result by Pang et al. [25] for a special case
with I =1 and ¢; = 0. As a consequence, we provide a characterization for a B-stationary point of
([TI). In addition, under some suitable assumption we also provide a KKT type of characterization
for a B-stationary point of (LI).

One can easily observe from (LII), (L2)) and (LI4) that Q = (J;c ;7 3. In addition, it is not hard
to observe that

Ta(z) = TUJeJ(i) 0;(%), Yz e,

It follows from this relation and [3, Table 4.1] that

To(z) = ] Toy(7), VZeQ. (2.1)
JeJ(z)

From (21]), one can see that to characterize 7q(Z) at a point T € €, it suffices to characterize
T, (z) for every 1 € J(z). To proceed, let z € Q and I = (j1,...,7r) € J(Z). In a similar vein as in

[25], we define
Yi(2) = {z € X | ¢i(x) + Gi(x) — by, , (x;2) <0, VieT} (2.2)
C1(z) = {d € Tx (@) | Véi()Td + ¢{(z;d) — Vb ;. (2)Td <0, VieI_(2)} (2.3)

{
{
We are now ready to provide a characterization of 7o, (), whose proof is similar to that of Proposi-
tions 2 and 3 in [25] and thus omitted.

Proposition 2.1. Let & € Q be such that Z_(z) # 0 and 3 = (j1,...,j1) € J (). Suppose that there
exists some d € Tx(Z) such that

Voi(z)'d+ {(z;d) — Vb j,(2)'d <0,  VieI_(z), (2.4)
or that X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for everyi € I_(x). Then

Tyy@) (@) = Toy(7) = Ca(2).

6



From Proposition 2.1} we see that condition (2.4)) is crucial for characterizing Tqo,(Z) for a given
1€ J(x). In view of this and To(Z) = Usez(z) Tos(Z), it is natural to introduce the following
condition under which a characterization of Tq(Z ) can be obtained.

Definition 2.1. Let & € Q be such that Z_(T) # 0. The pointwise Slater constraint qualification
(PSCQ) is said to hold for the set Q at T if for every 1 = (j1,...,j1) € J(&), there exists some
dy € Tx(Z) such that

Voi(z) dy + (T d1) — Vi j,(2)Tdy < 0, Vi e I_(%). (2.5)

Remark 2.1. (i) It shall be mentioned that the concept of PSCQ is always associated with a specific
algebraic representation of the underlying set. Strictly speaking, the PSCQ for the set Q in Definition
[21] is based on its algebraic representation given by

Q:{xeX ‘¢,~(a;)+gi( ) — max {;;(2)} <0, Vz‘:l,...,[.}.

1<5<J;

Note that the set Q0 also admits the following equivalent algebraic representation:

Q=< xeX | max < ¢;(z) + (= Z Yi(x) p — max Z?ﬁml < . (2.6)

1<i<T J1see01) 67
J=1,j#1 U

Such a representation of Q is used in [25] for reformulating problem (LIl) with more than one DC
constraints into an equivalent problem with a single DC' constraint. While it provides a simplified
treatment from a theoretical point of view, the PSCQ defined in [25] by using (2.0) is generally
stronger than that in Definition 2. In fact, the PSCQ defined in [25] by using (Z6) says that
PSCQ holds at T € Q if for every 3= (j1,...,71) € J(T), there exists some dy € Tx(T) such that

I
Voi(@) dy + G(#;d1) — Vibi g, (@) Tdi+ D [T da) — Vb, (2)7da] <0, Vi€ I_().
=10

One can observe that such PSCQ is generally stronger than our PSCQ in Definition 21l That is, if
such PSCQ holds at & € ), our PSCQ must also hold at T, while the converse may not hold. As a
counterexample, consider the set

Q={zeR?| — (2 +21+22) <0, —max{z? —z, + 29, 225} <O}

Clearly, it is a special case of the feasible region of (1)) with [ =2, X =R2, 1 =G =do = =0,
Yi(x) = Yra(x), and hy(x) = max{g1(x), Yao(x)}, where P11(x) = x] + 1 + 22, Po1(2) =
72 — 1 + 29, and o o(x) = 2we. Let T = (0,0)T. One can verify that for such Q, our PSCQ holds
at T, but the PSCQ defined in [25] by using ([2.Q) fails to hold at T.

(ii) It can be shown that the PSCQ holds for the set Q) at a feasible point T if and only if for every
I=(n,...,j1) € J(T), there exists a Slater point in the set

{z € X|¢s(x) + Gi(x) — 53, (T) — Vb j;(2) (x — 7) <0, Vi e I_(2)},

which is sometimes more checkable than the conditions in ([2.1)). From this, one can see that PSCQ
is indeed a generalization of the classical Slater’s condition.

As a consequence of (1)), Definition 2.1 and Proposition 2] we can obtain the following char-
acterization of Tq(Z) at a point Z € Q with Z_(&) # 0.



Corollary 2.1. Let T € Q be such that Z_(z) # (. Suppose that the PSCQ holds for Q at T or that
X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for every i € Z_(Z). Then

To@ = |J a@= | TY:

JeJ(z) JeJg(z

From Corollary 2.1 we immediately obtain the following characterization of a B-stationary point
of (LI).

Theorem 2.1. Let T € Q be such that T_(Z) # 0. Suppose that the PSCQ holds for Q at T, or that
X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for every i € Z_(z). Then T is a
B-stationary point of problem (L)) if and only if F'(Z;d) >0 for all d € Ty, (%) and I € J (7).

Before ending this section, we provide a KKT type of characterization of a B-stationary point of
problem (LT]), whose proof is given in Appendix [Al

Theorem 2.2. Let T € Q be such that Z_(z) # 0. Suppose that the PSCQ holds for Q at T, or that
X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for everyi € Z_(x). Then T is a B-
stationary point of problem (LI) if and only if for every jo € jo( ) and everyl = (j1, -+ ,j1) € J(T),
there exists a vector of Lagrangian multipliers \oa = ()\JO’ /\]0’ ) satisfying that

N2 0, M o) + (@) — iy (@)] =0, ViET, 2.7)

1
0 € Vepo(z) + 0Go(T) — Vo jo (B) + O N7 [Vei(®) + 0G(T) — Vb, (7)] + Nx (7). (2.8)
i=1

3 A penalty method for DC program (L)

In this section we propose a penalty method for solving problem (ILII), which consists of finding an
approximate solution to a sequence of penalty subproblems in the form of (II2]). Before proceeding,
we introduce some notations that will be used shortly.

Let € > 0 be given. Define

Joe(x) =1{j € Jo | Yo(z) < o j(z) + €}, (3.1)
Te(x) ={(1,.--,J1) € T | i(z) < by (z) +¢, Vi €TH (3.2)

Given any z € X, let
éz(xvj) :(bi(j)+v¢i(i’)T(‘T—‘%)+Li|’x_j“2/27 Vi e {0717"'7[}7 (33)

where L; is the Lipschitz constant associated with V¢; on X. Moreover, for every ¢ € Z, we let
L; =0if ¢; is affine. For any z € X, p>1, jo € Jo and I = (j1,...,71) € J, we define

Fy(, jo,q) = do(x) 4 Co(x) — o 4o () + pz [9i () + Gi(x) — i j, (@)]5, (3.4)

Qw3 .00.3) = ol ) + Col@) by (557 + S () + o) — by, @ DL (55)
i=1
Remark 3.1. (i) For any z € X, Jo(Z) C Jo.(x) and J(z) C Jc(z) for all x € X sufficiently close
to T.
(i) By the Lipschitz continuity of V¢;, one has ¢;(x) < (JASZ(:E z) for all x € X. Also, since ; j,
is convex on X, ¢ j,(x) > Ly, ; (2:2) for allz € X and z € X. In view of these, (3.4) and [B.5), we
can observe that F,(x, jo,3) < Qp(l‘,l‘,j(], J) forallx € X.

8



We now present a penalty method for solving problem (LLI]) and establish its convergence. The
details of the penalty method are presented as follows.

Algorithm 3.1.
0. Input € > 0, pg > 0, 0 > 1, and a sequence {n;} C R4 such that n — 0. Set k < 0.

1. Find an approximate solution z* of the penalty subproblem

F .
Hél)? pr. () (3.6)
such that zF € X and

Fo(a®) < Qpy(z52% jo, ) + iy Vo €X (3.7)

for every jo € Jo.(z%) and I € J.(2*), where F),, is defined in (CI3).
2. Set pri1 < op.
3. Set k+ k+ 1, and go to Step 1.
End.

To make the above penalty method complete, we need to address how to find an approximate
solution z* € X for subproblem (B8] satisfying (B.2) as required in Step 1. We will leave this
discussion in Section [l For the time being, we establish the main convergence result regarding this
method for solving problem (LI]).

Theorem 3.1. Let {z*} be generated by Algorithm 31 Assume that {x*}rex converges to x> for
some subsequence IC. Then the following statements hold.

(i) x*° is a D-stationary point of the problem

mmz [6i(2) + Gi(a) — ia)]7 . (3.8)

hi(z)

(i1) If x>° € Q and I_(z*°) =0, then x*° is a D-stationary point of the problem
min F'(z). (3.9)

reX
(ii1) If 22° € Q, Z_(2*°) # 0, and moreover, the PSCQ holds for Q at x°°, then x> is a B-stationary
point of problem (I1).
() If x> € Q, T_(z>®) # 0, X is a polyhedral set, and moreover, for every i € IT_(z*°) and

Ji € JTi(x>), ¢i and 1; j, are affine and ; is piecewise affine on X, then x*° is a B-stationary
point of problem (I.1)).

Proof. Since {z*}cxc converges to 2°°, one has Jo(2>°) C Jo(z*) and J () C J.(2*) for suffi-
ciently large k € K. It thus follows from (LI3]), (B5) and B.7) that for k£ € K sufficiently large, we
have

do(z") + Go(z¥) — vy +,okZ [6i (%) + Gi(a") — i(a®) ] —
; (3.10)

< dol@;a®) + Q@) — Ly, (32%) + pp Y _[di(w;2) + Ga) — by, ,, (@52%)]

i=1
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for all jo € Jo(z*°), 3= (j1,---,J1) € J(x*°) and z € X.
(i) In order to prove statement (i), we first show that

1
2 € Argmin Y [i(@12%) + Gl@) by, (w52)] . VI= (o) €T@™). (3.11)

zeX i—1

ﬁi,ji (=)

Indeed, notice that {x*}rcx — 2> and {pp} — co. Dividing both sides of BI0) by pi and taking
limits as K 5 k — oo yield

I
D2 [6:@™) + G(a™) =@ £ Y [dilwie™) +Gla) — by (wa™)]| (3.12)
i=1 =1
for any z € X and I = (j1,...,47) € J(x*). In view of (LT9) and ([B:3]), one can observe that
Gila™ ) = Gi(a), Ly, (@%52%) = i, (2%) = (@) (3.13)

for any i € Z and 1= (j1,...,Jj1) € J(x*). It follows from [BI2) and BI3) that (3II) holds.
We are now ready to complete the proof of statement (i). Clearly, the relation (311 yields

izﬁ( . d) > 0 for all d € Tx (™), where hy(z) = z hij,(x) for every 1= (j1,...,j1) € J(z>). By
virtue of (LI9) and [B3)), it is not hard to verify that for every 1= (j1,...,J1) € J (),

0;(2°°) [V () Td + l(2°°;d) — Vb, ;. (x>°) T d], if i € o (2),
h/’jl( 5d) = { 0;(z) [Vi(z>®)Td + ¢ (z°°;d) — Vi j, (a:oo)Td)]+, if i € I_(x),
0, if i € Z(z),

where 6;(2°) = pli () + Ci(2>°) — i(z>°)]2"" for which we assume 0° = 1. In addition, let h; be
defined as in (38) and h(z) = >, hi(x). By (LI6) and @), one can observe that
0;(2°°) [V ()T d + ¢l (x> d) — I}lf(ix Vb, ;(x%°) 1 d], if i € o (),
jeTdi(x>

hi(x%°:d) = Hi(moo)[Vqﬁi(moo)Td + ¢l(z>°;d) — I}lf(ix )Vl/}w (x> )Td)]+, ifi € Z_(x™),
jeTdi(x>
0, if i € T (™).

Hence, for every d € Tx(x*°), there exists some J = (j1,...,77) € J(x°°) such that h/(x>;d) =
hy(2>°;d), which along with h4(z>°;d) > 0 implies h/(z>°;d) > 0. Tt follows from this, h(z) =
SoF | hi(z) and BB) that statement (i) holds.

(ii) Suppose that > € Q and Z_(2*°) = (). Then Z.(2*°) = Z. In order to prove statement (ii),
we first show that

x> e Argr;f{lin do(x; ) + Co(z) — Ly 4, (T3 2%), Vo € Jo(x). (3.14)
re
ho,jo (x)
Indeed, it follows from Z_(2*°) = Z and (3I3)) that
Gi(2%°;2%°) + G(2) — Ly, , (2%52%) = ¢;i(2™) + G(2™) — ¥i(z™) < 0 (3.15)

for any i € 7 and j; € L7Z'(AZEOO). Let € X be arbitrarily chosen. By ([BI%)), the continuity of ¢; on
X, and the continuity of ¢;(-;-) and £y, ; (1) on X x X, one has

Gi(x™ + t(z — 2); 2F) + (2™ + t(z — ) — by, ; (2% +t(x — 2°); %) <0 (3.16)
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for any j; € J;(x*°), k € K sufficiently large and ¢ > 0 sufficiently small. Replacing = by x*°+t(x—2x°)
in (3I0) and using (310, we obtain that for every jo € Jo(z>°),

o) +Co(a") = o () —mp < do (2™ +t(x—);2%) +Go(a™ -tz —2%)) — Ly, ;, (2 +t(z—2);2")

holds for k € IC sufficiently large and t > 0 sufficiently small. Taking limit on both sides of this
inequality as K © k — oo, one has that for every jo € Jo(z>°), it holds

G0 (1) +Co(2™°) = (1) < Po (2™ +t(z—2%); 2%) +Co (2™ +t(w—17)) =Ly, (2 +t(z—2>);2>)
(3.17)
for t > 0 sufficiently small. By (I.I9)), the linearity of Cipo 5o (+; %), the convexity of (p, and ¢g(+; %),

do(x®;2%°) = ¢o(z*°) and Cipg 5, (@%032%°) = 9Po(2>°) for jo € Jo(2>°), we have that for ¢t > 0
sufficiently small,

G0 (2™ + t(a — 22); %) + Co(a™ + tx — 7)) — Ly, (@ + t(x — 2°°);2%)

< o (3 2) + Co(@) — Ly, (1327)] + (1= 1)[do(2™) + Co(&>) — o(x™)].
It follows from this and (3I7) that for ¢ > 0 sufficiently small,
() +Co(™) =0 (2™°) < tdo(w; 1) + (o) — Ly, 5, (2 27)] 4 (1 =) [ (2™) +Go(2™) — oo (™)),
which implies that

Bo(2>) + Go(2™) — o (x™°) < do(w;2) + Co(@) — Ly, (1:2%), Vo € X, jo € To(z™).

By this, ¢o(2>°;2°) = ¢o(>) and Cipg ;, (%03 2%°) = 1po(2°°), one can see that (B.14) holds.
We are now ready to complete the proof of statement (ii). Indeed, it follows from (BI4]) that
hy Jo(@®5d) >0 for all d € Tx(z*°) and jo € Jo(z>°), which along with (LI9) and (B.3) implies that

Vao(x)Td + ¢ (2°°; d) — Vb jo (x>)Td > 0, Vd € Tx (z™), jo € Jo(z™).

By this and (II6), one has F'(z*°;d) > 0 for all d € Tx(2*°). Hence, z*° is a D-stationary point of

problem (B9).
(iii) Suppose that x> € Q, Z_(2*°) # 0, and moreover, the PSCQ holds for  at °°. In order

to prove statement (iii), we first show that for any 1 = (j1,...,j7) € J(x™), there exists some
% € Y3(«*°) such that

GilE) + Ci(@) — Ly, (2) <0, Vi I_(z™). (3.18)

Indeed, let I = (j1,...,71) € J(2°°) be arbitrarily chosen. Since PSCQ holds for Q at z°°, there
exists some d € Tx(z>°) such that

Voi(z>)d + ¢{(x*;d) — Vb j, () Td < 0, Vi€ I_(z™). (3.19)

Hence, there exist {#'} € X and {a;} | 0 such that d = limy_ (&' — 2°°)/a;, which implies
# = 2 4+ oyd + o(y). Tt follows from this and (BIJ) that

Jim - {n(@!) + G&') — u, (@1527)) — [:0%) + Gla™) — v )]
= v¢,( ) Td + (a%;d) — Vipyj, () Td <0, VieI_(z™).
By this and ¢;(2>°) + Gi(z%°) — 45 j,(2>°) = 0 for i € I_(2™), we have that for [ sufficiently large,
¢i(2) + Gi(#') — by, , (#52%°) <0, VieI_(z™).
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Therefore, there exists some & € Y3(x*°) such that (3.I8]) holds.
We next show that for any 7 € (0,1], I = (j1,...,jr) € J(z*), and = € Y3(z*°), there exists
some t € (0,1) such that z(f,7) € Y3(z>) and

~ ~ ~

oi(x(t,7); ) + G(x(t, 7)) — Ewi,ji (x(t,7);2°) <0, Viel, (3.20)
where
x(t, ) = 2% + t(x(r) — ), z(r)=(1—-71)z+ 7%, vVt €[0,1], 7 €[0,1]. (3.21)

To this end, let 7 € (0,1], 3= (j1,...,J1) € J(x*), and x € Y3(z*°) be arbitrarily chosen. It then
follows from (2.2]) that

di(z) + Gilx) — Ly, ;. (2:27) <0, Viel. (3.22)
By the convexity of Y3(z°°), one has that z(7) € Y3(x>) and z(t,7) € Y3(x>) for all ¢ € [0,1]. Also,
by BI8), (3:22)), and the convexity of ¢; and ¢;, we have

¢i(2(7)) + G2 (7)) — by, 5, (2(7); 2%)

< (1= 7)6i() + Gl) — Ly, (35 + 7l63(8) + G (@) — by, (350%)] <0, VieT_(@). )

Notice that ¢;(z°) + (;(2>°) — Ly, ; (x°°;2°°) = 0 for every i € I_(2>°). By this, the convexity of ¢;
and (;, and a similar argument as for ([8.23]), we obtain that for all ¢ € [0, 1] and ¢ € Z_(z*°),

Oi(z(t, 7)) + Gi(z(t, 7)) — Kwi’ji (x(t,T); 2>
< (1= 1) [0a™) + Ge™) — by, (@527 161 (2(7) + Cia(r) — by, (o) ™)
=0

= tpi(x(7)) + Gi(2(1)) — Ly, ;, (2(7); 2%)].

It follows from this, (B3]) and the convexity of ¢; that

RS
=
8
=
3
>
8
+
Ea

x (2 (t,7)) = Ly, 5, (2(8,7);2%)

i(2%) + Vi (2>)T (x(t, 7) — 2%) + Lilla(t, 7) — 2% /2 + Gi(a(t, 7)) — Ly, ,, (@(t,7);2%°)
(7) = 2%)/2 + Gl (t, 7)) — by, ;, (x(t,7); 2>°)

tgi(x (7)) + Gi(@(7)) — Ly, ;, (@(7);2%)] + Lit?||x (1) — 2|1 /2

IAIA I

(3.24)
for any ¢ € Z_(z*°) and t € [0,1]. By 323) and ([B8.24]), one can see that for ¢ > 0 sufficiently small,

(Jgi(ZE(t,T); x) + (i(x(t, 1)) — Ewmi (z(t,7);2>°) <0, VieI_(x™). (3.25)

On the other hand, notice that ¢;(z>°) 4 (;(z>°) — £y, ;. (x*;2>°) < 0 for ¢ ¢ Z_(z>). By this, it is
easy to observe that (3:25]) also holds for i ¢ Z_(2°°) and ¢t > 0 sufficiently small. Hence, there exists
some ¢ € (0,1) such that the inequality ([3.20) holds.

In what follows, we show that

2% € Argmin do(@ia™) + Qi) — by (57), Vi € To(o) (3.26)
zeYq (x>

ho,jo (z)

Indeed, recall that {2} e — 2°°. By B20) and the continuity of ¢;(z(f,7);-) and Cy, ;. (z(t,7);"),
one has that for sufficiently large k € K,

~ ~ ~ ~

Gi((t, 7); %) + Gia(t, 7)) — by, ,, (x(E,7);2%) <0, Viel

12



Replacing by x(f,7) in (810) and using this inequality, we can obtain that for every jo € Jo(z™)
and sufficiently large k € IC,

~

do(2*) + Go(a*) — o (@®) =k < Po(a(t,7); %) + Co((E, 7)) — Ly, (x(F,7); 2"). (3.27)

Taking limit on both sides of this inequality as I 3 k — oo yields

B0(2%) + Co(x™) — Yo (™) < Go(a(f,7);2%) + Co(@(E, 7)) — Ly, (2(E,7); 2™) (3.28)

A~

for any jo € Jo(2*°). By the convexity of ¢o(-;2>°) and (o, one has

These, along with B2T), B28), do(2°°) = do(2°%; %) and () = Cipy 5, (#°°52°°) and the linear-
ity of £y, ; , imply that for any fixed 7 € (0,1],

G0 (275 2%°) + Co(2™) = Ly, (€7%52%°) < Po((7);2%°) + Co((7)) — Ly, (2(7); 2°°)
for any jo € Jo(x>°). Taking limit on both sides of this inequality by letting 7 | 0 gives
B0l %) + Go(a™) — by, (5%55%) < ol2%) + Col®) — Ly, (3:7%)

for any jo € Jo(z™). Recall that x is an arbitrary point in Y3(2°°). It then follows from the above
inequality that (3.26]) holds.

We are now ready to complete the proof of statement (iii). Indeed, it follows from ([B.26) that
A’O’jo(xoo;d) > 0 for all jo € Jo(z*°) and d € Tyy(zee) (™). Notice from (LIG) that for each d €
Tya(zo=) (™) there exists some jo € Jo(x>°) such that F'(x°°;d) = lAL’O’jO (*°;d). It thus follows that
F'(2%°;d) > 0 for all d € Tyy(zee)(2*°). By this, the arbitrariness of 1 € J(2*°), and the assumption
that the PSCQ holds for 2 at 2°°, we conclude from Theorem 2] that £°° is a B-stationary point of
(TI).

(iv) Suppose that x> € Q, Z_(2>°) # (), X is a polyhedral set, and moreover, for every i € Z_(x°)
and j; € J;i(x*°), ¢; and 1 ;, are affine and (; is piecewise affine on X. Recall from ([B.3) that for
every i € Z, L; = 0 if ¢; is affine. These together with (I.I9]) and (8.3) imply that

A~

(ZﬁALi}f) = (Zﬁ,(f), eqpi’ji (Li',:f) = 1/17;7]'2.(:2'), Vi, z € X, 1 € I:(LL'OO), ji € j,(a;oo) (329)

Let 3= (j1,...,4r) € J(2*) be arbitrarily chosen. For any x € Y3(x*°), we obtain from ([22)) that
z € X and ¢i(z) + Gi(x) — Ly, ;. (x;2%°) < 0 for all 4 € Z. This together with 2k 2> € X and (3:29)
implies that

bi(x; %) + ¢(z) — by, ;. (z;2%) <0, Viel_(z®), ze Yyz™).

By this and a similar argument as in the proof of ([B.I6l), we obtain that for any = € Y3(z),
bi(z>® +t(x — 2°°); %) + G (2™ + t(x — 2)) — by, ; (% +t(z — z>®);2f) <0, VieT

holds for all ¢ sufficiently small and k € K sufficiently large. Using this and a similar argument
as for showing that F'(z°°;d) > 0 for all d € Tx(z°°) in the proof of statement (ii), we have that
F'(2%°;d) > 0 for all d € Tyy(zee)(2>°). By this, the arbitrariness of J € J(2>°), and the assumption
that X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for every i € Z_(z*°), we
conclude from Theorem 2] that 2 is a B-stationary point of (LII). O
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Remark 3.2. i) The assumptions in Theorem [31] are a natural generalization of the standard
assumptions in the literature for classical penalty method for solving smooth constrained opti-
mization problems (e.g., see [23, Theorem 17.2]). In fact, they will be reduced to the standard
assumptions when applied to the latter problems.

it) For the case where the accumulation point x°° of the solution sequence satisfies x> € Q and
Z_(x°) # (0, which is the most sophisticated case due to the presence of active DC' constraints,
we show in Theorem [31] (iii) that x*° is a B-stationary point of (1), provided that the PSCQ
in Definition 2] holds for Q at x°°. In contrast with the convergence result presented in [25,
Proposition 9]/, our result does not require the additional assumption that the set {j : 1; j(x*>°) =
i ()} is a singleton for i =1,...,I. As a consequence, the feasible accumulation point z*°
of the solution sequence generated by our penalty method can be a B-stationary point of (I.T)
even when some of ;’s are non-differentiable at x°°. In addition, as we have mentioned in

Remark [21], the PSCQ condition used in our result is generally weaker than that in [25].

4 An augmented Lagrangian method for DC program (I.1])

In this section we propose an augmented Lagrangian (AL) method for solving problem (LIl and
analyze its convergence. We also provide an example to demonstrate its convergence. To this end,
we introduce an AL function for (LI]) given by

1

Fy(2,\) = Fla) + % SO+ p(i(x) + (@) — @) — A2), (4.1)

i=1
where p > 0. For any Z € X, A € R!, jo € Jo, and J € J, we define @p(-;i,A,jo,J) : X — R by
~ . 1< .
Qp(x; z, )\,jo,:l) = (bO(x; ‘%) +C0(m) _€¢O,j0 (x; j) + 2_p Z([)‘Z +p(¢i(x; j) +C2(x) _gwi,ji (x; j))]%— - )‘22)7

i=1
(4.2)
where £y, . and ¢; are defined in (LIJ) and B3), respectively. It is easy to see from ([19) and (B3]
that for every jo € Jo(Z) and J € J(Z), ﬁ’p(m,)\) < @p(az;f,)\,jo,:l) for all z € X and @p(';j,)\,jo,:l)
is strongly convex on X with modulus Ly > 0.
We now propose an AL method for solving problem (L)) in which a sequence of AL subproblems
are approximately solved. The details of the AL method are presented as follows.

Algorithm 4.1.

0. Input e >0, pg >0, a>0,0>1,\ ¢ §Ri, and a sequence {n;} C R4 such that n; — 0. Set
k < 0.

1. Find an approximate solution z* of the AL subproblem

;Iéi;{l ﬁ’pk (z, \F) (4.3)
such that zF € X and
ﬁpk (a;k, )\k) < @pk(x; i )\k,jo,:l) + Nk, Ve e X (4.4)

for every jo € Jo(2*) and I € J.(z*), where Jo (2*) and J.(x¥) are defined in (B1]) and ([B2),
respectively.
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2. Update \Ft! = ()\]fH, e aAl;H)T by

M = Xt (61a%) + Gl — (@) | V=10

+

3. Set pr11 = max{op, |’)‘k+1”1+a}'

4. Set k < k+ 1, and go to Step 1.
End.

Remark 4.1. (i) The approzimate solution z* of [@EJ) satisfying ¥ € X and @A) can be found
by Algorithm [51] proposed in Section [3.

(i) The update scheme on penalty parameters is adopted from [19], which differs from the one for
the classical AL method in that the magnitude of the penalty parameters in our method outgrows
that of Lagrangian multipliers.

We next establish a convergence result for Algorithm .11

Theorem 4.1. Let {x*} be generated by Algorithm [J1. Assume that {z*}rexc converges to x> for
some subsequence IC. Then the following statements hold.

(i) x> is a D-stationary point of the problem

1

min > [éi(z) + Gi(x) — i)
i=1

(ii) If z° € Q and Z_(x>) = 0, then ™ is a D-stationary point of mi)l(l F(z).
e

(111) If x*° € Q, I_(x*) # 0, and moreover, the PSCQ holds for Q2 at x°°, then x*° is a B-stationary
point of problem (I.1)).

(iv) Suppose that o > 1 in Algorithm [[1 If z° € Q, IT_(x*) # 0, X is a polyhedral set, and
moreover, for every i € I_(x>) and j; € Ji(x™), ¢; and 1;j, are affine and (; is piecewise
affine on X, then ™ is a B-stationary point of problem (I1]).

Proof. Since {z*}rex — °°, one has Jo(2>°) C Jo(z*) and J(2°°) C J.(a¥) for sufficiently large
k € K. Tt thus follows from (4I), ([£2) and (4] that for k € K sufficiently large, one has

I
() + Gola*) = vola) + 5 - 2; [ o (6125 + G — i) |
< dolas2b) + Co(x) — Ly, (22" 2/1% > [Ak + ok (@ z;2%) + Gi(w) — by, ;. (»”C;:ck))ﬁr + 0,
=1

(4.5)
for all jo € Jo(z>), 3= (j1,...,J1) € J(x*°) and = € X. In addition, one can observe from Step 3
of Algorithm 1] that {p} — oo and {\*/p,} — 0.
(i) Dividing both sides of ([@3X) by py, taking limits as £ 3 k — oo, and using {2*}rexc — 2>
{pr} — oo and {\¥/pr} — 0, we have

1

I
Z[(;Si(:noo) + Gi(z°) — Z qbz ;%) 4 G(x) — Ewi,ji (ZE;ZEOO)E_, Ve e X

1=1
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for any 1= (j1,...,j1) € J (). The rest of the proof of this statement follows from this inequality,
and the similar arguments as the ones that are from (3I2]) till the end of the proof of Theorem [B1]
(1).

(i) Assume that > € Q and Z_(2*°) = . Let # € X be arbitrarily chosen. By a similar
argument as in the proof of ([3:I6]), one can show that there exists some § < 0 such that for any i € Z,
¢i(2%) + Gi(2F) — ;(2¥) < 6 and

(ﬁi(azoo + t(z — x°); xk) + G(x™® +t(x — ™)) — Kwi’ji (% +t(x — z™); xk) <0, Vj; € TJi(x™)

hold for all k& € K sufficiently large and ¢t > 0 sufficiently small. By these two relations and the fact
{pr} — oo and {N\*/p.} — 0, one can obtain that for all k& € K sufficiently large and ¢ > 0 sufficiently
small, [\F + pg(d(z%) + ¢ (2F) — ¥ (2%))]+ = 0 and

o (Bu(a™ 4t = 2)308) + G 1o = 2%) — L, @+t —2¥)ab))] =0,
Using these two relations and replacing = by x> + t(z — 2°°) in (5], we have that for every z € X
and jo € jO(xoo)7

o) +Co(a") = o(a") < Po(e™ +t(w—2%); %)+ Co(@™ +t(x =) — by ;) (2 +t(z—2); %)+

for all k£ € K sufficiently large and ¢ > 0 sufficiently small. The rest of the proof of this statement
follows from this inequality, and the similar arguments as the ones that are from (BI6]) till the end
of the proof of Theorem B (ii).

(iii) Assume that 2 € Q, Z_(2*°) # 0, and moreover, the PSCQ holds for  at z°°. Let
J=(p,---,J1) € J(x*°) and = € Y3(2*°) be arbitrarily chosen, and let x(¢,7) be defined in (32
for all ¢t,7 € [0,1]. By a similar argument as in the proof of Theorem BI] (iii), one can show that
for any fixed 7 € (0,1], there exist some ¢ € (0,1) and § < 0 that are dependent on 7 such that
Gi(x(E,7); %) + G, 7)) — . (z(t,7);2%) < & for all i € T and k € K sufficiently large. It then
follows from this relation, {pg} — oo and {\*/p;} — 0 that for all i € Z and k € K sufficiently large,
N+ (@i (z(E, 7); %) + G(2(E, 7)) — Cy, ;. (z(t,7);2%))]; = 0. Replacing = by z(f,7) in @5) and
using this relation, we see that (3.27)) holds for every jo € Jp(z°°) and sufficiently large k € K. The
rest of the proof of this statement follows from ([B.27)), and the similar arguments as the ones that
are from (327)) till the end of the proof of Theorem B] (iii).

(iv) From o > 1 and Step 3 of Algorithm @l we observe that ||A¥||?/pr — 0 as k — oo. By a
similar argument as in the proof of Theorem B1] (iv), one can show that

{)\f + pr (éz(xoo +t(x — 2);2F) 4+ (™ + t(x — %)) — by, ; (% +t(z — x°°)7a:k)>] < \F

_l'_
for any x € Y3(2*),i € Z, j; € J;(x™), k € K sufficiently large and ¢ > 0 sufficiently small. Replacing
x by 2% 4+ t(x — ) in ([@3H]), we have that for every x € Y3(x*°) and jy € Jo(z*°),
bo(2¥) + Co(z*) — to(a")

k|2
< do(x™® + t(z — 2°); 2F) + G (2™ + t(x — ™)) — Cgo, (2% + t(a — ) ) + A=

+ Tk
2pk

for all k € K sufficiently large and ¢ > 0 sufficiently small. Taking limits on both sides of this
inequality by letting K > k — oo, and using {2*}rexc — 2°°, pp — oo and || NF||%/pr — 0 as k — oo,
it follows that for every = € Y3(x™), jo € Jo(z>°), and t > 0 sufficiently small,

do (%) +Co(2°) = (2°) < ¢o (2 +t(z—2>); %) +Co (2™ +t(x—a%)) — Ly, ;, (27 +H(z—27);2%).

16



By this and the similar arguments as the ones that are from (BI7) till the end of the proof of
Theorem 311 (ii), one can obtain that F'(x°°;d) > 0 for all d € Ty;(yee)(2°°). By this, the arbitrariness
of J € J(2*°), and the assumption that X is a polyhedral set, ¢; is affine and (; is piecewise affine on
X for every i € Z_(x*°), we conclude from Theorem [ZT] that z°° is a B-stationary point of (ILI). O

The above theorem establishes the convergence of {*}. Nevertheless, the convergence of {\F}
remains unknown. Even if {)\k} converges (subsequentially) to some A*°, it appears impossible to
satisfy the KKT conditions ([27) and (28]). In the next theorem, we construct a set of auxiliary
Lagrangian multiplier sequences and show that their accumulation points together with the accumu-
lation points of {z*} satisfy the KKT conditions 1) and (ZS).

Theorem 4.2. Let {2*} and {\*} be generated by Algorithm[{-1. Suppose that {x*}rex converges
to x> for some subsequence K. Assume that x*° € Q, I_(x*) # 0, (o(x™) < oo, and the PSCQ
holds for Q at x>°. For any jo € Jo(x™®) and I = (j1,J2,...,41) € J(x>), suppose that xFi0d € X
satisfies

dist (0,0(Qp, (2325, A, jo, 1) + ex (@)]], w3 ) < (4.6)

with {7} = 0. Let \kio-d = ()\If’jo’J, )\g’jO’J, e ,A';’jo’j), where

N0E = [N+ g (Bu(ah 0% ah) 4 Gi(am0) — gy, (b0 at) )| . (4.7)

Then the following statements hold.
(i) {zF90d} e converges to x°°.

(i) {\10T ok is bounded. Moreover, every accumulation point o903 of {N\k10TV, 1 satisfies
that , .
API0T > 0, AT [y (%) + (™) — i, (1)) = 0, Vi€,
0 € Vo (2™) + 0G0 (2>) — Viho,jo (™)

I .
+ 3 NPT 4 06() - T )] + N (@),

Proof. (i) In order to prove statement (i), we first show that {2%797},x is bounded. To this end,
let jo € Jo(z*°) and I = (41,742, .-.,71) € J () be arbitrarily chosen. One can observe from (B.3)

and ([@2) that Q,, (-;2*, A¥, jo, J) is strongly convex on X with modulus Lo > 0. Since 2k:30-3 satisfies
(), there exists some s € I[Q,, (z; 2%, \F, jo, ) + LX(x)Hm:xMOJ such that [|s]| < v,. This along
with the strong convexity of @, (-; 2% N\ g, J) yields

Qe X, 5o, T) 2 minQp, (™98 2%, N jo, T) + 7 (z — a#0) + Lo|z — ah907|7 /2
Qpy (9% 2%, 2F o, 1) — |1s]|*/(2Lo)

(AVAI!

éﬂk(xk’jo’:‘;xkv )\k7j073) — ’Y,%/(QLQ), Vo € X,
which gives
~ . - 2
Qpy (xm90 ;28 NF o ) < Q,p (w3 2%, AF, o, T) + ;Tk’ Vo e X. (4.8)
0

Note that 2™ € Q, Z_(x*°) # (), and moreover, the PSCQ holds for Q2 at 2°°. By a similar argument as
for proving (3.20)), one can show that there exist £ € (0,1) and & € Y3(2*°) satisfying (B.I8]) such that
Gi(2(t); 2%°) + Gi(2(t)) — by, ;, (£(t);2>°) <O for any i € Z and ¢ € (0,¢), where () = 2> + (2 — ).
Let us fix t € (0,7) arbitrarily. Observe that ¢;(;-) and Cy, , (+;+) are continuous on X x X. It then
follows from the above relation, {p.} — oo and {N\*/p.} — 0 that for any k € K sufficiently large
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and i € I, \f + pi(i(2(t); %) + Gi(2(t)) — Ly, ,, (#(1);2"))]1 = 0. Replacing & by 2(t) in @) and
using this equality, we can obtain from ([£2]) that for all £ € IC sufficiently large, one has

Bolh 35 k) + Go(ah %) — Ly, , (k9035 ak)

1

1 k 5. /wo, k.jo. 3y _ kiod. - ky )]
o 2 [ o (a0t £ Gl — (@0 )|

~ , 1 < (4.9)
= ka(xk7j0’j;xk7 )‘k7j07j) + ﬂ Z(Af)2

1=1
2

< Bo((0):7%) 4+ Q@ (1)) — Ly, (3(0):2%) + 5

which implies that

Go (2108 M) 4 Co(@I0) — Ly 5 (9% %) < Go((1); %) + Go(E (1)) — L 5, (2 (D)5 2 )+;—f0 (4.10)

Claim that {z%701},cx is bounded. Suppose for contradiction that {5707}, x is unbounded. By
passing to a subsequence if necessary, we assume that . l}gm |zF70d|| = 0o, By ([2), B3), @EID)
Sk—o00

and the convexity of (y, we have

. Lo .
F(z%) — | Voo (z") + vf — Vio jo (%) || aF901 — 2% + 7H<E'“’”’J — zF||?

A~

< o (@90 2 4 Co(@07) — Ly (@905 2R) < Go((1); 2") + Co(E (1)) — Ly, (B(1); 2 )+;—I’j0

where vf € 9Cy(x¥). Since {z*}rex — 2, it follows from [26, Theorems 23.4 and 24.5] that
UrexCo(7%) is bounded and so is {vf}rex. Using these, {13} — 0, . l}gm (|90 = 0o, and taking
Sk—o00

limit as K 3 k — oo on both sides of the last inequality, we obtain oo < ¢o(&(t); 2°°) + (o(2(t)) —
Uiy 5, ((t); 2°°), which clearly cannot hold. Hence, {xFd0 2}, i is bounded.

We are now ready to complete the proof of statement (i). Indeed, since {mk’jo’j}kelg is bounded,
it suffices to show that each convergent subsequence of {:z:k’j07j}ke;g converges to x°°. By passing to

a subsequence if necessary, we can assume that {azk’jo’]}ke;c — 2°%901 Using this and taking limit
on both sides of (£10) as K 2 k — oo, we have

o (2290 22 4 Go (2™907) — Ly, 1 (@908 2%0) < Go(&(8); 2%°) + Co(E(E)) — Ly 5, (B(); )

for any t € (0,). Taking limit on both sides of this inequality as ¢ | 0 gives
o (w090 220 4 Go(w°090) — Ly, - (@908 1) < do(2%;2%°) + Go(2™) — Ly, (275 2%). (4.11)

Recall that {px} — 0o, {\*/pr} — 0 and {7} — 0. Using these, dividing both sides of (&) by py,
I

and taking limit as C 3 k — oo, we obtain that 37 [¢; (22990 2°°)+¢; (2 ’jo’j)—ﬁwi’j, (20990, 229)]2 <
1= 1 !

0, which together with ¢;(z°%90-) < @; (0o moo) implies that for any i € T, ¢;(z>707) +

Ci(zoodo Ty — Cy, ;. (2°070d; £2°°) < 0. Hence, 2704 € Y3(z™). Recall that 2> is a B-stationary

point of (LI]) and the PSCQ holds for © at 2°°. It then follows from Theorem 2.l that F’(2°°;d) > 0

for all d € Tyy(poe)(z°°), which along with jo € Jo(2°°) implies that

V(™) d + ¢ (2% d) — Vibo o (@)Td > F'(2%5d) > 0, Vd € Tyy(pe)(@™).
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Hence, by ([3.3)), one has

2> = argmin ¢g(z; ) 4 Co(x) — Cypg, 5, (@5 2%°). (4.12)
z€Y3(z)

Notice that the objective of (£I12]) is strongly convex. Hence, 2°° is the unique optimal solution of
EI2). In addition, observe from @II) and 704 € Y3(2>°) that %707 is also an optimal solution
of @I2). It then follows that z°°70 = £°°. Therefore, statement (i) holds as desired.

(ii) Let jo € Jo(z™°) and I = (j1,J2,--.,j1) € J () be chosen arbitrarily. It follows from (£.2))
and (46]) that there exist v; kol ¢ o¢; (zF790) for i € {0,1,...,T} and w901 € Nx(2¥701) such that

Hwo ) + Lo(xR903 — k) 4 o100 — 7y i (aF)

‘ | (4.13)
+ Z NPV (aF) + Li(ah 07 — ak) 4 o7 — Ty, (a8)] 4+ w0 <y,

i=1

where )\f’jo’j is defined in ([@.7]).

In order to prove statement (ii), we first show that {)\k’jo’:'}kelg is bounded. Suppose for con-
tradiction that it is unbounded. By passing to a subsequence if necessary, we can assume that
{|[\E90-3|| }rexc — 00. Denote Nkdod = \kdo.d /|| \k-dood|| and k70 = qwk+dod /|| \k:do-d || Then || AF-do-d|| =
1 for all k € K. Recall that {zF}rex — 2™ and {25707} cc — 2°°. It then follows from [26, The-
orems 23.4 and 24.5] that UpeicdC;(2¥707) is bounded and so is {vf’jo’:‘}ke;c for all i € {0,1,...,1}.
In addition, notice that {V¢;(2¥)}rex — Vi (2™), {VT/)i,ji(!Ek)}kelc — Vb j, () and {y;} — 0.
In view of these and (@I3)), one can observe that {@w*7°7} is bounded. By passing to a subsequence
if necessary, we can assume that {)\k’]o’j}ken — oo {v g0, }k K =, 2050 for any ¢ € 7 and
{@FI0T e — @903, Clearly, A7 > 0, [|\®J0d|| = 1, @707 € Ny (2>) and vfo’jo’:‘ € 0G;(z™)
for any i € Z. Dividing both sides of @I3) by ||\*7*7|| and taking limit as K > k — oo yield

I _ . .
> )\;-X”]O’J (Vqﬁi( ) + v, ol — Vi, 4, (moo)) + @704 = 0, which implies that
i=1

I
SN (Vei(a™) + o7 = Ty, (x°°)> d = — (@) 7d > 0 (4.14)
i=1

for any d € Tx(z°°). On the other hand, since the PSCQ holds for  at 2°°, it follows from Definition
211 that there exists some dy € Tx(2°°) such that

[Vi(2) + 02707 — T4, (2] dy < Vi (a) dy + (2™ dy) — Vb, (2°)Tds <0 (4.15)
for all i € Z_(x>). Notice that pp > 0, {\*/pr} — 0 and
{Gi(@0% ab) + G(ah0T) — by, | (@5 2R e — 6i(2) + Gi(™) — (@), Vi€ T,

By these and (4.7), one can observe that X?O’jo’:l = 0 for all i € Z-(x>). Recall that \>J04 >
and ||A>70-|| = 1. Hence, there exists some i € Z—(2>°) such that A 903 5 0. These together with

(#T5) imply that
ZA WAV () + 070 = Ty (2%)] Ty < APV i(a%) + 070 = Vg (2] Ty <0,

which contradicts Id). Therefore, {\¥701},cx is bounded.
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We are now ready to complete the proof of statement (ii). Indeed, by the boundedness of
{\kdo Y, o ([@I3) and the fact that {vf’jO’J}keK is bounded, we immediately see that {w®70-}, <k is
bounded. By the semicontinuity of d¢;(-) and N'x(-) (see [26, Theorem 24.4]) and {zF70},cxc — 2,
one can see that every accumulation point of {vk’jO’J}keK and {w"70T k- belongs to 8¢ (2>) and
Nx (), respectlvely In view of these and (A.I3)), one can easily conclude that for each accu-
mulation point A\°90- of {\F70-T1, - there exist v; c0.jod ¢ 0¢;(z*°) for every i € {0,1,...,I} and

2003 € Ny (2°°) such that

Tn(a) + 090 = Tgoe™) 4 3 AT ) 4 07 - Vi (5] 4 w3

=1
Moreover, using (7)) and the facts that {p;} — oo and {\¥/pj} — 0, we can obtain that A0 > 0
and )\;X”]O’j = 0 for every i € Z.(x*). Hence, statement (ii) holds. O

Remark 4.2. (i) Theorem [J.3 is established based on the assumption that ¥4 € X satisfies (@0
for any jo € Jo(z>®) and I € J(2*°). Notice that Jo(z>®) C Jo.(2*) and J(x>) C J.(2*), where
{2F}pexc — x> for some subsequence K. Consequently, one sufficient condition for this assumption
to hold is that for all sufficiently large k, %707 satisfies [@B) for any jo € Jo.(z%) and I € J.(z).

(ii) From the proof of Theorem [J.3, one can observe that the condition (L) can be replaced
by an alternative condition given in (IEI) Moreover, x%703 € X satisfying @8) can be found by
approzimately solving minge x Qp (x kojod, gk ,A¥50,3) by mirror descent or smoothing methods (e.g.,

see [21, [, [2).

Before ending this section, we provide an example to illustrate the theoretical results of our AL
method for solving problem (L.T]).

Example 4.1. Consider the DC program

min  F(x) = |z| — max{6z, 2}
s.t. 2z — max{—z,z} <0.

Clearly, it is a special case of (L) with T = {1}, Jo = J1 = {1,2}, and

po(x) =0, o) = ||, o,1(x) = 6x, Poa(x) =z
d1(x) =2z, Gi(x) =0, Yr1(z) = -z, Y1o(x) =2

We next apply the AL method, namely, Algorithm [[-1] to solve problem ([LI6)). For convenience, we
sete=o00,a=1,0=2,\0=0, and let pg > 0 be arbitrarily chosen for Algorithm [[1 At the kth
iteration, we compute ¥ and update \NFT' and pryq as follows.

(i) We first compute

gh303t = argmin F,, (x; \¥, jo, j1) (4.17)

zeR
for every (jo, j1) € Jo x J1, where

LN (6 () + G (&) — g, (@)]2 —

Fp (257, o, 1) = do(@) + () — oo (2) + o

Then we set a¥ = zk3001 with (Jo, J1) given by
(josJ1) € Argmin{F,, (z"7071 \¥)|(jo, j1) € To x T},
(Jo.41)
where
(A9)?
20

vak(x,)\k) = |z| — max{6x,x} + — o [)\k + pr (22 — max{—=z,z})]3 —
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(ii) We update N*T1 and ppyq by
A= D pg(20® — max{ =2, 2" D)4, prgr = max{2p, AF)?),
and let

NI0TE = N - pp (¢ (a7091) 4 G (&™909) — by g, (259094, (o, 1) € To X i

By some simple calculations, one can find the expressions of {x*}, {\F}, {aFJ0d1} and {\Fdo-i}
which are presented in Table[d. Claim that ¥ and 2%7091 Y (jo, j1) € Jo x Ty satisfy @&) and (EB)
with n, = 0, v, = 10/pr and

~ L _ . 1
Qpp (T3 2" NF jo, 1) = Fp, (23 AF, jo, j1) + 5@ = )2, (4.18)

which corresponds to [E2) with Lo =1 and Ly = 0. Indeed, it is not hard to observe that for every
(jOajl) € JoxJi and x € R,

Ey, (aF,AF) < E,, (aR9000 ARy < B (aR9000 3 G0 1) < F (5 08, o, 1) < Qe (328, N8 o, 1),

It thus follows that x* satisfies @) with n, = 0. In addition, one can see from Table O that
|zh-dodn| < 5/pk and |2¥| < 5/pp for every (jo,j1) € Jo x Ji and k. Also, from (@EIT), one has
0 € OF,, (zF90:31; \F jo. 51). By these and [&IS), we obtain

. ~ .. - 10 L.
dist (0,0[ka (x;xk,/\k,jo,jl)]‘x:mk,joyjl> < |xk — xk”o’”| < E, V(j0,71) € Jo X -

Hence, x¥7071 satisfies [@B) with v, = 10/py. for every (jo,j1) € Jo X Ji.

Notice that p, — oo as k — oo. Therefore, one can observe from Table [ that {z*} converges
to x> = 0. It follows that Jo(x*°) = J1(z>®°) = {1,2}. Let \>*J0J1 be any accumulation point of
{AFI031Y for every (jo, 1) € Jo(2°) x J1(2*°). By some simple calculations, one can verify that for
every (jo,j1) € Jo(z>) x J1(z>),

ASIOTE >0, AT [y (2%°) + (1 (1) — 5, (2] = 0,
0 € Vgo(2™) + 9 (x>) — Vpg j, (2°°) + X701V (2°°) + ¢ () — Vb 5, ()]
This result is indeed consistent with that in Theorem [J.3 since x*° is a feasible point of (A.I6l),

I_ () = {1} # 0, and the PSCQ holds at . The latter fact is due to V1(x*)Td + ¢} (x*°;d) —
Vb1 4, (x2°)Td < 0 for every j; € J1(z*°) and d < 0.

5 Successive convex approximation method for penalty and AL
subproblems

An approximate solution of subproblems ([B.6) and (3) satisfying B1) and (@4]) is required in
Algorithm B and BTl respectively. Since these subproblems can be viewed as a special case of
problem ([I2]), one can observe that to find these approximate solutions, it suffices to find an
approximate solution x, of problem (LI2]) satisfying that

Ty € X7 Fp($n) < Qp($;$?77j07:[) +n, Vo € X7 jO S jO,E(xT])7 j S t7e($77)

for any given p > 0, € > 0 and 7 > 0, where Q, is defined in ([B.3]). In what follows, we propose
a successive convex approximation method to find such an approximate solution. The proposed
method only solves a single convex problem in each iteration, while the EDCA [25] needs to solve
a number of convex problems per iteration. It is therefore practically more efficient than the latter
method.
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Table 1: Computational results of Algorithm A1l for solving (AIGI).

Iteration (jo, 1) (1,1) (1,2) \ (2,1) (2,2)
ko do Ty 5/(9pk) 5/pr 0 0
P AR 5/3 5 0 0
Fyy (k0001 \F) | —425/(162p1) | —25/(2p1) 0 0
w!f:f)/pk7 )\k+1:5
ahndo Ty —8/(9px) 0 —13/(9px) —3/pk
k=2m—1 PUBLRE 7/3 5 2/3 2
(m=1,2, Fpy (001, ) —8/px 0 —169/(18pk) | —13/(2pk)
2 = —13/9p), N1 =2/3
akdo0n 1/(3pk) 13/(3pk) 0 0
k =2m PUNLN 5/3 5 2/3 2/3
(m=1,2, F,, (a™i00t \F) | —25/(18p;,) | —169/(18py,) 0 0
o =13/(3p;), MNFt1 =5

Algorithm 5.1.

0. Input 2° € X, 7 > 0, € > 0 and a sequence {§;} C R such that > ;2,67 < co. Set B® < 0
and ¢ < 0.

1. Choose (jo,3) € (Jo.c(x') x Te(x*)) \ B, and find an approximate solution 2704 of the problem

;Iél;(l QP(‘T7 wt,jo,j) (51)
satisfying
e X, dist (0,0(Qp (232 jo. 1) + tx (@)]],_yees) < O (5.2)

where ¢ x is the indicator function of X.

2. If F,(at) — F,(x%907) + 62 /(2Lo) > 7, set a1 « xbdod B+« ) ¢ <t + 1 and go to Step 1;
otherwise, set B! «— B! U {(jo,J)} and go to Step 3.

3. If Jo.e(z!) x Je(x') = BY, stop; otherwise, go to Step 1.
End.

Remark 5.1. (i) In contrast with (L12)), problem (&1l has a simpler objective function and it can be
efficiently solved for many X and (;’s. For example, when X is a polyhedral set or more generally a
conic quadratic representable set, and (;’s are polyhedral functions or more generally conic quadratic
representable functions, problem (B.1I) can be reformulated as a conic quadratic program, which can
be efficiently solved by interior point methods.

(ii) As seen from the proof of Theorem [51] below, the condition (B5.2) can be replaced by an
alternative condition:

xtJO,] € X, Qp(ﬂj‘t’jo’j; ﬂi't,j(],:[) < Qp(gj; gjt,jo’:[) -+ (5%/(2[/0), Vo e X.

That is, 904 is a 62 /(2Lg)-optimal solution of problem ([511), which can be found by mirror descent
or smoothing methods (e.g., see [21, [}, [22]).

We now establish some convergence results for Algorithm [B.11
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Theorem 5.1. Assume that the function F, is bounded below on XE Then Algorithm[5.1 terminates
in finitely many iterations, that is, there exists an integer t > 0 such that

Fy(al) — Fy(ah907) 4 62/(2Lo) <, Vjo € Toe(al), V1 € Tu(ah), (5.3)

where ¢ and 25997 are generated by Algorithm 5 for all jo € jo,e(xf) and J € ‘Z(azt) Moreover,
for any jo € Jo.(z') and I € Jc(a'), it holds

Fo(ah) < Qula;al, jo, ) +n, VreX. (5.4)

Proof. Suppose for contradiction that Algorithm [5.1] does not terminate in finitely many iterations.
Let {x!} be the sequence generated by Algorithm Bl Then it follows from Steps 2 and 3 of Algorithm
6.1 that

F,(a') — Fy(«™™) +62/(2Lo) >n, ¥Vt >0,

which implies that
F,(z') < Fy(x 252 tn, Vt>1.

By this and > ;2,7 < 0o, one can obtain that tliglo F,(z') = —o0, which, together with {z'} C X,
contradicts the assumption that F), is bounded below on X. Hence, Algorithm [5.] terminates after
finitely many iterations, which implies that Bf = J; el ) x J.(2') and (B3) hold for some > 0.
Given that (5.3) holds for some #, we next show that (54) holds for any jo € Jo.( ) and
1€ J.(z'). To this end, let jj G Jo.e(x ) and 1 € J.(2%) be arbitrarily chosen. One can observe

from [B3) and B3] that Q,(+; 2", jo,J) is strongly convex on X with modulus Ly > 0. Since o]
satisfies (5.2), by a similar argument as for deriving (.8]), we have

Qu(at0% 2t jo, 1) < Qulw;at, jo, ) + 02 /(2Lo), Yz € X,
which yields
Fy(ah00) < Q, (a8 2t jo, 1) < Qp(wsat, jo, 1) + 62/(2Lo), Yz € X.
This together with (53]) implies that (5.4]) holds as desired. O

6 Numerical results

In this section we conduct some numerical experiments to test the performance of our proposed
methods, namely, the penalty method (PM) in Algorithm BI]and the augmented Lagrangian method
(ALM) in Algorithm 1] and compare them with two closely related methods proposed in [25] Section
6], which are an enhanced DCA (EDCA) and an exact penalty method (EPM). For convenience, we
use PM1 and PM2 to stand for the PM with p = 1 and 2, respectively. The subproblems (3.6 and
([#3]) of PM and ALM are solved by Algorithm 511 Also, the EDCA requires a feasible initial point
to start while the other methods do not. We will compare these methods numerically below. All the
methods are coded in Matlab and all the computations are performed on a Dell laptop with an Intel
Core i7-1065G7 CPU and 16 GB of RAM.

In the first experiment, we apply the aforementioned methods to the following optimization
problem with two structured DC constraints:

min {¢o(z) | ¢i(z) —Pi(z) <0, Vi=1,2}, where ¢;(z) = max{e;1(z),¢i2(v)}, i =1,2. (6.1)

zeRn

81t can be seen that this assumption holds if F is bounded below on X.
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The functions ¢;’s and 1; ;’s in (6] are convex quadratic functions, namely,

¢o(z) = 2" Qr + ¢ =,
¢i(x) = 2" Aiw+alw+ ¢ i=1,2,
Vij(z) =2 Bijr +ble+di; i=12j=12,

where @, A;, B; j € R"*™ are positive semidefinite matrices, ¢, a;,b; ; € R, and ¢;,d; ; € R for all i
and j. It is clear that (61]) is a special case of problem ([LI]).

In this experiment, we set ¢ = 0.01 in all the above methods, py = 0.1 and ¢ = 2 in PM, ALM
and EPM, a = 1.05 in ALM, and 7, = 107%73 for all k& in PM and ALM. In Algorithm [.1], we
set 6; = 107t~ for all t. For this test example, when applied to solve the subproblems of PM2
and ALM, the subproblem (5.1]) of Algorithm [B.1]is smooth and solved by a nonmonotone gradient
method [27]. On the other hand, when applied to solve the subproblems of PM1, the subproblem
EI) of Algorithm [B1 is nonsmooth and solved by cvxd. m addition, the penalty subproblem of
EPM is solved as described in [25]. In particular, when applied to (G.1I), the penalty subproblem of
EPM is in the form of

min ¢o(x) + p[max{¢1(z) —91(x), d2() — ¥a(2)}]4 (6.2)

where p > 0 is the penalty parameter. As described in [25], we first rewrite ([6.2)) as

min ¢o(z) + pmax{y(x) + P2(x), ¢1 () + P2(x), p2(x) + 1(x)} — p(¢1(x) + ha()) (6.3)

zeR™

convex convex

and then apply [25, Algorithm 1] to solve (63)). Moreover, the convex problems arising in each
iteration of [25, Algorithm 1] are solved by CVX. While in theory the EPM requires an exact D-
stationary point of its penalty subproblem (6.3]), in our experiment we terminate [25, Algorithm 1]
when the norm of the difference of two consecutive iterates generated by it is less than 107, Finally,
the subproblems of EDCA are constrained convex programs and solved by CVX.

We randomly generate 4 instances for problem (G1]) with n = 50, 100, 250, 500, respectively, each
of which is generated as follows. Given a positive integer n, we first generate a vector d € R",
whose entries are randomly chosen from a uniform distribution on [0,20]. We then generate a
matrix U € R™*™ with entries randomly chosen from the standard normal distribution, compute an
orthogonal basis U for the range space of U, and set Q = U Diag(d)UT. The matrices A; and B; ; for
all + and j are randomly generated in the same manner as (). In addition, we generate the vectors
q,ai,b; j € RN" for all ¢ and j with entries randomly chosen from the standard normal distribution.
Also, we randomly choose ¢; and d; ; for all 7 and j from the standard normal distribution.

For each instance, we perform 10 runs of all the tested methods as described above. In each
run, we first randomly generate a point x°, whose entries are randomly chosen from the standard
normal distribution. We then run PM, ALM, and EPM with the same initial point 2°. Moreover,
if 20 is feasible for (G.I]), we run the EDCA with the initial point 2°; if not, we repeat generating
70 with entries randomly chosen from the standard normal distribution until a feasible point #° is
found and then run the EDCA with the initial point Z°. We terminate all the tested methods once
|z*+1 — zF||/||2*+1|| < 107° holds for some k, where ¥ and z**! are the approximate solutions
obtained at the kth and (k + 1)th iterations of each method, respectively.

The computational results averaged over each group of 10 runs with same n are presented in
Table 2l which consists of four subtables. In detail, the parameter n is listed in the first column. For
each n, the objective value at the solutions produced by all the tested methods, averaged over 10

ICVX is a Matlab package for solving convex programs; see [cvxr . com/cvx/k
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cvxr.com/cvx/

Table 2: Computational results for solving problem (6.1))
n PM1 PM2 ALM EPM  EDCA
50 || -1.901 -1.901 -1.901 -1.901 -1.901
100 || -3.825  -3.825 -3.825 -3.825 -3.825

250 || -9.061 -9.061 -9.061 -9.060 -9.061
500 || -22.390 -22.390 -22.390 -22.390 -22.390
(a) Results for objective value

n || PM1 PM2 ALM EPM EDCA
50 3.0 120 41 2.0 20.6
100 | 3.0 9.2 34 2.6 17.4
250 | 3.1 100 4.0 2.0 24.0
500 || 2.5 2.0 2.0 2.0 12.8
(b) Results for outer iteration number
n || PM1 PM2 ALM EPM EDCA
50 || 134 847 209 329 21.0
100 | 13.3 50.0 189 344 18.2
250 || 15.2  71.2 238  28.0 24.8
500 || 10.7 11.7  11.7  33.6 13.2
(¢) Results for number of convex subproblems solved

n || PM1 PM2 ALM EPM EDCA
50 4.4 0.4 0.1 21.5 10.1
100 || 4.6 0.2 0.1 28.3 10.0
250 || 128 4.6 1.1 1494 504
500 || 33.3 2.9 29 7073 1704

(d) Results for CPU time

runs, is given in Table [2(a), and the outer iteration number, the total number of convex subproblems
solved, and the CPU time (in seconds) averaged over 10 runs are given in Tables 2l(b), 2lc), and 2Id),
respectively. From Table 2l(a), one can see that the solutions produced by all the above methods
have about the same objective value. Also, as seen from Table 2l(b), EPM takes less outer iterations
than PM1, PM2 and ALM, while EDCA takes much more outer iterations. In addition, one can see
from Table 2lc) that PM2 generally solves more convex subproblems than the other methods, while
PM1 solves less convex subproblems. Besides, Table 2(d) shows that PM1, PM2 and ALM are much
faster than EPM and EDCA, which is mainly because the convex subproblems arising in the latter
two methods are more sophisticated and solved by CVX. Also, PM2 and ALM are much faster than
PM1, which is largely due to the fact that the convex subproblems arising in PM2 and ALM are
smooth and solved by a gradient method, while the ones arising in PM1 are nonsmooth and solved
by CVX.
In the second experiment, we apply PM, ALM, EPM and EDCA to the following DC program:

min {[[ Az —b[* | |l2l|s — h(z) < K}, (6.4)
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where A € R™*" b e R™, 1 < K < nis an integer, s > 0, and h(zx) is defined as
n
h(z) = Zmax{xi — 5,0, —x; — s}.
i=1

Problem (6.4)) arises in applications such as sparse signal recovery (e.g., see [29]). It is clear that
([64) is a special case of problem (1.

In this experiment, the same parameters as in the first experiment are chosen for all the tested
methods, except € = 0.01,0.05. For the test problem (6.4]), when applied to solve the subproblems
of PM2 and ALM, the subproblem (5.1I) of Algorithm [5.]is solved by a first-order method. On the
other hand, when applied to solve the subproblems of PM1, the subproblem (B1I) of Algorithm [Tl
is nonsmooth and solved by CVX. The penalty subproblems of EPM are solved by [25 Algorithm
1] and the convex problems arising in each iteration of |25 Algorithm 1] are solved by CVX. We
terminate [25, Algorithm 1] when the norm of the difference of two consecutive iterates generated by
it is less than 1079, Also, the subproblems of the EDCA are solved by CVX. We terminate all the
tested methods once |Jz*+1 — 2¥||/||z%T1|| < 107°, where z* and 2**! are the approximate solutions
obtained at the kth and (k + 1)th iterations of each method, respectively.

We choose (m,n) = (28,219) K = 20, 30,40, and set s = 0.1 in our experiment. For each K, we
randomly generate 10 instances of problem (6.4) in a similar manner as described in [I§]. Given K,
we first randomly generate a K-sparse vector z* € ™. Specifically, we randomly choose K numbers
from {1,2,...,n} as the support for z* and randomly choose the nonzero entries of z* from {—1,1}
with equal probability. We then generate the m x n data matrix A, whose entries are randomly
chosen from the standard normal distribution. Finally we orthonormalize the rows of A and set
b = Ax* + £, where the entries of ¢ € R™ are drawn from a normal distribution with mean 0 and
variance 1073, For each such instance, we apply the above methods to solve (G.4]). Since EDCA
needs a feasible point of (6.4]) to start, we first solve the following convex program by CVX:

i Ax — b|)? < sK
;gggl{\\ z—b|)* | [z < sK},

whose optimal solution #° must be feasible for (6.4]). We then run PM, ALM, EPM and EDCA with
70 as the initial point. For all the above methods, we compute the relative error of the final iterate &
produced by them according to rel_err = ||z — z*||/||x*||, which evaluates how well the sparse vector
x* is recovered by .

The computational results of this experiment are presented in Tables Bl and @ In detail, the
parameter K is listed in the first column. For each K, the objective value and the relative error at
the solutions produced by all the tested methods, averaged over 10 runs, are given in Tables[Bla) and
Bi(b), respectively, and the outer iteration number, the number of convex subproblems solved and the
CPU time (in seconds) averaged over 10 runs are given in Tables l(a), @(b) and Hl(c), respectively.
From Table Bl one can see that the objective value and the relative error at the solutions produced
by the tested methods are about the same except the cases K = 30 and 40, for which those given
by EDCA are larger. Also, from Table [ we observe that the outer iteration number, the number
of convex subproblems solved, and the CPU time taken by PM1, PM2, and ALM are almost same
for different e. However, as € increases, EPM and EDCA solve many more convex subproblems and
thus take much more CPU time. In addition, ALM and PM2 are much faster than PM1, EPM and
EDCA because the convex subproblems in ALM and PM2 have a simpler structure than those in the
other methods and are solved more cheaply.
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Table 3: Computational results for solving problem (6.4))

e=0.01 e =0.05
K PM1 PM?2 ALM EPM  EDCA PM1 PM2 ALM EPM EDCA
20 || 2.3e-04 2.3e-04 2.3e-04 2.3e-04 2.3e-04 | 2.3e-04 2.3e-04 2.3e-04 2.3e-04 2.3e-04
30 || 2.3e-04 2.3e-04 2.3e-04 2.3e-04 6.9e-02 || 2.3e-04 2.3e-04 2.3e-04 2.3e-04 3.9e-02
40 || 2.1e-04  2.1e-04 2.1e-04 2.1e-04 1.8e-01 || 2.1e-04 2.1e-04 2.1e-04 2.1e-04 9.6e-02
(a) Results for objective value
e =0.01 e =0.05
K PM1 PM2 ALM EPM  EDCA PM1 PM2 ALM EPM  EDCA
20 || 2.0e-03  2.0e-03  2.0e-03 2.0e-03 2.0e-03 || 2.0e-03 2.0e-03 2.0e-03 2.0e-03  2.0e-03
30 || 1.9e-03  1.9e-03 1.9e-03 1.9e-03 5.3e-02 || 1.9e-03 1.9e-03 1.9e-03 1.9e-03 2.9e-02
40 || 2.1e-03  2.1e-03  2.1e-03 2.1e-03 1.1e-01 || 2.1e-03 2.1e-03 2.1e-03 2.1e-03 7.3e-02
(b) Results for relative error
Table 4: Computational results for solving problem (6.4))
e=0.01 e =0.05
K || PM1 PM2 ALM EPM EDCA | PM1 PM2 ALM EPM EDCA
20 || 10.0 10.0 9.4 2.0 6.1 10.0 10.0 9.4 2.0 4.9
30| 9.8 9.9 9.0 2.0 7.4 9.8 9.9 9.0 2.0 5.6
40 || 9.6 9.5 9.3 2.2 8.0 9.5 9.5 9.3 2.2 7.0
(a) Results for outer iteration number
e=0.01 e =10.05
K || PM1 PM2 ALM EPM EDCA | PM1 PM2 ALM EPM EDCA
20 || 88.9 116.8 108.8 5.9 10.2 88.9 116.8 108.8 46.5 66.2
30 || 103.1 132.0 117.0 6.1 11.2 101.4 132.0 117.6 21.7 88.0
40 || 1349 1525 1444 8.9 17.0 136.7 152.5 1444 299.1 4498
(b) Results for number of convex subproblems solved
e=0.01 e =0.05
K || PM1 PM2 ALM EPM EDCA || PM1 PM2 ALM EPM EDCA
20 || 28.6 0.07 0.03 36.7 32.3 293 006 0.03 414.6  203.6
30 | 324 0.07 0.03 41.2 35.1 31.8 0.06 003 201.8 276.7
40 || 49.3 0.10 0.04 783 69.9 50.1 0.08 0.04 2872.6 1482.4

(c) Results for CPU time
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7 Concluding remarks

The current development of this paper is based on the assumption that the second convex component
of the objective and constraints is the supremum of finitely many convex smooth functions. It
is worthy of a further research whether it can be extended to the case where the second convex
component is the supremum of infinitely many convex smooth functions.

A Proof of Theorem

In this section we provide a proof of Theorem Before proceeding, we establish a technical lemma
as follows.

Lemma 1.1. Let & € Q be such that T_(z) # 0, and let

Piz) =14 > N[VGi(®) + v — Vi (D) +w: A > 0,0 € 0G(T),w € Nx () (A1)

1€Z-(z)

for any 1= (j1,...,j1) € J(&). Then [P1(Z)]° = C3(x) for any I € J(&), where C1(Z) is defined in
@3) and S° denotes the polar cone of any cone S. Assume further that the PSCQ holds for Q at z,
or that X is a polyhedral set, ¢; is affine and ; is piecewise affine on X for every i € T_(Z). Then
Py(T) is a nonempty closed convex cone and Py(T) = [C1(Z)]° for any I € T (Z).

Proof. Let 1= (j1,...,j1) € J(&) be arbitrarily chosen. We first prove C4(Z) C [Py(Z)]°. To this
end, let d € Cy(z) be arbitrarily chosen. It then follows from (Z3) that d € Tx(Z) and V¢;(z)"d +
('(z;d) — Vb j,()Td < 0 for each i € Z_(Z). By d € Tx(Z), one has that wl'd < 0 for any
w € Nx(z). Clearly, one also has v}'d < ¢/(Z;d) for any v; € 9¢;(z). In view of these, we have that
for any \; > 0 with i € Z_(2),

d" Y XIVe(E) + o= Vi @) +w | <Y XilVe(@)Td + (%5d) — Vi g, (2)7d] <0

i€T—(Z) i€Z-(Z)

Hence, d € [P3(z)]°, which leads to C(z) C [P3(z)]°. We next prove that [P3(Z)]° C C3(Z). Let d €
[Py()]° be arbitrarily chosen. Notice from (AT that N'x (Z) C P5(Z). It thus follows that w’d < 0 for
all w € Nx(z), which implies d € Tx(Z). In addition, observe that V¢;(z)+v; — V) ;,(Z) € Pi(z) for
every i € Z_(z) and v; € 9(;(Z), which along with d € [P5(Z)]° implies [V¢;(Z)+v; — V), ;,(2)]Td < 0.
It follows

V(@) d+Gi(#:d) = Ve (@) d = max {[Vei@) +vi = Ve, (@) d} <0, Vi € T_(2).

Hence, d € C3(z), which yields [P3(z)]° € C4(z). This together with Cy(z) C [P(Z)]° implies
[P1(2)]° = C1(2).
We next prove that P;(Z) is a closed convex cone under the assumption that the PSCQ holds for
Q at z, or that X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for every i € Z_(Z).
Firstly, we assume that the PSCQ holds for 2 at z. Clearly, Pi(Z) is a convex cone. Suppose

for contradiction that Pj(Z) is not closed. Then there are some u ¢ P1(Z) and some sequences {A\¥},
{vF} C 9¢;(7) and {w*} € Nx(Z) with A¥ > 0 such that

lim Y M[Vei(@) +of — Vi, ()] + w = u. (A.2)

k—o0
1€Z-(T)

28



Notice that 9¢;(Z) is compact for all i € Z_(7). It follows that {vF} is bounded. In view of these
and the closedness of N'x(Z), it is not hard to observe that there exists some i € Z_(Z) such that
{)\éC } is unbounded (otherwise, one would have from (A.2) that {w*} is bounded, which along with
([(A2), the boundedness of {vf} and the closedness of 9¢; (%) and Nx () implies that u € P3(z)). By
passing to a subsequence if necessary, we can assume that {/\f} — 00. Since the PSCQ holds for 2
at Z, there exists some vector dy € Tx(z) such that V¢;(Z)Tdy + ¢/(z;d1) — Vi j,()Tdy < 0 for all
i € I_(Z). Also, by {vF} C 9¢;(z) and {w*} C Nx(Z), one has that d vF < (/(z;ds) and dfw® <0
for all k. Using these, (AZ) , A¥ > 0 and {)\f} — 00, we have

uldy= lim Y M[Vei(@) +of — Vb, (2)]Tdy + (w)Tdy
k—o0

ieT—(z)

< lim sup Z NIV s ()T dy + (75 da) — Vb, (7) T d]
k=00 et (@)

< limsup A [V (2)" d + (X(%; d1) — Vs, (2)"da] = —o0,
k—o0 b

which contradicts the fact that u”dy is a constant. It follows that P(Z) is closed.

Secondly, we assume that X is a polyhedral set, ¢; is affine and (; is piecewise affine on X for
every i € Z_(Z). It follows that 9¢;(Z) = conv({ub!, ... u>™i}) for some vectors u’ with 1 < j < m;,
where conv(-) denotes the convex hull of the associated set. Let

Qi) =3 Y N[VGi(®) +vi — Vi, (2)] : \i > 0,0; € 9G ()

i€T—(7)

One can observe that

Qi) =1{ > [ AlVei(@) = Vi, (@) + D tigu? | 0> tig = A, A = 0,15 >0
=1

i€T— (%) j=1

and hence it is a polyhedral cone. Since X is a polyhedral set, Nx(Z) is also a polyhedral cone.
Notice that P3(Z) = Q1(Z) + Nx(Z). It then follows that P(Z) is a polyhedral cone and hence it is
a closed convex cone.

Finally, since P3(Z) is closed and [Py(Z)]° = C3(Z), we conclude from [26] Theorem 14.1] that

Py(z) = ([A(2)]°)° = [Ca(z)]°. O
We are now ready to prove Theorem

Proof. (=). Suppose that Z is a B-stationary point of problem (LIl). Let jo € Jo(z) and 1 =
(J1,-+- ,J1) € J(Z) be arbitrarily chosen. By the above assumption on Z, it follows from Theorem
2Tl that F'(Z;d) > 0 for all d € Tyyz)(Z). It together with (LI6) implies that for all d € Tyy(z)(Z),

V(@) 4+ Gy @i d) - T (2)7d = Von(@) d+ Gyid)~ max Vi (@)d = F'(zid) 2 0. (43)
j€Jo(x

For convenience, let Py = P1(Z) and Sj, = {—V¢o(Z) — vo + Vbo o (T) : vo € 0¢o(Z)}, where Py(Z)

is defined in (AJ). We next show that Py N .Sj, # (. Suppose for contradiction that Py .S;, = 0.

This, together with the facts that Py and S, are nonempty closed convex sets and S}, is bounded,

implies that there exists some d € R" such that v”d < 0 for any u € Py and u”'d > 1 for any u € Sjo-

Hence, one has d € [P4]°. By Z_(z) # () and the above assumption on Z, it follows from Propositions
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2T and LT that [P3]° = Ty (%), which along with d € [Py]° implies that d € Tyyz)(Z). In addition,
since uT'd > 1 for any u € Sj,, one has

1< minw’d= min {~[Veo(z) + vo — Vebojo(2)]"d} = —[Vo(2)"d + ¢)(z;d) — Vibojo (2)" d].

uESjO 1)066(0(1‘)

Hence, we have that Vo(z)'d + (((Z;d) — Voo (2)'d < 0 and d € Tyqz)(Z), which contradict
(A.3). We thus conclude that Py N S;, # 0. Using this relation, (A, the definitions of Sj, and
Z_(z), and letting )\jo’j =0 for all 1 € Z_(Z), we easily see that (27) and (2.8) hold.

(«<). Suppose that for any jo 6 Jo(7) and J=(h,.--,j1) € J(T), there exists a vector of
Lagranglan multipliers Mo = ()\JO’ )\JO’ ) such that (27) and (2.8]) hold. In view of ([21]), one

has )\]0’ > 0 for every i € Z_(Z) and )\]0’ =0 for any ¢ ¢ Z_(Z). By (28], there exist vgo’j € 0¢;(7)
for all 0 <i < T and w* € Nx(z) such that

Vo(z) + v — Vo jo (7 +Z>\3°’ [Vi(Z) + v — Ty . (2)] + w7 = 0.
i=1

These, together with the facts that )\go’j > 0,Vi € Z_(z) and )\go’j = 0,Yi ¢ Z_(z), imply that for
any jo € Jo(z), 3 € J(Z) and d € R",

Vo (2)"d+ (%5 d) — Vb jo (2)" d>V¢0( )d+ (WP d — Vi 5, (7)7d
ZAJO’ [Vi(z) + v — Ve, (2)]Td — (wo)Td

Z N V(@) d + ¢l d) = Vb, (2)d) — ()T d.
1€Z— ()
(A.4)

By the above assumption on z, it follows from Proposition 2Ithat C3(Z) = Tyy(z)(Z) for all 1 € J(Z).
Hence, one has that d € Tx(z) and V¢;(z )Td + ¢{(T;d) — Vi j,(2)Td < 0 for any d € Tyy(z)(Z). In

view of these, (&), w’ € Nx (&) and )\go’ > 0 for every i € Z_(Z), one has Veo(z)Td + ¢(z;d) —
Vbo,jo (Z)T'd > 0 for any d € Tyyz)(Z). It then follows that for any I € J(Z) and d € Tyy(z)(Z),

F'(z;d) = Vo(z)"d + (y(2;:d) — max_ Vi (2)"d

Jo€Jo ()
= min {w)O )Td + (T d) — Vo jo (2)Td} > 0.
Jo€Jo(Z)
Hence, we derive from Theorem 2.1l that Z is a B-stationary point of problem (L.I]). O
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