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Abstract
The extensive use of information technologies by organizations to collect and share personal data
has raised strong privacy concerns. To respond to the public’s demand for data privacy, a class of
clustering-based data masking techniques is increasingly being used for privacy-preserving data
sharing and analytics. Traditional clustering-based approaches for masking numeric attributes,
while addressing re-identification risks, typically do not consider the disclosure risk of categorical
confidential attributes. We propose a new approach to deal with this problem. The proposed
method clusters data such that the data points within a group are similar in the non-confidential
attribute values whereas the confidential attribute values within a group are well distributed. To
accomplish this, the clustering method, which is based on a minimum spanning tree (MST)
technique, uses two risk-utility tradeoff measures in the growing and pruning stages of the MST
technique respectively. As part of our approach we also propose a novel cluster-level micro-
perturbation method for masking data that overcomes a common problem of traditional clustering-
based methods for data masking, which is their inability to preserve important statistical properties
such as the variance of attributes and the covariance across attributes. We show that the mean
vector and the covariance matrix of the masked data generated using the micro-perturbation
method are unbiased estimates of the original mean vector and covariance matrix. An
experimental study on several real-world datasets demonstrates the effectiveness of the proposed
approach.
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1. Introduction
As data-sharing and data-mining technologies are being increasingly used in areas such as
healthcare research, crime analysis, credit and loan evaluation, and customer relationship
management, there are growing concerns about their threats to individual privacy. A study
by the US General Accounting Office (2004) reported that 61% of the data mining projects
run by federal agencies used personal information, and 67% of the data mining projects from
the private sectors involved personal information. In the healthcare industry, there has been
a rapid growth of computerization of healthcare records, and over 70 million Americans
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have some portion of their medical records in electronic format (Kaelber 2008). The Center
for Medicare and Medicaid Services, a federal agency, provides healthcare researchers with
individual Medicare and Medicaid claims data (http://www.cms.hhs.gov/). This rapid
transition towards electronic medical records (EMR) and data sharing has raised pressing
concerns about privacy. Indeed, there is evidence that EMR has caused medical identity
disclosure to increase considerably (Dixon 2006).

Mishandling of privacy issues can seriously hurt an organization’s credibility and reputation.
In a widely-publicized incident, AOL released on its website in August 2006 a file
containing 20 million search queries for over 650,000 users. According to AOL, the
intention was to provide data for research into online browsing behavior. The identities of
the users were not included in the data; however, it was soon found that many users in the
file could be easily re-identified. This caused fierce public protests, including several law
suits and legal complaints against AOL, and AOL removed the data from the website within
days (Zeller 2006). In another incident, Netflix had recently awarded $1 million to a
research team led by two AT&T employees for winning a contest to improve the predictive
accuracy of the company’s movie recommendation system by over 10%. The contest, which
lasted for three years, was considered by many to be a great research and business success.
However, Netflix had to cancel plans for a sequel when it was discovered that the de-
identified data released for the contest, which included movie recommendations and choices
made by customers, could in fact be used to re-identify the customers (Lohr 2010). Concerns
about privacy have also caused data quality and integrity to deteriorate. According to
Teltzrow and Kobsa (2004), 82% of online users have refused to give private information
and 34% have lied when asked about their personal habits and preferences.

Various approaches have been proposed to address the public’s concerns about data privacy
(Adam and Wortmann 1989, Aggarwal and Yu 2008). A conventional approach is query
restriction, which focuses on designing statistical databases and forming restrictions for
accessing confidential data (Chowdhury et al. 1999, Duncan and Mukherjee 2000, Gopal et
al. 2002, Garfinkel et al. 2002, Kadane et al. 2006). A related approach is cell suppression in
publishing tabular data (Cox 1980, Fischetti and Salazar 2001). Both query restriction and
cell suppression focus on how to release summary statistics (e.g., count, sum and average)
without disclosing individuals’ confidential data. When the data released is intended for
more sophisticated data analysis, a dataset containing individual records is usually required.
In this situation, query restriction methods are not applicable and the common practice is to
mask the data before it is released. Data masking methods broadly include noise-based
perturbation, which adds noise to the sensitive data to disguise their true values (Agrawal
and Srikant 2000, Liew et al. 1985, Lee et al. 2010, Oganian 2010); data swapping, which
involves exchange of attribute values between different records (Dalenius and Reiss 1982,
Li and Sarkar 2006b); and generalization and suppression, which generalizes the original
values to a higher level category or removes the values if generalization is inappropriate
(Samarati and Sweeney 1998, Sweeney 2002, Garfinkel et al. 2007). All these methods
attempt to preserve the utility of the masked data, as measured by various data quality
metrics.

There are two types of privacy disclosure widely accepted in the literature (Duncan and
Lambert 1989). They are identity disclosure (or re-identification), which occurs when a data
intruder is able to match a record in a dataset to an individual; and value disclosure (also
referred to as confidential class disclosure in this paper), which occurs when an intruder is
able to predict the confidential value(s) of an individual record. Related to these two types of
disclosures, the attributes of data on individuals can be classified into three categories: (i)
explicit identifiers, which can be used to directly identify an individual, including name,
social security number, phone number, and credit card number; (ii) confidential attributes,
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which contain private information that an individual typically does not want revealed, such
as salary, medical test results, and sexual orientation; and (iii) non-confidential attributes,
which are normally not considered as confidential by individuals, such as age, gender, race,
education, and occupation. However, the values of some of these non-confidential attributes
can often be used to identify individuals by matching data from different sources, resulting
in identity disclosure. Such attributes are collectively called a quasi-identifier (QI) in the
literature. For example, Sweeney (2002) found that 87% of the population in the United
States can be uniquely identified with three attributes – gender, date of birth, and 5-digit zip
code –which are accessible from voter registration records available to the public. In data
privacy research, it is typically assumed that the explicit identifiers have already been
removed from the data. Data masking is applied to QI attributes to limit re-identification and
to confidential attributes to limit value disclosure.

A class of grouping-based anonymization approaches has gained considerable popularity in
the data privacy research community. The basic idea behind these approaches is to partition
a dataset into groups of similar records and then anonymize the QI attribute values at the
group level so that the records within a group are indistinguishable. There are two popular
approaches along this line: microaggregation and k-anonymity. They have both had
significant impacts on privacy related policies and practices. The microaggregation approach
has long been used by the U.S. Internal Revenue Service and European Union’s Eurostat for
data publishing and sharing purposes (Defays 1997). The findings of k-anonymity studies
have been used to justify some of the current privacy rules in the Health Insurance
Portability and Accountability Act (DHHS 2000). This research examines a problem
associated with the microaggregation approach. Typically, microaggregation replaces the
values of the QI attributes with the group averages, while keeping the confidential attribute
values unchanged.1 This approach, however, is problematic in terms of confidential value
disclosure. We focus on the problem when the confidential attributes are categorical.

To illustrate, consider an example dataset containing nine patient records plotted in Figure 1.
For simplicity, we consider a single categorical confidential attribute, called the class
attribute. There are two numeric QI attributes, Age and Weight, and the class attribute, Test
Result, with two values: positive and negative. In Figure 1, a circle represents ‘positive’ and
a square represents ‘negative’. Suppose the minimum group size is three. Microaggregation
will cluster the data such that the data points are closer to each other (in Age and Weight)
within a group than to the points outside the group. This will result in three groups as shown
by the three loops. The problem with this grouping is that the confidential class value in
each group becomes homogeneous. It is easy to infer the test result of a patient when it is
released along with the corresponding group-average age and weight values. For example,
consider a privacy intruder who knows the age and weight of the patient represented by the
circle having the largest value for Weight (the upper right circle in Figure 1). The intruder
can then identify that this patient belongs to the group that tested positive, because the
centroid (which is released) of this group is the closest, among all groups, to that data point,
in terms of distance calculated based on age and weight.

Despite available methodologies to protect privacy, the disclosure of confidential
information is quite widespread for the types of data we study. To verify this observation,
we applied a traditional microaggregation method to a medical research dataset (Diabetes)
of 768 patient records and a salary survey dataset (Offer) of 443 records (details of these
datasets are provided in Section 6). We found that when the data were masked using

1Microaggregation can also be used for masking confidential attributes if they are numeric. However, this paper addresses the
disclosure problem when the confidential attributes are categorical. So, we assume in this paper that data masking is applied to the QI
attributes.
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microaggregation, 21.2% of the records in the medical data were assigned to groups that had
a homogeneous value in the confidential attribute. For the salary data, this number is 19.9%.
Both results indicate very high disclosure risk, and have the potential to cause serious
privacy breaches for the organizations that intend to share these data for legitimate research
and analysis.

Microaggregation is widely used in practice. However, this confidential class disclosure
problem has not been investigated in the microaggregation literature. Although a related
problem has been studied in the k-anonymity related literature, the problem we investigate
calls for a new approach suitable to the microaggregation framework where the QI attributes
are anonymized with numeric aggregation or perturbation, rather than categorical
generalization or suppression as done in k-anonymity. On another front, microaggregation
approaches have been criticized as lacking formal justification in preserving statistical
properties of the data (Winkler 2007). In particular, the use of the group-mean-substitution
method results in bias in the variance and covariance of the data, which adversely affects the
ability to conduct meaningful analysis using the data. This research provides an effective
approach to address this important data quality issue as well.

To tackle the confidential value-disclosure problem for microaggregation, we develop a
novel clustering approach that considers simultaneously the following two objectives when
clustering the data: (1) the data points within a group are more homogeneous with respect to
the QI attribute values (to ensure data quality); and (2) the confidential class values within a
group are well distributed, i.e., the distribution of confidential class values within each group
is close to the distribution of the class values for the entire data (to limit value-disclosure
risk). A clustering algorithm generally does not consider the second objective, not to
mention the combination of the two incongruent objectives. As such, the proposed clustering
approach is new to the microaggregation literature. The approach is based on a minimum
spanning tree (MST) technique, where the first objective is represented using a traditional
Euclidean distance measure while the second objective is represented using an entropy-
based distance measure. The two measures are integrated to form two separate composite
tradeoff measures, one that is used in the MST growing stage, and the other used in the
pruning stage.

To overcome the data quality problem with the traditional mean-substitution method, we
propose a novel cluster-level micro-perturbation method in masking data (of course,
perturbation also helps protect against re-identification risk). The proposed micro-
perturbation method is innovative and elegant in that it uses the data from the entire dataset
to estimate the group-level covariance matrix and thus avoids a singular matrix problem that
would very often make the estimation infeasible if only within-group data is used. We show
that the mean vector and the covariance matrix of the masked data generated using the
micro-perturbation method are unbiased estimates of the original mean vector and
covariance matrix. This provides a strong theoretical justification for the micro -perturbation
method.

This study has important management and policy implications. Information privacy has
become an imperative issue for managers and policy makers because it has a significant
impact on an organization’s ability to leverage its data assets in order to create value for
itself and its partners. The proposed approach overcomes the limitations inherent in current
practice and offers enhanced protection for privacy. For example, for the medical and salary
datasets mentioned earlier, the proposed approach can mask the data with no group having a
homogeneous class value. This can enable data managers and privacy officers of
organizations to share such data with business partners with minimal risk of disclosure of
sensitive information (i.e., value-disclosure). Furthermore, as we show in the paper, our
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approach leads to lower identity-disclosure risk and higher data quality than current
microaggregation approaches. This will further reduce risks of privacy violations and allow
organizations to safely share and publish high-quality data.

In the next section, we provide an in-depth review of related work. In Section 3, we discuss
disclosure risks when applying a clustering-based technique for masking data. In Section 4,
we develop an algorithm, based on a minimum spanning tree technique, for clustering data
with a confidential class. Section 5 elaborates on the micro-perturbation method and its
theoretical justification. Section 6 describes a set of experiments conducted on real-world
datasets that demonstrates the effectiveness of our approach. Section 7 discusses the
managerial and policy implications of this work. We conclude the paper and provide
directions for future research in Section 8.

2. Related Work
There has been a large amount of research in the areas of k-anonymity and microaggregation
in recent years. We provide details of the important works in these areas that have some
bearing on our research.

The k-anonymity approach (Samarati and Sweeney 1998) is a grouping-based
anonymization technique designed primarily for anonymizing categorical data. The basic
idea behind k-anonymity is to mask the values of the QI attributes such that the values of
these attributes for any individual matches those of at least k − 1 other individuals in the
same dataset. In this way, the identity of an individual is expected to be better protected.
However, k-anonymity focuses on re-identification risk only and does not consider
confidential value disclosure. It generalizes different but similar QI attribute values into the
same value within a group. The new values produced by the generalization operation are still
correct with respect to the generalized categories. Since confidential attribute values remain
unchanged in k-anonymity, individuals in a group, who have the same generalized QI
values, are subject to high value-disclosure risk if their confidential values are the same.

To address this issue, Machanavajjhala et al. (2006) propose a privacy principle called l-
diversity, which requires, in addition to k-anonymity, that the confidential attribute should
include at least l well-diversified values in the k-anonymized data. An entropy measure is
proposed to represent the diversity of the confidential values. The notion of l-diversity,
however, does not consider the overall distribution of the confidential attribute. So, when the
overall distribution is unbalanced, the l-diversity requirement may be difficult to satisfy.
Furthermore, since the overall distribution is usually public information, the confidential
value-disclosure risk can be high when the distribution of the l-diversified data deviates
significantly from the overall distribution. To overcome this problem, Li et al. (2007)
propose another privacy principle called t-closeness, which requires that, for each subset
with the same QI attribute values, the distance between the distribution of the confidential
attribute in the subset and the overall distribution cannot be larger than a threshold value t.
Both l-diversity and t-closeness principles consider only the confidential value disclosure.
The re-identification risk is still handled by the k-anonymity approach. As such, the l-
diversity and t-closeness principles are typically implemented on a k-anonymity algorithm as
additional constraints to the k-anonymity requirement. These multiple constraints can be
hard to satisfy; they cause large group sizes, which is undesirable in terms of information
loss (Machanavajjhala et al. 2006, Li et al. 2007).

There are several follow-up studies along the lines of k-anonymity, l-diversity and t-
closeness. Ghinita et al. (2007) propose a fast algorithm to achieve k-anonymity along with
l-diversity, but the algorithm is not designed to implement the t-closeness principle.
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Rebollo-Monedero et al. (2010) propose a framework that masks data to minimize an
information-theoretic measure similar to t-closeness. However, their approach is not based
on grouping of data and thus does not address the confidential class disclosure caused by
data grouping, which is the problem investigated in this study.

The k-anonymity, l-diversity and t-closeness approaches focus primarily on categorical data.
When an attribute is originally captured in numeric form, these approaches convert the
numeric values into intervals and then treat the intervals as categorical values. The
conversion causes information loss and arithmetic operations are no longer applicable to the
converted interval values. The information loss problem is more significant when
considering that the hierarchies of the categories (intervals) for generalizing numeric values
are typically specified a priori. Due to these concerns, the conversion practice is not
desirable for numeric QI attributes and has in fact been criticized as “completely unsuitable
for continuous attributes” (Domingo-Ferrer and Torra 2005, p.195). Microaggregation is
preferred to k-anonymity for such data.

Microaggregation masks data by first clustering the data into groups of similar records and
then replacing the QI attribute values with a group-level aggregated value such as the group
average (Domingo-Ferrer and Mateo-Sanz 2002, Laszlo and Mukherjee 2005). The basic
idea behind microaggregation in terms of (re-identification) disclosure protection is similar
to that of k-anonymity with the distinction that the former applies primarily to numeric data
while the latter to categorical data. Because the data is masked within each cluster, data
utility for the entire dataset is expected to be reasonably preserved. Domingo-Ferrer and
Torra (2005) propose a microaggregation framework that can deal with both numeric and
categorical data (by representing categorical values in 0–1 format). Li and Sarkar (2006a)
propose a clustering-based method for masking numeric data using an efficient kd-tree
technique. Other computational issues with microaggregation are addressed in Domingo-
Ferrer et al. (2008).

To preserve data utility, all these clustering-based approaches attempt to cluster the data
such that the data points within a group are more similar than those between groups. As a
result, confidential attribute values in a group are also similar, even when they are not used
in clustering the data. This leads to higher disclosure risk for the confidential data, as
illustrated in Figure 1. This problem is similar to that examined by t-closeness studies except
that in t-closeness the masked QI attributes are categorical. In practice, there are usually
many numeric QI attributes (either continuous or discrete), such as age, weight, height,
education level, work experience in years, etc. As discussed earlier, the t-closeness approach
is not appropriate in this situation since the underlying k-anonymity algorithm requires
conversion of numeric values into categories. Furthermore, this difference in data type
affects the identity-disclosure risk. When numeric QI attributes are generalized into
categories and released, a privacy intruder can correctly identify which group a target
individual belongs to if the intruder knew the actual QI values of the individual. However,
this is not true with microaggregation when the numeric QI attributes are replaced by group
averages, because a data point is not necessarily assigned to the group whose center (group
average) is the closest to the point; this is because of the group size constraint imposed in
microaggregation. Thus, due to the information loss and identity-disclosure risk concerns, an
effective approach for the problem should be based on a microaggregation approach that
maintains the QI attributes in their numeric form. Existing t-closeness methods are not
satisfactory in this respect.

A criticism leveled against microaggregation approaches is that, due to their nonparametric
nature, there is a lack of analytical justification for the statistical properties of the masked
data (Winkler 2007). Most noticeably, the use of group averages to replace individual values
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in microaggregation results in a reduction in variance and distortion in relationships between
attributes in the masked data. The only study we found that formally addresses this issue is
the one by Domingo-Ferrer and Gonzalez-Nicolas (2010). They propose a method, called R-
microhybrid, that replaces the original data with synthetic data generated based on the mean
vector and covariance matrix of the data in each group. R-microhybrid preserves exactly the
mean vector and covariance matrix in each group. Consequently, the mean vector and
covariance matrix of the entire dataset are also preserved. A method proposed by Burridge
(2003) is used for synthetic data generation at the group level; other data generation methods
that preserve the mean and covariance matrix can also be used. R-microhybrid implicitly
assumes that all QI attributes are continuous. When the QI attributes include binary type
(e.g., gender) or discrete numeric type with limited values (e.g., education level), the within-
group covariance matrix can easily become singular due to identical values of these
attributes within the group. In this case, R-microhybrid cannot compute the covariance
matrix required to generate the synthetic data. Even if all the QI attributes are truly
continuous, R-microhybrid will still require the number of records in a group to be larger
than the number of the QI attributes, in order to compute the covariance matrix.

It should be noted that R-microhybrid does not consider the confidential value disclosure
problem examined in this research. Another issue with R-microhybrid pertains to its idea of
preserving exactly the mean vector and covariance matrix at the group level. Given that the
mean vector and covariance matrix for the entire dataset are generally considered to be
public knowledge, it is certainly desirable to preserve such overall statistics in the masked
dataset. However, preserving these statistics exactly in each group can increase disclosure
risk. Burridge (2003) points out that his data obfuscation method will not work well when
the attributes are highly linearly correlated, because in this situation the synthetic data points
generated will be very close to the original points. This scenario is more likely to occur for
the group-level data since non-linear and non-monotonic relationships are removed or
significantly reduced at the group level.

In this study, we examine ways to address the confidential value disclosure and statistical
property preservation problems discussed above. The bi-objective clustering approach we
develop is clearly different from traditional clustering approaches that only try to cluster
data into groups of similar data points without considering the confidential value
distribution. To preserve the statistical properties of the data, we derive the amount of bias in
variance-covariance statistics caused by traditional microaggregation methods and use the
derived statistics for micro-perturbation. Unlike R-microhybrid, our method does not require
any condition on group size (with respect to dimensionality).

3. Confidential Class Disclosure Risk in Microaggregation
Microaggregation involves partitioning a dataset of N records into groups such that each
group contains at least m records. That is,

(1)

where G is the number of groups and ng is the number of records in group g. The purpose of
partitioning data into groups is to use the group-level aggregated data in place of individual
values for data release. Microaggregation attempts to minimize information loss due to the
aggregation, subject to the group size constraint. Let xgi (i =1,…,ng; g =1, …,G) be the ith
record in group g and x̄g be the mean vector for group g. The information loss can be
measured using the within-group sum of squared errors:
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(2)

For a given dataset, the total sum of squared errors,

(3)

is a constant (where X̄ is the overall mean vector). It is then more convenient for
microaggregation to use SSE/SST, which is a value between 0 and 1, for measuring
information loss. Therefore, microaggregation problems can be viewed as minimizing SSE/
SST subject to the group size constraint in (1). Note that SSE decreases as the number of
records in each group decreases. So, minimizing SSE effectively forces the group size to be
as close to m as possible. In microaggregation (as well as in k-anonymity), the re-
identification risk is measured by the group size. We will also use the group size for the
same purpose.

To deal with the confidential class disclosure problem described in Section 1, we propose an
approach that attempts to cluster the data such that the frequency distribution of the class
values within each group is as close to the overall distribution as possible. At the same time,
we still want to minimize the information loss as measured by SSE/SST, subject to the group
size constraint. We call this a “class restricted” clustering approach. Figure 2 shows how the
same data points in Figure 1 will be clustered by our proposed approach. With this grouping,
the class distribution for each group is identical to the overall class distribution (i.e., 1/3
‘positive’ and 2/3 ‘negative’).

Based on the t-closeness principle, the value-disclosure risk of a record in a group should be
viewed as low when the class distribution of the group is close to the overall class
distribution, while the risk is high when the class distribution of the group is further away
from the overall class distribution. To measure the value-disclosure risk for records in a
group with this desired property, we first consider a measure, based on the well-known
Kullback-Leibler divergence (KLD) (also known as relative entropy, Kullback 1959), as
defined below.

Definition 1
Let C be the number of classes of the confidential attribute. Let Fk and fgk (k =1,…,C; g =1,

…,G; Fk > 0, ∀k), where  and , be the frequency distributions of the
class values in the full dataset and in a group g, respectively. The group KL-divergence of g
is defined as:

(4)

KLD is a convex function of f (F is fixed for a given dataset), which attains its minimum
value of zero if and only if fgk = Fk, ∀k (Kullback 1959). This property satisfies a
requirement for the risk measure described above – the value-disclosure risk should be at the
minimum when the frequency distribution of the class values in a group is the same as the
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overall distribution. However, KLD is not a true distance metric because it does not satisfy
the properties of symmetry and triangle inequality (Lin 1991). It is also not easy to
normalize the KLD values because the maximum KLD value for a given dataset depends on
how the data are grouped. Since our problem involves a tradeoff between a traditional
distance measure (e.g., Euclidean distance) used for clustering data and the group
divergence measure, it is desirable that this divergence measure is normalized and also
meets the basic properties of a distance metric. Given this consideration, we propose using
the Jensen–Shannon divergence (JSD) measure, first introduced by Lin (1991), as follows.

Definition 2
The group JS-divergence for group g is defined as:

(5)

where M is the average of f and F, i.e., Mgk = (fgk + Fk)/2, k = 1,…, C; g = 1,…,G.

Because JSD is a convex combination of two KLD measures, it is also convex and has the
same attractive property as that of KLD when it reaches the minimum value of zero. In
addition, JSD is symmetric and its square root satisfies the triangle inequality condition. JSD
values range between zero and one. Therefore, it can be regarded as a normalized distance
measure. Below, we calculate the JSD value for each group in Figures 1 and 2 as follows:

Let subscripts 1 and 2 represent the circle and square classes, respectively. Then, the overall
class distribution is F1 = 3/9 = 0.333, and F2 = 6/9 = 0.667. For the all-circle group in Figure
1, fall-circle, 1 = 3/3 =1, and fall-circle, 2 = 0. So,

Therefore,

Similarly, for each of the two all-square groups in Figure 1,

Each group in Figure 2 has one circle and two squares. Therefore,

since Mmixed, k = fmixed, k = Fk (k = 1,2).
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The mixed group in Figure 2 has the lowest value-disclosure risk because its class
distribution is the same as the overall class distribution. The all-circle (positive) group in
Figure 1 has the highest risk because its class distribution differs the most from the overall
distribution. The JSD measure is used along with the Euclidean distance in our proposed
class restricted clustering method.

4. Class Restricted Minimum Spanning Tree for Clustering
Domingo-Ferrer and Mateo-Sanz (2002) have shown that the globally optimal
microaggregation problem, as characterized by Equations (1), (2) and (3), is computationally
prohibitive. Several clustering-based approaches have been developed to solve the problem
efficiently. The objective functions of traditional clustering problems are essentially the
same as that of microaggregation. The constraints for clustering problems, however, are
somewhat different from those of microaggregation as shown in Equation (1). For instance,
the well-known k-means clustering approach has an equality constraint on the number of
groups, while microaggregation has a lower bound constraint on the number of records in
each group. As a result, the k-means clustering approach is not appropriate for
microaggregation. A hierarchical clustering approach, however, can be adopted for
microaggregation. A representative of such an approach is the one proposed by Laszlo and
Mukherjee (2005), which is based on partitioning a minimum spanning tree (MST). Given a
graph of N vertices, a spanning tree contains a group of N −1 edges that connect all vertices
of the graph. An MST is a spanning tree with minimum total edge length. When the MST is
used for data clustering, each vertex represents a data point (record) and the length of an
edge is the distance between the two related data points. Figure 1 shows an MST with a
group of eight edges (line segments) for the nine vertices.

In the context of microaggregation, an edge in an MST is said to be removable if all of the
subtrees (subgroups) formed by cutting this edge contain no fewer than the specified
minimum number of vertices (which is m in Equation 1). The algorithm by Laszlo and
Mukherjee (2005) first constructs an MST from the full dataset. It then iteratively cuts the
longest removable edge in the MST to form clusters for microaggregation. The method,
however, does not address the confidential class issue.

In our class-restricted microaggregation problem, there are two objectives. The first is to
minimize information loss in masked data as measured by the Euclidean distance, which is
essentially the same as for traditional microaggregation. In this study, we use normalized
Euclidean distances, which scales the numeric QI attribute values to the range [0,1]. For
categorical QI attributes, the difference between two attribute values is defined as zero if
they are the same, and one otherwise, which is a standard practice in clustering (Domingo-
Ferrer and Torra 2005). The distance is then normalized by dividing it by the number of
attributes. The second objective is to minimize the group class divergence after clustering.
This aspect can be captured by the JSD measure after the groups are formed. During the
construction of an MST, however, it is not known how the groups will eventually be
structured. Since groups are formed by iteratively cutting the edges in the MST, it is
desirable for neighboring vertices in the MST to have well-distributed class values. This
idea is implemented in our proposed MST-based algorithm, described next.

We use Prim’s algorithm (Prim 1957) for building an MST, which expands the tree by
adding a vertex with the smallest edge length to a vertex already in the partially completed
MST. In the process of constructing an MST, let e(u,v) be a candidate edge that connects a
vertex u already in the partial MST and a vertex v not in the partial MST. In Figure 3, for
example, vertices 1 through 4 are already in the partial MST (connected by solid lines) while
vertices 5 and 6 are not. So, u ∈ {1, 2, 3, 4} and v ∈ {5, 6}. Let u be vertex 2 and v be vertex
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5. Then e(2, 5) is a candidate edge (out of many possible candidate edges). Prim’s algorithm
uses a data structure called priority queues to efficiently identify all candidate edges for a
partial MST. The candidate edge with the smallest length is then selected and added to the
partial MST. Our algorithm follows the same idea in identifying and selecting candidate
edges except that the edge length is defined as a weighted sum of the Euclidean distance and
the JSD distance.

To compute the JSD distance, we need to specify a group of related data points. Let b ≥ 2 be
a prespecified number (a natural choice for b would be the group size m). We define the b-
nearest neighbors of a candidate edge e(u,v) to be a set of vertices that include u, v, and the
first b − 2 vertices that are encountered by a breadth-first search within the partial MST
starting from vertex u (at the beginning, the partial MST may contain fewer than b − 2
vertices, in which case all vertices in the partial MST will belong to the nearest neighbors).
If there are multiple vertices that have the same “degree of separation” from u, the Euclidean
distance is used to break such a tie. In Figure 3, the 2-nearest neighbors of e(2, 5) are the
two end-points of the edge, vertices 2 and 5. The 3-nearest neighbors of e(2, 5) can be either
{2, 5, 1} or {2, 5, 3}. The latter is selected since e(2, 3) is shorter than e(2, 1) in terms of the
Euclidean distance. The 4-nearest neighbors of e(2, 5) are vertices {2, 5, 1, 3}. We define
the nearest neighbors based on the breath-first search because records in such a
neighborhood are likely to be grouped together eventually when the MST is partitioned to
form the subtrees (clusters).

For each candidate edge, our algorithm identifies its nearest neighbors in the partial MST
and calculates the JSD value based on the class distribution of the corresponding (nearest
neighbor) records. Consequently, there are two “distance” measures corresponding to each
candidate edge: the Euclidean distance and the JSD distance. Both distances are normalized
to have values in the range [0, 1]. The class restricted MST is built using a composite
measure representing the tradeoff between these two aspects.

Definition 3
Given a partial MST and a candidate edge e, let Le be the normalized Euclidean distance of
e. Let B(e) represent the group of nearest neighbors of e in the partial MST (with a
prespecified group size b). The composite distance (CD) of e is defined as

(6)

where α ∈ [0, 1] is a weight parameter and JSDB(e) follows from Definition 2.

The weight parameter α represents the tradeoff between the Euclidean and JSD distances. In
general, the larger the α value is, the more similar a CD-based MST is to a traditional MST,
which implies more emphasis on grouping similar data records together and less emphasis
on the divergence of the classes in a group. If the class distribution in B(e) is already well
distributed, then JSDB(e) will be small and the CD value will depend largely on the
Euclidean distance. In our MST-based algorithm the default α value is set to 0.5 to assign an
equal weight to the Euclidean and JSD distances. We discuss the effect of the parameter α in
Section 6.

The CD measure can be used instead of the Euclidean distance to build a class-restricted
MST. The measure, however, is computed dynamically during the process of MST
construction and it depends on the partial MSTs and candidate edges. It becomes undefined
once the MST is complete. Hence, it cannot be used for cutting the edges of the MST to
form the data clusters. While it is possible to simply use the Euclidean distance for the
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purpose of removing edges, for our problem it will be more appropriate to use a distance
measure that also considers the class distribution. We describe such a measure next.

When a set of data is partitioned, the ensuing subsets typically become more homogeneous
in class values. To measure this difference in homogeneity before and after partitioning, we
define the weighted JSD of a parent group as follows.

Definition 4
Let p be a parent group containing s subgroups, labeled as 1,…, s. Let n and ng (g = 1,…, s)
be the number of records in p and in each subgroup, respectively. The weighted JSD of the
group p is defined as

(7)

For example, in Figure 1, assuming the parent group is the entire dataset, the weighted JSD
is

whereas it is zero with the subgroups in Figure 2.

The weighted JSD has the following property with respect to the group JSD.

Lemma 1
The weighted JSD of the subgroups is always larger than or equal to the parent group JSD;
i.e.,

(8)

The proofs of this lemma and all other lemmas and theorems are provided in the Appendix.
With the weighted JSD and its property described in Lemma 1, we can define a measure that
takes both the Euclidean distance and class distribution into account for partitioning the
MST.

Definition 5
Let e be an edge in the MST, Le be the Euclidean distance length of e, and pe be the parent
group before cutting e. The divergence/length ratio is defined as:

(9)

The numerator, WJSDpe(·)− JSDpe(·), is the increase in class divergence due to cutting e,
resulting in two subgroups. So, re will be small when the increase in divergence is small
and/or the Euclidean distance Le is large. Therefore, given an MST, the edge with minimum
re value should be cut first to obtain two subtrees (representing two subgroups of data). This
process continues for each of the subtrees until no edge is removable (an edge is removable
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if all of the ensuing subtrees contains no fewer than the specified minimum number of data
points). This will result in clustered data that satisfy the group size constraint in (1).

Our algorithm, called CREST (for Class REstricted Spanning Tree), is described in Figure 4.
In terms of computational complexity, Prim’s algorithm for constructing MST is of order
O(N2), where N is the number of records in the dataset. Finding the b nearest neighbors for
computing the composite distance takes O(b) time. So, Step 1 takes O(bN2) time, which is
practically still of order O(N2), since b is typically several orders of magnitude smaller than
N. The edge-cutting operation in Step 2 involves identifying the edge with minimum re and,
if the edge is cut, updating the counts of the related records and classes. This step takes O(N)
time in the worst case scenario. So, the worst-case time complexity for the whole edge-
cutting phase (Steps 2 and 3) is of order O(N2), which is also the case for the entire
algorithm.

We should point out that there is a key difference between our MST-based approach and that
of the t-closeness-based approaches in terms of the problem and model formulation. In our
approach, both the composite distance (6) and the divergence/length ratio (9) are measures
of tradeoff between value-disclosure risk and information loss, which are set as objectives to
be optimized in the two phases of the clustering process respectively. In approaches based
on t-closeness, the objective is only to minimize information loss; value-disclosure risk is
considered as a constraint by specifying the t parameter, in addition to the minimum group
size constraint. These approaches rely only on increasing the group size to satisfy both
constraints. As a result, t-closeness-based approaches often cause large group sizes that are
undesirable (Li et al. 2007). In our MST-based approach, disclosure control is achieved not
only by increasing group size, but also by forming groups with a good mix of the class
values. Therefore, it should be able to attain a better tradeoff between value-disclosure risk
and information loss.

5. Micro-Perturbation Approach
In most clustering-based data masking methods, identity-disclosure control is achieved by
replacing the values of the QI attributes in a group with the group-average value of the
corresponding attribute (Domingo-Ferrer and Mateo-Sanz 2002, Laszlo and Mukherjee
2005, Li and Sarkar 2006a). This mean-substitution method, however, results in a reduction
in variance and distortion in relationships between attributes in the masked data. To
overcome this problem, we propose a group-level micro-perturbation method that preserves
the mean vector and covariance matrix of the data masked. The covariance matrix, which
includes variance and covariance components, is an important measure of variation in each
attribute and of the relationships between different attributes.

Noise-based perturbation methods add noise to the original data to disguise their true values.
One limitation of this approach is that the perturbation mechanisms typically depend on
some assumptions about the properties of the data, such as normality or monotonicity (Liew
et al. 1985, Agrawal and Srikant 2000). This can cause data utility to deteriorate when the
assumptions are violated. Another limitation is that the variance of the perturbed data is in
general larger than that of the original data. The perturbation methods are usually applied to
the entire dataset instead of to a partitioned set (an exception is the method proposed by
Domingo-Ferrer and Gonzalez-Nicolas (2010) that we discuss next). Since the mean-
substitution method causes reduction in variance and distortion in covariance, we introduce
a novel approach that adds noise after aggregation to each partitioned group to offset the
reduction in variance and the distortion in covariance. This idea can be implemented by
directly replacing the data for each group using a statistical distribution with the mean equal
to the group-average and an appropriate amount of noise that represents the distortion in
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variance-covariance statistics caused by the group-average substitution. We provide in
Theorems 1 and 2 below some important analytical results with regard to the parameters of
the noise to be added at a group level.

Theorem 1
Let X be the original data to be perturbed and Y be the perturbed version of X. If perturbed
data is generated for each group g using a multivariate distribution with the group mean
vector x̄g, then the sample mean vector on the entire perturbed data, Ȳ, is an unbiased
estimator of the original mean vector μ; i.e.,

(10)

Next, we discuss the sample covariance parameters for the perturbed data. Domingo-Ferrer
and Gonzalez-Nicolas (2010) propose a data masking method that preserves the mean vector
and covariance matrix in each group. We have earlier discussed a key limitation of their
method; that is, when the attributes are of binary type or discrete numeric type with limited
values, the within-group covariance matrix can easily become singular due to identical
values of these attributes within a group. There exist a few estimation methods to deal with
the singular covariance matrix problem (e.g., Ledoit and Wolf 2003), but none of them are
unbiased for the original covariance matrix. We propose an unbiased estimator based on the
unique nature of the clustering-based approach. This unbiased estimator can be used for
binary and numeric attributes (continuous or discrete), regardless of what condition exists
between the group size and the number of attributes.

Let Sx be the sample covariance matrix with its (j,h) element sjh = s(Xj, Xh) being the

covariance between Xj and Xh. Let  be the (j,h) element of the sample covariance
matrix when the original data values in group g (g = 1,…,G) are replaced by the respective

group average x̄g. In other words,  is an element of the covariance matrix calculated
from the entire dataset that has been masked by a traditional microaggregation method (note
that it is not the “within-group” covariance, which of course becomes zero in this situation).
Theorem 2 below provides group-level covariance parameters for micro-perturbation that
lead to perturbed data whose sample covariance matrix is an unbiased estimator of the
original covariance matrix.

Theorem 2
If perturbed data is generated for each group independently using a multivariate distribution
with mean vector x̄g and covariance matrix SΔ whose (j,h) element is

(11)

then the sample covariance matrix based on the entire perturbed data, Sy, is an unbiased
estimator of the original covariance matrix Σ; i.e.,

(12)
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Corollary 1
If perturbed data is generated for each group independently using a distribution with the
parameters specified in Theorem 2, then the sample variances on the perturbed data are
unbiased estimates of the original variances.

The corollary follows immediately from the fact that the variances are the diagonal elements
of the covariance matrix.

The micro-perturbation procedure can be implemented by generating perturbed data for each
group using a distribution (e.g., multivariate normal) with mean vector x̄g and covariance
matrix SΔ. The complete algorithm, which is called CAMP-CREST (for Clustering And
Micro-Perturbation with Class REstricted Spanning Tree), is given in Figure 5. Note that the
confidential class attribute is not subject to masking. To mask J quasi-identifier attributes,
Step II of the algorithm takes O(NJ) time, while Step I takes O(N2) time as explained earlier.
Since J is much smaller than N, the time complexity for the entire CAMP-CREST algorithm
is of order O(N2).

The use of the multivariate normal distribution in generating perturbed data may suggest that
the perturbed data follows a multivariate normal distribution, which would be problematic if
the original data is not normally distributed. This is not the case, however. In micro-
perturbation (as well as in microaggregation), the number of clusters is typically much larger
than the number of data points in a cluster. Therefore, the distribution of the entire perturbed
data is dictated by the distribution of the clusters, not by the distribution used for micro-
perturbation. If we view each cluster geometrically as a packed data object represented by its
center, then the joint distribution of the clusters remains the same before and after micro-
perturbation, because perturbation is performed within each cluster and, by Theorem 1, the
center of each cluster remains statistically unchanged. The choice of a distribution for
micro-perturbation affects data distribution only within each cluster, and has little impact on
the distribution across clusters (i.e., the “macro” structure of the distribution). As a result,
the joint distribution of the entire dataset is reasonably preserved. This is achieved without
assuming any knowledge about statistical distributions of the original data.

Micro-perturbation uses the same covariance matrix SΔ to perturb the data for all groups.2

One may argue that the covariance matrix used for each group should be as close to the
original covariance matrix for the group as possible. However, as we have explained earlier,
released data generated this way may be very close to the original data. Our method avoids
this problem because SΔ is derived independent of “local” covariance information. Using the
same covariance matrix for all groups indeed distorts the covariance structure within each
individual group. But this is necessary in order to enhance protection against re-
identification. The objective of a data masking approach with respect to data quality is to
preserve the statistical properties of the entire dataset, rather than those of individual groups.
In our approach, this objective is achieved by capturing the “macro” structure of the
distribution with a clustering mechanism and by using perturbation parameters that are
designed to preserve data quality for the entire dataset. The task at the group level focuses
instead on reducing re-identification risk.

6. Experiments
We conducted a set of experiments on three real-world datasets to evaluate the proposed
approach. We describe the data and performance measures first, and then present and
analyze the experimental results.

2SΔ is the same for a given group size m, but it varies with different m values.
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6.1 Experimental Setup
We first describe the datasets used in our experiments. The Association for Information
Systems conducts annual surveys of MIS faculty salary offers (Galletta 2004). We selected
the offer data from 1999 to 2002 (attributes are consistent for these four years and somewhat
different for the other years). The dataset, called Offer, consists of 443 records of faculty
members who received offers during the period. There are 11 attributes, including salary
offered, position, course load, number of years teaching, region, year indicator, etc. They are
mainly of binary or discrete numeric type and thus can be easily handled by the algorithms
used in the experiment. The confidential class attribute is salary offered; its numeric values
were grouped into two classes with approximately balanced class distribution.

The second dataset, Diabetes, contains 768 records of female patients, with 9 attributes,
including age, number of times pregnant, and several numeric medical measures (Asuncion
and Newman 2007). The confidential class attribute is test result, which has two classes:
positive (34.9%) and negative (65.1%).

The third dataset, Medicare, contains 4,406 records of individuals who are covered by the
Medicare insurance program (Deb and Trivedi 1997). It has 22 attributes, including age,
gender, race, education, marital status, family income, employment status, number of visits
to a physician office, number of visits to an emergency room, number of hospital stays,
additional health insurance coverage information, etc. The confidential class attribute is
individuals’ chronic conditions, which has three classes: zero chronic disease (23.3%), one
disease (34.0%), and multiple diseases (42.7%). All of the non-class categorical attribute
values had been preprocessed with 0–1 coding by the data provider, making the data
appropriate for numeric operations.

The problem we study is new to the literature, and there are no existing approaches that can
be compared directly. The problem addressed by the t-closeness approaches appears to be
the closest to the confidential class disclosure problem we study. The t-closeness principle
(Li et al. 2007) is not tied to a specific k-anonymity or microaggregation algorithm. We
implemented, as our benchmark, a t-closeness approach on a microaggregation algorithm.
This algorithm first constructs an MST from the full dataset. It then iteratively cuts the
longest removable edge in the MST to form subgroups, where an edge is said to be
removable if the two subgroups formed by cutting this edge satisfy both the minimum group
size and t-closeness conditions. The benchmark algorithm is different from that of Laszlo
and Mukherjee (2005) in that it considers not only the k-anonymity/microaggregation
requirements but also the t-closeness principle in forming clusters. Thus, the benchmark
combines stat e-of-the-art procedures for preventing re-identification and value disclosure,
and is appropriate for comparison with the proposed method. The class attribute is not used
in constructing the MST in the benchmark. The mean-substitution method is used to mask
the data.

Because Step 1 of the CREST algorithm (Figure 4) takes relatively longer time (due to the
search for the nearest neighbors) than the remaining part of the CAMP-CREST algorithm,
we also tested an alternative algorithm that replaces this step with a standard MST
procedure. We call this variant a “Partial CAMP-CREST” algorithm, which relies on Step 2
of the CREST algorithm to obtain good group-level class distributions during the MST
partitioning phase. For simplicity, we assume all non-confidential attributes are QI attributes
and thus subject to masking. The confidential class attributes are not masked.

To assess re-identification risk, we use a measure, called record linkage, proposed by
Pagliuca and Seri (1999). This measure uses the Euclidean distance between a record shown
on an original data file and that shown on the corresponding masked file. A record in the
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masked file is said to be “linked” if the record closest to it in the original file is indeed the
corresponding unmasked record. A record in the masked file is “second closely linked” if
the second closest record in the original file is the unmasked record. The record linkage
measure is defined as the percentage of records that are either “linked” or “second closely
linked”. In our experiment, the record linkage value is calculated on the QI attributes. So, a
smaller value for this measure indicates lesser re-identification risk. We use this record
linkage measure since it has been used in many microaggregation and related studies (e.g.,
Domingo-Ferrer and Torra 2001, and Li and Sarkar 2006, among others).

To assess whether the class distribution in each group is well distributed, which relates to
the confidential value disclosure risk, we use a measure based on the classical chi-square
statistic, defined as:

(13)

where Nk and ngk are the number of records with the kth class in the full dataset and in group
g, respectively. The X2 statistic measures the closeness between the class distribution of a
group (in terms of class count) and the ideal class distribution for the group, averaged over
all groups. Clearly, the smaller the X2 value, the smaller the value-disclosure risk for the
individual class values in a group, as the class distribution in the group is closer to the
overall class distribution. This measure is related to the clustering part of the methods being
compared.

Data quality is measured by information loss due to data masking. Univariate information
loss is measured using two metrics, average absolute bias in mean (ABIM) and average
absolute bias in standard deviation (ABISD). Multivariate information loss is measured using
average absolute bias in correlation (ABICO). These measures are defined below, based on
Adam and Wortmann (1989), and Domingo-Ferrer and Torra (2001):

(14)

(15)

(16)

where s(Xj) and s(Yj) are standard deviations calculated on the original and masked data
respectively, and r(Xj, Xh) and r(Yj,Yh) are the correlations between attributes j and h
calculated on the original and masked data respectively (the number of such correlations is
J(J−1)/2). The absolute values are taken in the above definitions to prevent positive and
negative biases over different attributes from canceling out. A small ABIM, ABISD or
ABICO value indicates that the means, standard deviations, or correlations for the masked
data are on average close to those for the original data. Clearly, the smaller the ABIM,
ABISD and ABICO values, the smaller the information loss in mean, standard deviation and
correlation.
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The results of CAMP-CREST and Partial CAMP-CREST vary somewhat with different
random number seeds (the seeds are needed in the micro-perturbation part of the CAMP-
CREST algorithm). Therefore, these two algorithms were run five times for each dataset,
with a new random number being generated each time. The average results are reported.
Comparisons of different masking methods should be made in terms of both types of
disclosure risk and the information loss measures (i.e., the two disclosure risk measures and
three information loss measures mentioned above). Without an appropriate setup, it is
possible that one method outperforms another method on some measures while
underperforming on the other measures, leading to difficulty in making unambiguous
comparisons. To facilitate the comparisons across multiple criteria, we used the record
linkage measure as the primary control factor in the experiments. In general, the record
linkage value increases as the group size decreases. Therefore, for each dataset we adjusted
the group sizes for the different methods to produce masked data such that the record
linkage values for all three methods were about the same. We started with a very small
group size, calculated the record linkage value on the masked data, and then increased the
group size to get the record linkage at a target level (the reported experiments consider the
record linkage rate at two levels, approximately 5% and 1%). A smaller group size generally
results in smaller values for the ABIM, ABISD and ABICO measures. For the benchmark,
given a specified minimum group size, a smaller t value typically results in larger group
sizes and thus a smaller record linkage value. Therefore, we also adjusted the t value (along
with the group size) to get the record linkage at the target levels. For the same record linkage
level, the X2 values with the benchmark are typically larger than those with the proposed
methods. In this way, we have ensured that the proposed methods performed no worse than
the benchmark in terms of both disclosure risk measures. It is then easy to evaluate the
performances of the three methods on the information loss measures.

6.2 Performance Evaluation
The results of the experiments are shown in Table 1. The total number of records in each
dataset is shown below the dataset name. The record linkage rate is obtained by dividing the
number of linked records by the total number of records in the dataset. For example, the
number of linked records with the benchmark for Offer is 20 when the record linkage rate is
4.97%. It is clear that the proposed methods can achieve much better data quality with
smaller disclosure risks than the benchmark. Note that the X2 values with Partial CAMP-
CREST are larger than those with CAMP-CREST, other things approximately equal. As
mentioned earlier, Partial CAMP-CREST replaces Step 1 (growing the MST using the
composite measure) of the CREST algorithm with a standard MST procedure; i.e., it sets α
= 1 in Equation (6). The results for the complete CAMP-CREST were obtained using the
default parameter value α = 0.5. Therefore, the impact of this parameter can be observed by
comparing the results of the two methods.

The X2 values associated with CAMP-CREST are substantially smaller than those with the
benchmark, which indicates lower confidential value disclosure risk. The differences
between the benchmark and CAMP-CREST can be explained by the difference in the
problem and model formulation. As mentioned earlier, for the benchmark, value-disclosure
is limited only by increasing the group size to satisfy both the group size and t-closeness
constraints. In CAMP-CREST, value-disclosure is limited not only by increasing the group
size, but also by forming groups with a good mix of the classes in the MST growing stage.
As a result, CAMP-CREST has attained lower value-disclosure risks with about the same or
smaller re-identification risks.

In terms of the information loss measures, CAMP-CREST and Partial CAMP-CREST show
small deviations in mean (ABIM) on all datasets, which is due to the randomness from
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perturbed data. Such deviations are generally acceptable in practice (Liew et al. 1985,
Aggarwal and Yu 2008). For the ABISD and ABICO measures, both CAMP-CREST and
Partial CAMP-CREST significantly outperform the mean-substitution-based benchmark
method. This indicates that the joint distributions of the dataset are much better preserved by
the proposed methods than by the mean-substitution method. Note that there are only small
differences between CAMP-CREST and Partial CAMP-CREST in all three information loss
measures. This is because they both implement the same micro-perturbation approach for all
the QI attributes, on which the three measures are computed.

When the record linkage rate is reduced from about 5% to 1%, the ABISD and ABICO
values associated with the benchmark increase considerably. This pattern does not occur for
CAMP-CREST and Partial CAMP-CREST; instead, the values of all three information loss
measures remain relatively stable as the record linkage rate decreases. Thus, the proposed
methods can attain lower re-identification risk without much loss in data quality, which is an
important advantage.

In terms of computing time, the benchmark and Partial CAMP-CREST are about the same.
CAMP-CREST runs slower than the other two algorithms although all three algorithms run
in O(N2) time. As discussed earlier, this is due to the search for the nearest neighbors in Step
1 of the CREST algorithm (Figure 4). Therefore, for large amounts of data, if runtime is a
concern, the Partial CAMP-CREST can be a good alternative for the complete CAMP-
CREST.

7. Managerial and Policy Implications
The proposed approach has significant management and policy implications. To further
demonstrate the implications on re-identification and value-disclosure risks, we used a
traditional microaggregation method to mask the Diabetes and Offer datasets with a
minimum group size of 5. In the masked Diabetes dataset, 83 out of 768 records (10.8%)
were correctly linked to the original records, and perhaps more strikingly, 163 records
(21.2%) were assigned to groups that had a homogeneous value in the class attribute (Test
Result). For the Offer data, 71 out of 443 records (16.0%) were correctly linked and 88
records (19.9%) were assigned to groups having a homogeneous value in the class attribute
(Salary Offered). With the proposed technique, we could easily generate masked data for
both datasets such that none of the groups had homogeneous class values and there were
fewer than 1% linked records. This was achieved with the same or lesser information loss.

The unbiasedness property of our micro-perturbation approach has an important implication
in the tradeoff between re-identification risk and data quality, as explained below using the
Diabetes data. We generated masked data with record linkage rate that decreases from 10%
to 1% with a 1% decrement each time, by gradually increasing the group size. We then
recorded the corresponding ABICO values using the benchmark and micro-perturbation,
respectively. The results are shown in Figure 5. It can be clearly observed that while the
ABICO value with the benchmark increases considerably as record linkage decreases, the
ABICO value with micro-perturbation only increases a little. So, with the proposed methods
the user can afford to mask the data to a great extent to keep re-identification risk low
without sacrificing much on data quality. Thus, the proposed method has a significant
advantage over the benchmark in terms of tradeoff between re-identification risk and data
quality.

In terms of practical implementation, the proposed technique is easy to use even by non-
technical users because the only essential input parameter is the minimum group size. In
microaggregation and k-anonymity, it is common to use a group size of between 3 and 10
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records (Domingo-Ferrer and Mateo-Sanz 2002, Laszlo and Mukherjee 2005). In general,
the smaller the group size, the closer the masked record to the original record, and the higher
the re-identification risk. A user can start with a small group size (e.g., three records),
calculate the record linkage value on the masked data, and then increase the group size to get
the re-identification risk at a planned level. The α parameter is a weighting measure that is
easy to understand (Partial CAMP-CREST algorithm does not need the parameter at all).
The t parameter in t-closeness, however, is not intuitive; its upper bound is not obvious, and
it often results in group sizes that are several multiples of the specified minimum size.
Therefore, data privacy policies and procedures can be easily set by managers and policy
makers with the proposed technique. In addition, we also provide alternative choices for the
user to either perturb the data or produce k-anonymized data, and also to speedup runtime
for large datasets.

As data-sharing is being increasingly considered in practice, there is a rising public
sentiment that individual privacy is being severely eroded. The proposed approach will
reduce the risks of re-identification of individuals from de-identified data, while also
protecting the values of their confidential attributes. This should alleviate individuals’
concerns about loss of privacy and confidentiality and increase their willingness to
participate in research that uses personal data. The proposed approach will also reduce
organizations’ concerns about potential privacy violations (e.g., the Netflix case) and enable
organizations to safely share and publish high-quality data for legitimate research and
analysis. Eventually, this will help promote adoption of privacy-enhancing technology in
privacy-sensitive programs such as electronic medical records.

When the distributions of the confidential class values are highly unbalanced, it is possible
that for a certain class there is only one record in a group. In this case, if an intruder has
insider information and is able to identify the cluster where the record belongs, the
individuals in such a group maybe subject to a high value-disclosure risk. Managers and
policy makers should be aware of this risk – if necessary, they should use a relatively large
group size to ensure a safe class count in every group when the class distribution is highly
unbalanced.

We should point out that the proposed methodology is designed primarily for applications
with numeric QI attributes. Similar to microaggregation, our methodology requires that
categorical QI attributes be coded in 0–1 format. Therefore, if the QI attributes are largely
categorical, it may be more effective to use a k-anonymity approach coupled with the t-
closeness method.

8. Conclusions and Extensions
Microaggregation and k-anonymity have been widely used in practice for data sharing and
publishing. K-anonymity based approaches such as t-closeness are not suitable for masking
numeric attributes. Existing microaggregation approaches have overlooked the confidential
class disclosure problem and lacked justification in preserving statistical properties of the
data. Our proposed method limits potential privacy disclosure risks that can occur when a
traditional clustering-based technique such as microaggregation is used. We have shown
analytically that the proposed method preserves some important statistical properties
regardless of the actual distribution of the data. Our empirical study has demonstrated that
the method can lead to significantly improved performance over a viable alternative
approach.

We have assumed in this study that there is only one confidential class attribute in the data.
The proposed approach can be extended to handle multiple confidential class attributes. We
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suggest two approaches. The first is to consider all confidential class attributes together as
one compound class attribute. Suppose, for instance, there is another confidential class
attribute representing test result for another disease in the example in Figure 1, which also
has two values: positive and negative. A compound attribute can be created, which would
have four categories, formed by different combinations of test results for the two diseases.
The transformed dataset would have two QI attributes (Age and Weight) and one
(compound) class attribute. The proposed method can then be applied to this transformed
dataset. The second approach is to run CAMP-CREST multiple times, each time dealing
with one class attribute without considering the remaining class attributes. The micro-
perturbed QI attribute values for each record from multiple runs will be different while the
values of all class attributes are unchanged. In the final release version, an aggregated value
(e.g., average) over the results of multiple runs can be used for the respective QI attribute
value for each record.

In this study, we have considered applying an information divergence measure to the MST-
based clustering method to deal with the confidential class restriction problem. The same
idea could also be applied to other clustering methods used for microaggregation (e.g.,
Domingo-Ferrer and Mateo-Sanz 2002, Li and Sarkar 2006a). We plan to examine these
alternative approaches in future.
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Appendix. Proofs of Lemmas and Theorems

Proof of Lemma 1
If q(x) is a convex function of x, then by definition, for any convex combination of q(x1) and
q(x2),

This property can be generalized, by induction, to the s-value case; i.e., with ,

(17)
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Let fgk be the relative frequency in subgroup g (g = 1,…,s) that are of class k, and

 be the corresponding frequency in parent p. Denote Mgk and Mpk
similarly in the context of JSD. Note that F is fixed for a given dataset. It follows from
Definition 2 that KLDg (f,M) and KLDg (F,M) are convex functions of f. This fact is used
below by replacing q(xg) in (17) with an appropriate KLD function. Continuing with the
notation above, we have,

Proof of Theorem 1
Let J be the number of attributes to be perturbed, G be the number of total groups after
clustering, and ng be the number of records in group g. Let Xj (j = 1,…, J) be an attribute to
be perturbed, xij (i = 1,…, N) be the value of Xj in the ith record, and X̄j be the overall mean

of the Xj values. Let  be the value of Xj in the ith record in group g, and 
be the mean of the Xj values in group g. For the perturbed data, we replace X with Y in the
notation. For j = 1,…, J,

So,

Proof of Theorem 2
Consider the perturbed data, for each j, h in {1,…, J},
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Multiplying the left and right hand sides of the above two equations respectively, we have:

(18)

Summing over all the records (first within a group and then over all groups), and noting that
the summations for the middle two terms in the right-hand side of (18) equal zero, we get:

(19)

Dividing both sides of (19) by N −1, we have:

which can be written as

(20)

where the second term on the right is the within-group covariance that is ignored when
replacing the original values with group-averages. Taking expectations on both sides of (20),
we have,

or

(21)

where  represents the expected covariance within group g, which is the
covariance used to generate the perturbed data for group g. It follows by taking expectations
on (11) and substituting the result in (21) that
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Since perturbed data is generated using x̄g,

Therefore,
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Figure 1.
An Illustrative Example for Clustering
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Figure 2.
Clustering of Data in Figure 1 by Proposed Approach
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Figure 3.
An Illustrative Example for Nearest Neighbors
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Figure 4.
CREST Algorithm
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Figure 5.
CAMP-CREST Algorithm
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Figure 5.
Tradeoff between Re-identification Risk and Data Quality on Diabetes Data
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