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Abstract

We consider the mixed integer version of bipartite vertex cover.
This is equivalent to the mixed integer network dual model, recently
introduced in [2], that generalizes several mixed integer sets arising in
production planning.

We derive properties of inequalities that are valid for the convex
hull of the mixed integer bipartite covers by projecting an extended
formulation onto the space of the original variables. This permits us
to give a complete description of the facet inducing inequalities of the
double mixing set and of the continuous mixing set with flows, two
mixed integer sets that generalize several models studied in the litera-
ture.

1 Introduction

Given a bipartite graph G = (U∪V, E) a set I ⊆ U∪V and rational numbers
bij , ij ∈ E, we study the set of mixed integer vertex covers

S(G,I) = {x ∈ RU∪V |xi + xj ≥ bij ij ∈ E; xi ∈ Z i ∈ I}.

We show that the set S(G,I) is equivalent to the “network dual” set intro-
duced and studied recently by Conforti, Di Summa, Eisenbrand and Wolsey
[2] as a generalization of several mixed integer sets that have appeared in
the literature [3, 5, 10, 13].
As an example of a mixed integer set that can be transformed into the form
S(G,I), we mention the continuous mixing set, studied by Van Vyve [13],
defined as XCM = {(s, r, x) ∈ R × Rn

+ × Zn | s + ri + xi ≥ bi, i = 1, . . . , n}.
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Introducing new variables τ = −s, yi = s + ri and substituting for s and ri,
the set XCM is transformed into the set {(τ, y, x) ∈ R × Rn × Zn | τ + yi ≥
0, yi+xi ≥ bi, i = 1, . . . , n}, where the inequality ri ≥ 0 becomes τ +yi ≥ 0.
The above set is of the form S(G,I), where G is a tree on the node set
{τ, yi, xi, i = 1, . . . , n} and edge set {τyi, yixi, i = 1, . . . , n}.

An extended formulation of a polyhedron P in the x-space is an inequality
description Ax + Bµ ≥ d of a polyhedron Q in the (x, µ)-space such that P
is the projection of Q in the x-space.

Conforti et al. [2] give an extended formulation for conv(S(G,I)), whose
size, however, is not always polynomial in |E| and the size of be, e ∈ E. In
that paper, the authors show that for many models of the type S(G,I) arising
in the literature, the extended formulation has polynomial size. Hence, in
those cases, the problem of optimizing a linear function over S(G,I) is polyno-
mial time. However in general the computational complexity of optimizing
a linear function over S(G,I) is not known.

An inequality description of conv(S(G,I)), in the original space of the
x variables is not known in general, except for the case where the bes are
half-integral [4] or for specific graph topologies. To find such a description,
one possible approach is to try to characterize the facet-defining inequalities
of conv(S(G,I)) by projection of an extended formulation, and this is the
subject of this paper.

In Section 2 we derive an extended formulation for conv(S(G,I)). This
formulation differs slightly from that proposed in [2], but its projection cone
is easier to analyze. Throughout the paper, k denotes the smallest integer
such that kbij ∈ Z for all ij ∈ E. The extended formulation we describe is
polynomial in |E| and k. Section 3 is devoted to showing the equivalence of
the “network dual” set of [2] and the set S(G,I).

In Section 4, we give several properties of the rays of the projection cone
of the extended formulation that generate facets of conv(S(G,I)). Special
emphasis is given to the case in which G is a tree. Many models studied in
the literature fit this case [3, 5, 10, 13]. In particular, a “cyclic property” of
the coefficients of the rays, given in Lemma 19, will prove crucial in deriving
facet-defining inequalities of conv(SG,I) when G is a tree.

In Section 5 we rely on the results of the previous section to obtain
explicit inequality descriptions for some mixed integer sets. More precisely,
we describe the convex hull of the double mixing set,

XGMIX = {(x0, x) ∈ R × Zn | bi ≤ x0 + xi ≤ ci, i = 1, . . . , n},

and of the continuous mixing set with flows

XCMF = {(s, r, z, x) ∈ R×Rn
+×Rn

+×Zn | s+ri+zi ≥ bi, zi ≤ xi, i = 1, . . . , n}.

Both results are new. The characterization of the continuous mixing set
generalizes work of Van Vyve [13] and solves an open problem in [3].
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2 The extended formulation

We assume here that k is a positive integer and that bij = ⌊bij⌋ +
hij

k
for

some integer hij between 0 and k − 1 for each ij ∈ E,.
Let L = V (G) \ I. For any vector x ∈ RV (G), we denote by xI and xL

its restrictions to the components indexed by I and L respectively.

Remark 1 Every point of S(G,I) is a convex combination of points x1, . . . , xh ∈
S(G,I) such that kxℓ is integral for ℓ = 1, . . . , h.

Proof: The constraint matrix of the system xi +xj ≥ bij , ij ∈ E is the edge-
node incidence matrix A of G. Since G is bipartite, A is totally unimodular.
Let x̄ ∈ S(G, I). By definition of S(G,I), x̄I is integral. Furthermore, z̄ =
kx̄L is in the polyhedron Q defined by ALz ≥ k(b−AI x̄I), where AL and AI

are the column submatrices of A indexed by L and I, respectively. Since AL

is totally unimodular and k(b−AI x̄I) is an integral vector, Q is an integral
polyhedron. Hence z̄ is a convex combination of integral points z1, . . . , zh

of Q. Let xi = (x̄I , k
−1zi) ∈ S(G,I), then x̄ is a convex combination of

x1, . . . , xh. �

Remark 2 The polyhedron conv(S(G,I)) is not pointed. Indeed the dimen-
sion of its lineality space is the number of connected components of G. A
basis of the lineality space is given by the vectors, defined by each component
C, of the form xi = 1, i ∈ U ∩ C, xi = −1, i ∈ V ∩ C, xi = 0, i /∈ C.
Remark 1 shows that every minimal face of conv(S(G, I)) contains a point
that is 1/k-integral.

Consider a point x̄ of conv(S(G,I)) with kx̄ is integral. Thus x̄i = ⌊x̄i⌋+
ri

k

for some integer ri, i ∈ U ∪ V . For every i ∈ U ∪ V , define µ̄t
i = ⌊x̄i⌋ for

t = 0, . . . , k − ri − 1, µ̄t
i = ⌈x̄i⌉ for t = k − ri, . . . , k − 1. Then x̄i =

1
k
(µ̄0

i + · · ·+ µ̄k−1
i ) where µ̄0

i , . . . , µ̄
k−1
i ∈ Z. Furthermore, if i ∈ I, then x̄i is

integer and µ̄0
i = . . . = µ̄k−1

i .
Therefore we associate k auxiliary integer variables µ0

i , . . . , µ
k−1
i to each

variable xi, i ∈ V (G). This allows us to define conv(S(G,I)) as the projection
of a polyhedron in the (x, µ) space, as follows.

Theorem 3 The polyhedron conv(S(G,I)) is the projection onto the space
of the x-variables of the polyhedron QI defined as the set of points (x, µ)
satisfying

xi −
1

k
(µ0

i + · · · + µk−1
i ) = 0 i ∈ U ∪ V (1)

µt
i + µ

k−hij−1−t

j ≥ ⌊bij⌋ t = 0, . . . , k − hij − 1 ij ∈ E (2)

µt
i + µ

2k−hij−1−t

j ≥ ⌈bij⌉ t = k − hij , . . . , k − 1 ij ∈ E (3)

µt−1
i − µt

i = 0 t = 1, . . . , k − 1, i ∈ I. (4)
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Figure 1: Representation of the extended formulation of a single inequality
xi + xj ≥ bij . Each edge joins the node corresponding to variable µt

i on the
left to the node corresponding to variable µ

qijt

j on the right. Edges at the top
group represent inequalities (2), while edges below represent inequalities (3).

We will need the following result of Heller and Tompkins.

Theorem 4 (Heller and Tompkins [6]) Let A be a 0,±1-matrix with at
most two nonzero entries per row. The matrix A is totally unimodular if
and only if the columns of A can be partitioned into two sets R and B such
that the sum of the columns in R minus the sum of the columns in B is a
0,±1-vector.

For ease of notation, given an edge ij ∈ E and an index t, 0 ≤ t ≤ k− 1,
we define

qijt =

{
k − hij − 1 − t, t = 0, . . . , k − hij − 1;
2k − hij − 1 − t, t = k − hij , . . . , k − 1.

Proof of Theorem 3. We first show that the projection of QI onto the x-
space is contained in conv(S(G,I)). Notice that, given ij ∈ E, summing
all inequalities (2)-(3) relative to ij, dividing them by k and adding the

equations xi−
∑k−1

t=0
µt

i

k
= 0 and xj −

∑k−1
t=0

µt
j

k
= 0, one obtains xi +xj ≥ bij .

Therefore xi + xj ≥ bij is valid for the projection of QI .
Let M be the constraint matrix of the system defined by (2),(3),(4).

Then M is a 0,±1 matrix with exactly two nonzero elements in each row,
and the sum of the columns of M corresponding to nodes in U minus the
sum of the columns corresponding to nodes in V yields the vector of all
zeroes. By Theorem 4, matrix M is totally unimodular.

Consider a point (x̄, µ̄) of QI . We wish to show that x̄ ∈ conv(S(G,I)).
Since the constraint matrix M of the system defined by (2),(3),(4) is to-
tally unimodular, and the right-hand-side of such system is integral, µ̄ can
be written as a convex combination of integral vectors µ1, . . . , µh satisfy-
ing (2),(3),(4). Let x1, . . . , xh be the vector defined by µ1, . . . , µh in the
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system of equations (1). By (4), x1
I , . . . , x

h
I are integral vectors, therefore

x1, . . . , xh ∈ S(G,I). Furthermore x̄ is a convex combination of x1, . . . , xh,
thus x̄ ∈ conv(S(G,I)).

Conversely, we show that conv(S(G,I)) is contained in the projection of
QI onto the x-space. By Remark 1, given a point x̄ of S(G,I) such that kx̄ is
integral, we only need to show that there is a vector µ̄ such that (x̄, µ̄) ∈ QI .
Since kx̄ is integral, x̄i = ⌊x̄i⌋ + ri

k
for some integer ri, i ∈ U ∪ V . Also,

x̄i ∈ Z for every i ∈ I, thus ri = 0 for every i ∈ I. For every i ∈ U ∪ V ,
define µ̄t

i = ⌊x̄i⌋ for t = 0, . . . , k − ri − 1, µ̄t
i = ⌈x̄i⌉ for t = k − ri, . . . , k − 1.

Clearly (x̄, µ̄) satisfies (1) and (4). We now show that µ̄ satisfies (2),(3). In
fact, given ij ∈ E and an index t, 0 ≤ t ≤ k − 1, observe that the vector µ̄
defined above satisfies

1

k
(µ̄0

i + . . . + µ̄k−1
i ) +

1

k
(µ̄0

j + . . . + µ̄k−1
j ) ≥ bij ;

1

k
µ̄t

i −
1

k
µ̄ℓ

i ≥ 0, ℓ = 0, . . . , t − 1;

1

k
µ̄t

i −
1

k
µ̄ℓ

i ≥ − 1
k
, ℓ = t + 1, . . . , k − 1;

1

k
µ̄

qijt

j −
1

k
µ̄ℓ

j ≥ 0, ℓ = 0, . . . , qijt − 1;

1

k
µ̄

qijt

j −
1

k
µ̄ℓ

j ≥ − 1
k
, ℓ = qijt + 1, . . . , k − 1.

Summing all these inequalities, we obtain

µ̄t
i + µ̄

qijt

j ≥ bij −
1

k
(2k − 2 − t − qijt).

For t = 0, . . . , k − hij − 1, this gives µ̄t
i + µ̄

qijt

j ≥ bij − 1− 1
k
(hij − 1), that is

µ̄t
i + µ̄

qijt

j ≥ ⌊bij⌋ − 1 + 1
k
. Since µ̄ is integral, it satisfies (2).

For t = k − hij , . . . , k − 1, this gives µ̄t
i + µ̄

qijt

j ≥ bij −
1
k
(hij − 1), that is

µ̄t
i + µ̄

qijt

j ≥ ⌊bij⌋ + 1
k
. Since µ̄ is integral, it satisfies (3).�

Remark 5 Observe that constraints (4) are equivalent to xi = µ1
i = . . . =

µk−1
i for i ∈ I. Therefore, for i ∈ I, the variables µt

i, t = 0, . . . , k − 1 can
be eliminated in the system defining QI by replacing them with variable xi.
The constraint matrix of the system obtained from (2),(3), ij ∈ E, by the
above substitution is again totally unimodular.

Example. The mixing set [10] is the set

XMIX
n = {(x0, x) ∈ R × Zn |x0 + xi ≥ bi, i = 1, . . . , n}.

Let bi = hi

k
, i = 1, . . . , n, where k and h1, . . . , hn are integer. After replace-

ment of each variable µt
i, i = 1, . . . , k, t = 0, . . . , k − 1 by the variable xi as
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explained in Remark 5, the extended formulation for conv(XMIX
n ) given in

Theorem 3 becomes

kx0 − µ0
0 − · · · − µk−1

0 = 0,
µt

0 + xi ≥ ⌊bi⌋, t = 0, . . . , k − hi − 1, i = 1, . . . , n;
µt

0 + xi ≥ ⌈bi⌉, t = k − hi, . . . , k − 1, i = 1, . . . , n.

Figure 2 depicts the constraints defining XMIX
n and the corresponding

extended formulation. �

Figure 2: Mixing set and extended formulation.

Remark 6 The extended formulation in Theorem 3 has O(k|U ∪ V |) vari-
ables and O(k|E|) constraints. Therefore its size is pseudopolynomial, but
in general not polynomial, in the size of the encoding of S(G,I).

The extended formulation in Theorem 3 can be turned into a formula-
tion of polynomial size whenever we have the property that every point in
conv(S(G,I)) can be expressed as convex combination of points of S(G,I) in
which the fractional parts of the coordinates of these points can take only
“a small number” of possible values. More formally.

Remark 7 Suppose we are given L ⊂ {0, . . . , k − 1} with the property that

conv(S(G,I)) = conv(S(G,I) ∩ {x | k(xi − ⌊xi⌋) ∈ L}).

(By Lemma 1, the set {0, . . . , k − 1} has the above property.)
The extended formulation presented in Section 2 can be turned into an

extended formulation of size polynomial in |L| by setting µt
i = µt−1

i whenever
k − t 6∈ L and then eliminating variables and duplicate constraints.
In particular, whenever such a set L is known whose size is polynomial in
the input data, this yields a polynomial size extended formulation.
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Conforti et al. [2] give bounds on the smallest size of a set L satisfying
the conditions of Remark 7. Given any such set L, they also give an extended
formulation for conv(S(G,I)) that has |L||V (G)| additional variables. It can
be seen that such an extended formulation is that given in Remark 7, with
the additional constraints µt

i − µt−1
i ≥ 0, t = 1, . . . , k − 1, µ0

i − µk−1
i ≥ −1.

3 Equivalence of bipartite vertex covers and dual

network models

Let A be a totally unimodular matrix with two nonzero entries in each row.
Let N be the set of columns of A, and let I ⊆ N . Let b be a rational vector
and α, β ∈ QN . In this section we show how the problem of characterizing
the convex hull of

X2TU = {x ∈ RN |Ax ≥ b, α ≤ x ≤ β, xi integer, i ∈ I}

can be reduced to the problem of characterizing the convex hull of a set
of type S(G,I). We start by considering the special case in which A has
no negative (-1) entries, and show how to deal with bounds on the integer
variables and lower bounds on the continuous variables, before treating the
general case.

If A is a 0, 1 matrix with two ones per row, then A is totally unimodular
if and only if it is the edge-node incidence matrix of some bipartite graph
G, and therefore the set S(G,I) is a set of the type X2TU .

Bounds on variables First we show how to deal with bounds in the
model S(G,I), namely we consider sets of the form S(G,I) ∩ {x |α ≤ x ≤ β}
where α, β ∈ QU∪V .

Lemma 8 Given αi, βi ∈ R ∪ {±∞} for every i ∈ I,

conv(S(G,I)∩{x |αi ≤ xi ≤ βi, i ∈ I}) = conv(S(G,I))∩{x | ⌈αi⌉ ≤ xi ≤ ⌊βi⌋, i ∈ I}.

Proof: The nontrivial inclusion to prove is that the set on the left contains
the set on the right. Let x̄ ∈ conv(S(G,I)) ∩ {x | ⌈αi⌉ ≤ xi ≤ ⌊βi⌋, i ∈ I}.
Then there exists µ̄ such that (x̄, µ̄) is in the polyhedron QI defined in The-
orem 3. In particular µ̄ satisfies the system defined by (2),(3),(4) and by
the constraints ⌈αi⌉ ≤ µ̄t

i ≤ ⌊βi⌋, i ∈ I, t = 0, . . . , k − 1. The constraint
matrix of the latter system is totally unimodular and the right-hand-side is
integral, thus µ̄ is convex combination of integral points µ1, . . . , µh satisfy-
ing (2),(3),(4), and ⌈αi⌉ ≤ µ̄t

i ≤ ⌊βi⌋, i ∈ I, t = 0, . . . , k − 1. Let x1, . . . , xh

be the points defined by µ1, . . . , µh in (1). Then x1, . . . , xh are elements of
S(G,I)∩{x |αi ≤ xi ≤ βi, i ∈ I} and x̄ is a convex combination of x1, . . . , xh.
Thus x̄ ∈ conv(S(G,I) ∩ {x |αi ≤ xi ≤ βi, i ∈ I}). �
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Given Z ⊆ L and αi ∈ Q for every i ∈ Z, we observe next that the
problem of characterizing the convex hull of S(G,I) ∩{x |xi ≥ αi, i ∈ Z} can
be reduced to that of characterizing conv(S(G′,I′)) for some suitable bipartite
graph G′ and a subset I ′ of its nodes. Graph G′ is obtained as follows: let
Z ′ be a copy of Z disjoint from U ∪ V , and let i′ be the copy of i in Z ′ for
every i in Z. Let EZ = E ∪ {ii′ | i ∈ Z}, b′e = be for e ∈ E, b′ii′ = αi, i ∈ Z ′,
and I ′ = I ∪ Z ′.

Lemma 9 Given Z ⊆ L and αi ∈ Q for every i ∈ Z, then

conv(S(G,I)∩{x |xi ≥ αi, i ∈ Z}) = conv(S(G′,I′))∩{x ∈ RU∪V ∪Z |xi′ = 0, i ∈ Z}.

Proof. Note that S(G,I) ∩{x |xi ≥ αi, i ∈ Z} is the projection onto RU∪V of
the set of vectors in x ∈ RU∪V ∪Z′

satisfying xi + xj ≥ b′ij for every ij ∈ EZ ,

xi ∈ Z, i ∈ I, xi′ = 0 for every i ∈ Z. By Lemma 8, conv(S(G′,I′) ∩ {x ∈
RU∪V ∪Z′

|xi′ = 0, i ∈ Z}) = conv(S(G′,I′))∩ {x ∈ RU∪V ∪Z′
|xi′ = 0, i ∈ Z}.

Therefore an inequality is valid for S(G,I) ∩{x |xi ≥ αi, i ∈ Z} if and only if
it is obtained from some valid inequality for S(G′,I′) by replacing the variable
xi′ with zero for every i ∈ Z. �

Lemma 8 implies that adding a bound on an integer variable does not
give rise to any new inequality. On the other hand, when xi is a continuous
variable, the polyhedron conv(S(G,I) ∩ {x |xi ≥ αi}), that can be derived
from conv(S(G′,I′)) using Lemma 9, may have exponentially many more
facets than conv(S(G,I)).

Negative entries We now consider a general set of the form X2TU .
Let N ′ be a copy of N , and let i′ ∈ N ′ be the copy of i ∈ N . We define

a system of inequalities in the variables xi, xi′ , i ∈ N . Specifically replace
−xi by xi′ in every constraint of Ax ≥ b in which xi appears with a −1
coefficient. Let A+x + A−x′ ≥ b, xi + xi′ = 0, i ∈ N , be the resulting
system. Theorem 4 implies that the columns of A can be partitioned into
two sets R and B so that every row of A has either a +1 and a −1 in the
same side of the partition, or two 1s or two −1s in distinct sides. Let R+,
B+ denote the set of columns of A+ corresponding to R and B respectively,
and define R−, B− similarly for A−. Then every row of

(
A+ A−

I I

)

has a 1 in R+ ∪ B− and a 1 in R− ∪ B+. Since the constraint matrix of
the above system has two ones per row, it is the edge-node incidence matrix
of a bipartite graph GA. We define bii′ = 0, i ∈ N , while, if e ∈ E(GA)
corresponds to the hth inequality of Ax ≥ b, we define b′e = bh.

Proposition 10 conv({x ∈ RN |Ax ≥ b, xi ∈ Z, i ∈ I}) is the projection
onto RN of conv(S(GA,I)) ∩ {x ∈ RN∪N ′

|xi + xi′ = 0, i ∈ N}.
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Proof. Note that {x ∈ RN |Ax ≥ b, xi ∈ Z, i ∈ I} is the projection onto RN

of the points of S(GA,I) satisfying xi+xi′ = 0, i ∈ N . Since xi+xi′ ≥ 0 define
faces of conv(S(GA,I)), it follows that conv(S(GA,I) ∩{x ∈ RN∪N ′

|xi + xi′ =
0, i ∈ N}) coincides with conv(S(GA,I))∩ {x ∈ RN∪N ′

|xi + xi′ = 0, i ∈ N}.
�

Finally, we can express the constraints xi ≤ βi, i ∈ N , by xi′ ≥ −βi.
By Lemmas 8 and 9, adding lower bounds on components of the points in
S(GA,I) can again be reduced to studying a set of the form S(G′,I′) for some
suitable bipartite graph G′ and subset of nodes I ′. Therefore studying the
set S(G,I) is equivalent to studying the seemingly more general set X2TU .

We observe that the above discussion also allows us to give an extended
formulation for X2TU similar to that described in Theorem 3. Sometimes it
will be more convenient to deal directly with such a formulation rather than
appealing to Proposition 10, thus we give it explicitly.

Theorem 11 Let G be a graph, I a subset of V (G), be, e ∈ E(G) be rational
numbers, and E++, E+−, E−− be a partition of E(G). Let X ⊂ RE(G) be
the set of points satisfying

xi + xj ≥ bij ij ∈ E++

xi − xj ≥ bij ij ∈ E+−

−xi − xj ≥ bij ij ∈ E−−

xi ∈ Z i ∈ I.

Assume that the constraint matrix of the above system is totally unimodular.
Then the following is an extended formulation for conv(X).

xi −
1

k
(µ0

i + · · · + µk−1
i ) = 0 i ∈ U ∪ V

µt
i + µ

k−hij−1−t

j ≥ ⌊bij⌋ t = 0, . . . , k − hij − 1; ij ∈ E++

µt
i + µ

2k−hij−1−t

j ≥ ⌈bij⌉ t = k − hij , . . . , k − 1; ij ∈ E++

µt
i − µ

hij+t

j ≥ ⌊bij⌋, t = 0, . . . , k − hij − 1; ij ∈ E+−

µt
i − µ

hij−k+t

j ≥ ⌈bij⌉, t = k − hij , . . . , k − 1; ij ∈ E+−

−µt
i − µ

hij−1−t

j ≥ ⌈bij⌉ t = 0, . . . , hij − 1 ij ∈ E−−

−µt
i − µ

k+hij−1−t

j ≥ ⌊bij⌋ t = hij , . . . , k − 1 ij ∈ E−−

µt−1
i − µt

i = 0 t = 1, . . . , k − 1, i ∈ I.

Proof. We discuss here constraint of the form xi − xj ≥ bij . Applying the
transformation described in Proposition 10, the latter becomes xi+xj′ ≥ bij ,
xj + xj′ = 0, therefore the extended formulation is
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xi −
1

k
(µ0

i + · · · + µk−1
i ) = 0

xj −
1

k
(µ0

j + · · · + µk−1
j ) = 0

xj′ −
1

k
(µ0

j′ + · · · + µk−1
j′ ) = 0

µt
i + µ

qijt

j′ ≥ ⌊bij⌋, t = 0, . . . , k − hij − 1;

µt
i + µ

qijt

j′ ≥ ⌈bij⌉, t = k − hij , . . . , k − 1.

µt
j′ + µk−t−1

j = 0, t = 0, . . . , k − 1.

Substituting −µk−t−1
j for µt

j′ , we can express the previous constraints
only in terms of xi, xj , µi, µj , namely

xi −
1

k
(µ0

i + · · · + µk−1
i ) = 0

xj −
1

k
(µ0

j + · · · + µk−1
j ) = 0

µt
i − µ

hij+t

j ≥ ⌊bij⌋, t = 0, . . . , k − hij − 1;

µt
i − µ

hij−k+t

j ≥ ⌈bij⌉, t = k − hij , . . . , k − 1.

Similarly one can treat constraints of the form −xi − xj ≥ bij . �

Example. To illustrate Theorem 11, consider the set

{x ∈ R4,−x1 + x2 ≥ 3/4, −x2 − x3 ≥ 1/4, x3 − x4 ≥ 2/4, x4 ∈ Z}.

The extended formulation is depicted in Figure 3. Each edge corresponds to
an inequality, a minus sign on an edge indicates that the coefficient of the
corresponding µt

i variable in the inequality is −1, and the number indicates
the right-hand side. �

Figure 3: Extended formulation in the example.
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4 On the projection of the extended formulation

By Theorem 3 and Remark 5, conv(S(G,I)) is the projection onto the space
of the x variables of the polyhedron described by the following inequalities.

(ci) kxi − µ0
i − · · · − µk−1

i = 0, i ∈ L;
(ut

ij) µt
i + µ

qijt

j ≥ ⌊bij⌋, t = 0, . . . , k − hij − 1, ij ∈ E, i, j ∈ L;

(ut
ij) µt

i + µ
qijt

j ≥ ⌈bij⌉, t = k − hij , . . . , k − 1, ij ∈ E, i, j ∈ L;

(ut
ij) µt

i + xj ≥ ⌊bij⌋, t = 0, . . . , k − hij − 1, ij ∈ E, i ∈ L, j ∈ I;

(ut
ij) µt

i + xj ≥ ⌈bij⌉, t = k − hij , . . . , k − 1, ij ∈ E, i ∈ L, j ∈ I;

(wij) xi + xj ≥ ⌈bij⌉, ij ∈ E, i, j ∈ I.

For each ij ∈ E and t = 0, . . . , k−1, let βt
ij be the right-hand-side of the

inequalities relative to edges ij with i ∈ L. Notice that to each inequality
we have associated a multiplier, written on the left between parentheses.
Because of the symmetry between indices i and j in the inequality µt

i+µ
qijt

j ≥

βij , we identify the multipliers ut
ij and u

qijt

ji for every ij ∈ E, i, j ∈ L, and
t = 0, . . . , k − 1.

Any valid inequality for S(G,I) is determined by a vector of multipliers
(c, u, w), and has the form π(c,u,w)x ≥ δ(c,u,w) where

π(c,u,w)x =
∑

i∈L

kcixi +
∑

j∈I

(
∑

i∈L:
ij∈E

k−1∑

t=0

ut
ij)xj +

∑

i∈I

(
∑

j∈I:
ij∈E

wij)xi,

δ(c,u,w) =
k−1∑

t=0

∑

ij∈E:
i∈L

ut
ijβ

t
ij +

∑

ij∈E:
i,j∈I

wij⌈bij⌉, (5)

when (c, u, w) satisfy

∑

j: ij∈E

ut
ij = ci, i ∈ L, t = 0, . . . , k − 1;

ut
ij ≥ 0, ij ∈ E, t = 0, . . . , k − 1; (6)

wij ≥ 0, ij ∈ E, i, j ∈ I.

(See Theorem 4.10 in [9]).
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Example. Consider the following problem

x1 +x5 ≥ 0
x2 +x5 ≥ 3/4

x3 +x5 ≥ 2/4
x4 +x5 ≥ 1/4

+x5 +x6 ≥ 0
x6 +x7 ≥ 0
x6 +x8 ≥ 3/4
x6 +x9 ≥ 2/4
x6 +x10 ≥ 1/4

x1, x2, x3, x4, x7, x8, x9, x10 ∈ Z, x5, x6 ∈ R

represented in Figure 4.

Figure 4: Original problem. Square nodes correspond to integer variables.

The extended formulation is given by

4xi −
∑3

j=0 µt
i = 0 i = 5, 6

xi +µt
5 ≥ βt

5i i = 1, 2, 3, 4; t = 0, 1, 2, 3;

µt
5 +µ3−t

6 ≥ 0 t = 0, 1, 2, 3;
µt

6 +xi ≥ βt
6i i = 7, 8, 9, 10; t = 0, 1, 2, 3;

and is depicted in Figure 5.

Figure 5: Extended problem. Non-zero requirements on the edges are shown.
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Consider the vector of multipliers (c, u) where c5 = 1, ut
52 = 1 for t =

0, 1, 2, 3 and all other entries are equal to 0 that satisfies (6). Then the
corresponding inequality (5) is 4x2 + 4x5 ≥ 3, which is one of the original
inequalities.

As another example, let (c, u) be given by c5 = c6 = 1, u0
56 = u2

56 = 1,
u1

52 = u3
54 = u0

67 = u2
69 = 1, and all other entries equal to 0. Then the

corresponding inequality (5) is x2 + x4 + 4x5 + 4x6 + x7 + x9 ≥ 3. �

Remark 12 If G′ is a subgraph of G and I ′ = V (G′)∩ I, a valid inequality
for conv(S(G′,I′)) is also valid for conv(S(G,I)).

We are interested in characterizing the vectors (c, u, w) satisfying (6) for
which π(c,u,w)x ≥ δ(c,u,w) is facet-defining for conv(S(G,I)), but is not one of
the original inequalities xi + xj ≥ bij , ij ∈ E. Let Ẽ be the set of edges
ij ∈ E such that ut

ij > 0 for some t ∈ {0, . . . , k − 1} or wij > 0. Let G̃ be

the subgraph of G whose edges are the elements of Ẽ and whose nodes are
the endnodes of edges in Ẽ. We call G̃ the skeleton of (c, u, w).

Remark 13 If the inequality π(c,u,w)x ≥ δ(c,u,w) is facet-defining for conv(S(G,I)),

then it is facet-defining for conv(S(G̃,Ĩ)), where Ĩ = V (G̃) ∩ I.

Proof. Note that π(c,u,w)x ≥ δ(c,u,w) is valid for conv(S(G̃,Ĩ)), since ut
ij , wij

are zero on the edges ij of E(G)\E(G̃) and ci = 0 for every i ∈ V (G)\V (G̃).
If π(c,u,w)x ≥ δ(c,u,w) is facet-defining for conv(S(G,I)), it is satisfied at
equality by |V (G)| affinely independent points x1, . . . , x|V (G)| in S(G,I). Let
x̄1, . . . , x̄|V (G)| be the restriction of x1, . . . , x|V (G)| to the components relative
to nodes in V (G̃). Then, by standard linear algebra, x̄1, . . . , x̄|V (G)| contain
|V (G̃)| affinely independent vectors. �

In the light of Remarks 12 and 13, we may assume that G coincides with
the skeleton G̃ of (c, u, w).

Notice that the equations in (6) are defined only for the nodes i ∈ L.
This implies the following:

Lemma 14 Let E′, E′′ be a partition of the edges of E such that, for every
node i ∈ L, the edges incident to i are either all in E′ or all in E′′. Let
G′ = (U ∪V, E′) and G′′ = (U ∪V, E′′). Then conv(S(G,I)) = conv(S(G′,I))∩
conv(S(G′′,I)).

Proof: Clearly conv(S(G,I)) ⊆ conv(S(G′,I)) ∩ conv(S(G′′,I)). Next we show
the reverse containment.
Let π(c,u,w)x ≥ δ(c,u,w) be defined by multipliers (c, u, w) satisfying (6). De-
fine vectors (c′, u′, w′), (c′′, u′′, w′′) as follows. c′i = ci, c′′i = 0 if i ∈ L is
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adjacent only to edges in E′, c′i = 0, c′′i = ci if i ∈ L is adjacent only
to edges in E′′; u′t

ij = ut
ij , u′′t

ij = 0, w′
ij = wij , w′′

ij = 0, if ij ∈ E′;

u′t
ij = 0, u′′t

ij = ut
ij , w′

ij = 0, w′′
ij = wij , if ij ∈ E′′. Notice that (c, u, w) =

(c′, u′, w′) + (c′′, u′′, w′′), and, by our assumptions on E′ and E′′, (c′, u′, w′)
and (c′′, u′′, w′′) satisfy (6). Furthermore, since (c′, u′, w′) is zero on all en-
tries relative to edges in E′′ and (c′′, u′′, w′′) is zero on all entries relative to
edges in E′, π(c′,u′,w′)x ≥ δ(c′,u′,w′) and π(c′′,u′′,w′′)x ≥ δ(c′′,u′′,w′′) are valid for
conv(S(G′,I)) and conv(S(G′′,I)), respectively. Hence π(c,u,w)x ≥ δ(c,u,w) can
be written as nonnegative combination of inequalities valid for conv(S(G′,I))
or conv(S(G′′,I)), thus the statement follows. �

Because of Lemma 14, we assume the following from now on:

A1) G has no edge ij with i, j ∈ I;

A2) There is no node-cutset S of G with S ⊆ I.

Indeed, if ij is an edge with i, j ∈ I, then E′ = {ij}, E′′ = E \ {ij} satisfy
the hypothesis of Lemma 14, while if S ⊆ I is a cutset of G, then the edges
of G can be partitioned into two subsets E′ and E′′ satisfying the hypothesis
of Lemma 14.

Under assumption A1), the vector w disappears in (6) and the inequality
defined by (5) becomes

∑

i∈L

kcixi +
∑

j∈I

(
∑

i∈L:
ij∈E

k−1∑

t=0

ut
ij)xj ≥

k−1∑

t=0

∑

ij∈E

i∈L

ut
ijβ

t
ij . (7)

We will denote such an inequality by π(c,u)x ≥ δ(c,u). Without loss of gen-
erality, we will assume that:

A3) (c, u) is integral, and its entries are co-prime.

The following remarks explains the use of assumption A3).

Remark 15 Let (c, u) be an integral vector with coprime entries satisfy-
ing (6). If there exist (c′, u′) and (c′′, u′′) satisfying (6) such that (c, u) =
(c′, u′) + (c′′, u′′), then π(c,u)x ≥ δ(c,u) is not facet-defining.

Since we assume that G coincides with the skeleton of (c, u), the following
holds.

A4) For every ij ∈ E, there is a t ∈ {0, . . . , k − 1} such that ut
ij > 0.
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Assume that, for some edge ij ∈ E, ut
ij > 0 for t = 0, . . . , k − 1. Let

u′t
ij = ut

ij − 1, for t = 0, . . . , k − 1, and u′t
hk = ut

hk, for hk ∈ E \ {ij},
t = 0, . . . , k− 1. Let c′i = ci − 1 if i ∈ L, c′j = cj − 1 if j ∈ L, and c′h = ch for

h ∈ L \ {i, j}. We have that (c′, u′) satisfy (6). Furthermore, π(c,u)x ≥ δ(c,u)

is the sum of the inequality π(c′,u′)x ≥ δ(c′,u′) and kxi + kxj ≥ kbij . Since
we are assuming that π(c,u)x ≥ δ(c,u) is facet-defining, then by A3) it must
be precisely the inequality kxi + kxj ≥ kbij . Hence we can assume the
following:

A5) For every ij ∈ E, there is a t ∈ {0, . . . , k − 1} such that ut
ij = 0.

4.1 Facets defined by trees

In this section we focus our attention on the multipliers (c, u) whose skeleton
is a tree, namely the case where G is a tree. We will assume that (c, u)
satisfies A1)-A5) and π(c,u)x ≥ δ(c,u) is facet-defining for conv(S(G,I)).

Remark 16 The set I coincides with the set of leaves of G.

Proof: By assumption A2), every node in I must be a leaf of G, because every
node of G that is not a leaf is a cut-node of G. On the other hand, suppose
there exists a node i ∈ L that is a leaf of G. Let j be the unique neighbor
of i in G. Since (c, u) satisfies (6), then ci = ut

ij for t = 0, . . . , k − 1. By
assumption A4), we must have ut

ij > 0 for t = 0, . . . , k− 1. This contradicts
assumption A5). �

Given i ∈ I, we will denote by n(i) the unique neighbor of i in G. By
assumption A1), n(i) ∈ L for every i ∈ I.

Since G is a tree, we can reduce the requirements be, e ∈ E, to a simpler
form by a change of variables. Specifically, choose a root node r ∈ L. For
every node i distinct from r, denote by Pi the unique path from r to i in
G, and by p(i) the unique neighbor of i in Pi. For every node i, define the
number γi by induction on the distance of i from r, starting with γr = 0
and defining γi = bp(i)i − γp(i).

For every i ∈ L, define the new variable x′
i = xi − γi, while for every

i ∈ I we define the new variable x′
i = xi −⌊γi⌋. Notice that, for every i ∈ I,

xi has integer value if and only if x′
i has integer value. For every ij ∈ E

such that i, j ∈ L, the inequality xi + xj ≥ bij becomes x′
i + x′

j ≥ 0.
For every i ∈ I, the inequality xi +xn(i) ≥ bij becomes x′

i +x′
n(i) ≥ γi−⌊γi⌋.

Remark 17 We can assume that bij = 0 for every ij ∈ E with i, j ∈ L,
and that 0 ≤ bij < 1 otherwise.

In the light of the previous remark, we may assume that bn(i)i = hi/k
for every i ∈ I, where k is an integer and hi is an integer between 0 and
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k − 1. Under these assumptions, the extended formulation described at the
beginning of this section becomes:

(ci) kxi − µ0
i − · · · − µk−1

i = 0, i ∈ L;

(ut
ij) µt

i + µk−t−1
j ≥ 0, t = 0, . . . , k − 1, ij ∈ E, i, j ∈ L;

(ut
n(i)i) µt

n(i) + xi ≥ 0, t = 0, . . . , k − hi − 1, i ∈ I;

(ut
n(i)i) µt

n(i) + xi ≥ 1, t = k − hi, . . . , k − 1, i ∈ I.

For every i ∈ I, we denote by βt
i the right-hand-side of the inequality

with multiplier ut
n(i)i, namely βt

i = 0 for t = 0, . . . , k − hi − 1 and βt
i = 1 for

t = k − hi, . . . , k − 1.
The inequality π(c,u)x ≥ δ(c,u) defined by (7) becomes

∑

i∈L

kcixi +
∑

i∈I

(
k−1∑

t=0

ut
n(i)i)xi ≥

∑

i∈I

k−1∑

t=k−hi

ut
n(i)i. (8)

Notice that the right-hand-side of (8) can also be written
∑

i∈I

∑k−1
t=0 βt

iu
t
n(i)i.

Given a node r of G, an r-branch of G is any subgraph induced by
{r} ∪ C where C is a connected component of G \ r. Two r-branches T
and T ′ of G are said to be specular if there exists a graph isomorphism
φ : V (T ) → V (T ′) such that φ(r) = r and bn(i)i = bφ(n(i))φ(i) for every node
i ∈ I ∩ V (T ).

Lemma 18 For any node r, G does not have two distinct specular r-branches.

Proof: By contradiction, let T, T ′ be specular r-branches, where r is a node
of G. Notice that r ∈ L. Define vectors u′, u′′ as follows.

u′t
ij = ut

ij + ut
φ(i)φ(j), t = 0, . . . , k − 1, ij ∈ E(T ), i ∈ L;

u′t
φ(i)φ(j) = 0, t = 0, . . . , k − 1, ij ∈ E(T ), i ∈ L;

u′t
ij = ut

ij , ij /∈ E(T ) ∪ E(T ′).

u′′t
ij = 0, t = 0, . . . , k − 1, ij ∈ E(T ), i ∈ L;

u′′t
φ(i)φ(j) = ut

ij + ut
φ(i)φ(j), t = 0, . . . , k − 1, ij ∈ E(T ), i ∈ L;

u′′t
ij = ut

ij , ij /∈ E(T ) ∪ E(T ′).

Notice that (c, u′), (c, u′′) satisfy (6). Also notice that π
(c,u′)
i = π

(c,u)
i +

π
(c,u)
φ(i) , π

(c,u′)
φ(i) = 0, π

(c,u′′)
φ(i) = π

(c,u)
i +π

(c,u)
φ(i) , π

(c,u′′)
i = 0 for every i ∈ V (T )\{r},

while π
(c,u′)
i = π

(c,u′′)
i = π

(c,u)
i for every other node of G. Thus, for any i ∈

V (T )\{r}, the numbers λ′ = π
(c,u)
i /(π

(c,u)
i +π

(c,u)
φ(i) ) and λ′′ = π

(c,u)
φ(i) /(π

(c,u)
i +

π
(c,u)
φ(i) ) are independent of the choice of i. Furthermore π(c,u) = λ′π(c,u′) +

λ′′π(c,u′′), δ(c,u) = λ′δ(c,u′) + λ′′δ(c,u′′). Since π(c,u′) 6= π(c,u), π(c,u)x ≥ δ(c,u)

cannot be facet-defining. �
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Consider the inequality xn(i) +xi ≥ hi/k for some i ∈ I. In the extended
formulation, this inequality corresponds to the k inequalities µt

n(i) + xi ≥ 0,

t = 0, . . . , k − 1 − hi, µt
n(i) + xi ≥ 1, t = k − hi, . . . , k − 1. The next

lemma shows that the multipliers ut
n(i)i associated with these k inequalities

are cyclically non-increasing starting from uk−hi

n(i)i , and this is a key property
in characterizing facet-defining inequalities.

Lemma 19 For every node i ∈ I,

uk−hi

n(i)i ≥ uk−hi+1
n(i)i ≥ . . . ≥ uk−1

n(i)i ≥ u0
n(i)i ≥ . . . ≥ uk−hi−1

n(i)i .

Proof: Given i0 ∈ I, let i1 = n(i0). Assume τ, τ ′ ∈ {0, . . . , k− 1} are indices
such that uτ

i1i0
> uτ ′

i1i0
.

Claim: There exists a path i0, i1, . . . , is, is+1 in G, where i1, . . . , is ∈ L,
is+1 ∈ I, such that:

• For r = 1, . . . , s, uτ
irir−1

> uτ ′

irir−1
if r is odd, uk−1−τ

irir−1
< uk−1−τ ′

irir−1
if r is

even;

• uτ
isis+1

< uτ ′

isis+1
if s is odd, uk−1−τ

isis+1
> uk−1−τ ′

isis+1
if s is even.

Let i0, i1, . . . , is be a path in G, that is maximal with the properties that
i1, . . . , is ∈ L, and that uτ

irir−1
> uτ ′

irir−1
if r is odd, uk−1−τ

irir−1
< uk−1−τ ′

irir−1
if r is

even, r = 1, . . . , s. Clearly i0, i1 is a path with such properties. Since (c, u)
satisfy

∑

j: isj∈E

ut
isj = cis

for every t ∈ {0, . . . , k − 1}, there exists a node is+1, adjacent to is in G,
such that uτ

isis+1
< uτ ′

isis+1
if s is odd, and uk−1−τ

isis+1
> uk−1−τ ′

isis+1
if s is even.

If is+1 ∈ I, then the statement is proven. Suppose then that is+1 ∈ L.
Thus (since ut

ij = uk−t−1
ij for every ij ∈ E) uτ

is+1is
> uτ ′

is+1is
if s + 1 is

odd, and uk−1−τ
is+1is

< uk−1−τ ′

is+1is
if s + 1 is even. Therefore we can increase

the path i0, . . . , is by adding the element is+1, contradicting the maximality
assumption. This concludes the proof of the claim.

Suppose now that there exists a node i0 ∈ I that contradicts the state-
ment of the lemma. Let i1 = n(i0). Then there exist two indices τ , τ ′ such
that uτ

i1i0
> uτ ′

i1i0
and such that τ, τ ′ satisfy one of the following:

a) τ ∈ {0, . . . , k − hi0 − 1}, τ ′ ∈ {k − hi0 , . . . , k − 1}.

b) τ > τ ′ and either τ, τ ′ ∈ {0, . . . , k−hi0−1} or τ, τ ′ ∈ {k−hi0 , . . . , k−1}.

17



Then there exists a path P = i0, . . . , is+1 as in the statement of the
previous Claim. We define two vectors v and w as follows:

vτ
irir−1

= uτ
irir−1

− 1 r = 1, . . . , s, r odd

vk−1−τ
irir−1

= uk−1−τ
irir−1

+ 1 r = 1, . . . , s, r even

vτ
isis+1

= uτ
isis+1

+ 1 if s odd

vk−1−τ
isis+1

= uk−1−τ
isis+1

− 1 if s even

vt
ij = ut

ij otherwise

wτ ′

irir−1
= uτ ′

irir−1
+ 1 r = 1, . . . , s, r odd

wk−1−τ ′

irir−1
= uk−1−τ ′

irir−1
− 1 r = 1, . . . , s, r even

wτ ′

isis+1
= uτ ′

isis+1
− 1 if s odd

wk−1−τ ′

isis+1
= uk−1−τ ′

isis+1
+ 1 if s even

wt
ij = ut

ij otherwise

One can verify that (c, v) and (c, w) both satisfy conditions (6). Fur-

thermore, π
(c,u)
i = π

(c,v)
i = π

(c,w)
i for every node i distinct from i0 and is+1,

while π
(c,v)
i0

= π
(c,u)
i0

− 1 and π
(c,w)
i0

= π
(c,u)
i0

+ 1.

If s is odd, then π
(c,v)
is+1

= π
(c,u)
is+1

+1, π
(c,w)
is+1

= π
(c,u)
is+1

−1, δ(c,v) = δ(c,u)−βτ
i0

+βτ
is+1

and δ(c,w) = δ(c,u) + βτ ′

i0
− βτ ′

is+1
.

If s is even, then π
(c,v)
is+1

= π
(c,u)
is+1

− 1, π
(c,w)
is+1

= π
(c,u)
is+1

+ 1, δ(c,v) = δ(c,u) − βτ
i0
−

βk−1−τ
is+1

and δ(c,w) = δ(c,u) + βτ ′

i0
+ βk−1−τ ′

is+1
.

Therefore π(c,u) = 1
2(π(c,v) + π(c,w)). Moreover, π(c,v) 6= π(c,u). We will show

next that
1

2
(δ(c,v) + δ(c,w)) ≥ δ(c,u). (9)

contradicting the fact that π(c,u)x ≥ δ(c,u) is facet-defining.

If τ, τ ′ satisfy a), then βτ
i0

= 0 and βτ ′

i0
= 1. If s is odd δ(c,v) ≥ δ(c,u) and

δ(c,w) ≥ δ(c,u), while, if s is even, δ(c,v) ≥ δ(c,u) − 1 and δ(c,w) ≥ δ(c,u) + 1. In
both cases, (9) holds.

If τ, τ ′ satisfy b), then βτ
i0

= βτ ′

i0
. If s is odd, then δ(c,v) + δ(c,w) =

2δ(c,u) + βτ
is+1

− βτ ′

is+1
≥ 2δ(c,u), where the inequality follows from the fact

that βτ
is+1

≥ βτ ′

is+1
, since τ > τ ′. If s is even, then δ(c,v) + δ(c,w) = 2δ(c,u) −

βk−1−τ
is+1

+ βk−1−τ ′

is+1
≥ 2δ(c,u), where the inequality follows from the fact that

βk−1−τ ′

is+1
≥ βk−1−τ

is+1
, since k − 1 − τ ′ > k − 1 − τ . �

Remark 20 If the skeleton of a facet-defining inequality π(c,u)x ≥ δ(c,u)

induces a tree T , then by Remark 16, the set of leaves of T is V (T ) ∩ I.
In this case, (c, u) is completely determined by T and by the vectors un(i)i,
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i ∈ I. Indeed, let i be a leaf of T \I and l be the unique node of T \I adjacent
to i, then

ci = max
t=0,...,k−1

{
∑

j∈I: ij∈E

ut
ij}, (10)

as otherwise ut
il > 0, t = 0, . . . , k − 1, a contradiction to Assumption A5).

Since ut
il = ci −

∑

j∈I: ij∈E ut
ij, we can proceed recursively on a leaf of T \

(I ∪ {i}), to reconstruct the vector (c, u).

5 On mixing sets

In this section, we use the results established so far to derive descriptions of
the facet-defining inequalities of special types of mixed integer sets.

5.1 Mixing set

Recall that the mixing set is the set

XMIX
n = {(x0, x) ∈ R × Zn |x0 + xi ≥ bi, i = 1, . . . , n}.

When there is no ambiguity, we denote XMIX
n simply by XMIX . The facet-

defining inequalities describing the convex hull of XMIX have been charac-
terized by Günlük and Pochet [5]. These are the so called mixing inequalities
that we now define. Let fi = bi − ⌊bi⌋, and assume that f1 ≥ . . . ≥ fn ≥ 0.
Given any sequence 1 ≤ i1 < . . . < im ≤ n. The mixing inequality relative
to this sequence is

x0 +
m−1∑

h=1

(fih − fih+1
)(xih − ⌊bih⌋) + (1− fi1 + fim)(xm − ⌊bim⌋) ≥ fi1 . (11)

Theorem 21 conv(XMIX) is defined by the mixing inequalities.

Proof: By the usual change of variables x′
i = xi − ⌊bi⌋, we may assume

bi = fi = hi/k for some integers k and hi, i = 1, . . . , n. The extended
formulation for XMIX , represented in Figure 2, becomes

(c) kx0 − µ0
0 − · · · − µk−1

0 = 0,
(ut

i) µt
0 + xi ≥ 0, t = 0, . . . , k − hi − 1, i = 1, . . . , n;

(ut
i) µt

0 + xi ≥ 1, t = k − hi, . . . , k − 1, i = 1, . . . , n.

Let (c, u) be a vector satisfying (6), namely
∑n

i=1 ut
i = c, t = 0, . . . , k−1,

u ≥ 0, such that π(c,u)x ≥ δ(c,u) is facet-defining for conv(XMIX). Then we
may assume that (c, u) satisfy A1),. . . ,A5). By Lemma 18, we may also
assume h1 > . . . > hn. Notice also that c = 1. Otherwise, if c > 1,
for t = 0, . . . , k − 1, choose i(t) such that ut

i(t) > 0. Define u′t
i(t) = 1,
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t = 0, . . . , k−1, and u′t
i = ut

i otherwise. Let c′ = 1, (c′′, u′′) = (c, u)−(c′, u′).
Then (c′, u′), (c′′, u′′) satisfy (6) and (c, u) = (c′, u′)+(c′′, u′′). By Remark 15,
π(c,u)x ≥ δ(c,u) is not facet-defining, a contradiction. Therefore c = 1 and
u has 0, 1 components. Since

∑n
i=1 ut

i = 1, t = 0, . . . , k − 1, it follows
from Lemma 19 that the vector ui is the vector defined by ut

i = 1 for
t = k − hi, . . . , k − hi+1 − 1 (the indices being taken modulo k), ut

i = 0
otherwise. The inequality π(u,v)x ≥ δ(u,v) is therefore

kx0 +
n−1∑

i=1

(hi − hi+1)xi + (hn + k − h1)xn ≥
n−1∑

h=1

(hi − hi+1) + hn

︸ ︷︷ ︸

=h1

Dividing the inequality by k gives the mixing inequality. �

We should point out that in the literature [5, 8], the following mixed
integer set has been usually studied

XMIX+ = {(x0, x) ∈ R+ × Zn |x0 + xi ≥ bi, i = 1, . . . , n}.

If we define bn+1 = 0, XMIX+ is the set of points (x0, x) such that (x0, x, 0)
is in {(x0, x, xn+1) ∈ R × Zn+1 |x0 + xi ≥ bi, i = 1, . . . , n + 1}. Notice
that the latter is a mixing set XMIX

n+1 . Therefore XMIX+ is the projec-
tion on the space of variables x0, . . . , xn of XMIX

n+1 ∩ {(x0, x, xn+1) |xn+1 =
0}. By Proposition 8, the convex hull of the latter set is conv(XMIX

n+1 ) ∩
{(x0, x, xn+1) |xn+1 = 0}. Therefore the irredundant inequalities for XMIX+

are obtained from the mixing inequalities for XMIX
n+1 by setting xn+1 to 0.

Given any sequence 1 ≤ i1 < . . . < im ≤ n, there are two mixing inequalities
associated with it, the mixing inequality (11) and the one obtained by the
mixing inequality for XMIX

n+1 relative to the sequence 1 ≤ i1 < . . . < im <
im+1 = n + 1 by setting xn+1 to 0, namely

x0 +
m∑

h=1

(fih − fih+1
)(xih − ⌊bih⌋) ≥ fi1 . (12)

5.2 Double mixing set

Here we consider the double mixing set

XGMIX = {(x0, x) ∈ R × Zn | bi ≤ x0 + xi ≤ di, i = 1, . . . , n}.

We let

XMIX≥ = {(x0, x) ∈ R × Zn |x0 + xi ≥ bi, i = 1, . . . , n},

XMIX≤ = {(x0, x) ∈ R × Zn | − x0 − xi ≥ −di, i = 1, . . . , n}.

These last two sets are mixing sets, thus their facet-defining inequalities are
described in Theorem 21.
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Theorem 22 conv(XGMIX) is the set of points x ∈ R1+n satisfying

xi − xj ≥ ⌈bi − dj⌉, 1 ≤ i, j ≤ n,

x ∈ conv(XMIX≥) ∩ conv(XMIX≤).

Proof: There exist integers k, hi, li, i = 1, . . . , n, such that bi = ⌊bi⌋+ hi/k,
di = ⌊di⌋ + li/k.

The extended formulation for XGMIX is

(c) kx0 − µ0
0 − · · · − µk−1

0 = 0,
(ut

i) µt
0 + xi ≥ ⌊bi⌋, t = 0, . . . , k − hi − 1, i = 1, . . . , n;

(ut
i) µt

0 + xi ≥ ⌈bi⌉, t = k − hi, . . . , k − 1, i = 1, . . . , n;
(vt

i) −µt
0 − xi ≥ ⌈−di⌉, t = 0, . . . , k − li − 1, i = 1, . . . , n;

(vt
i) −µt

0 − xi ≥ ⌊−di⌋, t = k − li, . . . , k − 1, i = 1, . . . , n.

Any valid inequality for XGMIX is of the form ρ(c,u,v)x ≥ γ(c,u,v), where

ρ(c,u,v)x = kcx0 +
n∑

i=1

k−1∑

t=0

(ut
i − vt

i)xi

γ(c,u,v) =

n∑

i=1

(

k−hi−1∑

t=0

ut
i⌊bi⌋ +

k−1∑

t=k−hi

ut
i⌈bi⌉ +

k−li−1∑

t=0

vt
i⌈−di⌉ +

k−1∑

t=k−li

vt
i⌊−di⌋)

where
n∑

i=1

(ut
i − vt

i) = c for t = 0, . . . , k − 1, u, v ≥ 0. (13)

Notice that, if v = 0, then ρ(c,u,v)x ≥ γ(c,u,v) is valid for XMIX≥, while if u =
0, then ρ(c,u,v)x ≥ γ(c,u,v) is valid for XMIX≤. Therefore we are interested
in the facet-defining inequalities for which u 6= 0, v 6= 0. We assume (c, u, v)
is integer with coprime entries. In this case, we show that c = 0. If not,
then by symmetry assume c > 0. For t = 0, . . . , k − 1, choose i(t) such that
ut

i(t) > 0. Define u′t
i(t) = 1, t = 0, . . . , k − 1, and u′t

i = ut
i otherwise. Let

c′ = 1, (c′′, u′′) = (c, u) − (c′, u′). Then (c′, u′, 0), (c′′, u′′, v) satisfy (13) and
(c, u, v) = (c′, u′, 0) + (c′′, u′′, v). By Remark 15, ρ(c,u,v)x ≥ γ(c,u,v) is not
facet-defining, a contradiction.

Thus
∑n

i=1 ut
i =

∑n
i=1 vt

i for t = 0, . . . , k − 1. Next we show that, for
some t̄ ∈ {0, . . . , k − 1} and some i, j ∈ {1, . . . , n}, ut̄

i = vt̄
j = 1, and u,

v are zero everywhere else. If not, choose t̄ ∈ {0, . . . , k − 1} such that

i, j ∈ {1, . . . , n} ut̄
i > 0, vt̄

j > 0. Define u′, v′ by u′ t̄
i = v′ t̄j = 1, u′, v′ be zero

in all other entries. Let u′′ = u − u′, v′′ = v − v′. Then (0, u′, v′) ,(0, u′′, v′′)
both satisfy (13), and (0, u, v) = (0, u′, v′) + (0, u′′, v′′). By Remark 15,
ρ(0,u,v)x ≥ γ(0,u,v) is not facet-defining, a contradiction.

Therefore ρ(c,u,v)x = xi − xj , and i 6= j. We only need to show γ(c,u,v) =
⌈bi − dj⌉. If one among bi and dj is integer, then it is not difficult to see
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that the optimal choice of t̄ gives γ(c,u,v) = ⌈bi⌉ + ⌈−dj⌉ = ⌈bi − dj⌉. Thus
we assume bi − ⌊bi⌋ > 0, −dj − ⌊−dj⌋ > 0. If bi − ⌊bi⌋+ (−dj − ⌊−dj⌋) ≤ 1,
then k− lj ≤ k− hi, therefore the optimal choice of t̄ is either t̄ ≤ k− lj − 1
or t̄ ≥ k − hi, which gives γ(c,u,v) = ⌊bi⌋ + ⌈−dj⌉ = ⌈bi − dj⌉. Finally, if
bi−⌊bi⌋+(−dj−⌊−dj⌋) > 1, then k−lj > k−hi, therefore the optimal choice
of t̄ is k−hi ≤ t̄ ≤ k− lj − 1, which gives γ(c,u,v) = ⌈bi⌉+ ⌈−dj⌉ = ⌈bi − dj⌉.
�

5.3 Continuous mixing set with flows

The continuous mixing set with flows is the following:

XCMF
n = {(s, r, z, x) ∈ R×Rn

+×Rn
+×Zn | s+ri+zi ≥ bi, zi ≤ xi, i = 1, . . . , n}.

When there is no ambiguity, we denote XCMF
n simply by XCMF . We de-

scribe the facet-defining inequalities for conv(XCMF ) in the original space.
We will discuss later how this model encompasses the continuous mix-
ing set of Van Vyve [13]. Conforti, Di Summa, and Wolsey [3] give a
polynomial size extended formulation for the convex hull of XCMF+ =
XCMF ∩{(s, r, z, x) | s ≥ 0}, but describing the facet-defining inequalities for
conv(XCMF+) in the original space was an open problem. We will show how
the description for conv(XCMF+) can be derived from that for conv(XCMF ).

Let fi = bi − ⌊bi⌋, and assume that f1 ≥ . . . ≥ fn ≥ 0. Every facet for
conv(XCMF ) is of the following form. Let (X, T ) be a partition of V (G).
Consider the complete directed graph D on n nodes, and let C be a directed
cycle of D. Let γC denote the number of arcs (i, j) in C such that i > j.
The following is the cycle inequality associated with the cycle C and the
partition (X, T ).

γCs +
∑

i∈V (C)

ri +
∑

i∈T∩V (C)

zi +
∑

(i,j)∈C

i<j, i∈X

(fi − fj)xi +
∑

(i,j)∈C

i>j, i∈X

(1 + fi − fj)xi ≥

∑

(i,j)∈C

i>j

fj +
∑

(i,j)∈C

i<j

(fi − fj)⌊bi⌋ +
∑

(i,j)∈C

i>j

(1 + fi − fj)⌊bi⌋. (14)

Given a partition (X, T ) of V (G), let

X(X,T ) =






(s, r, z, x) ∈ R × Rn

+ × Rn × Zn |
s + ri + zi ≥ bi i = 1, . . . , n
zi ≥ 0 i ∈ T
zi ≤ xi i ∈ X






.

Theorem 23 Given b1, . . . , bn ∈ R such that f1 ≥ f2 ≥ . . . ≥ fn, we have

conv(XCMF ) =
⋂

conv(X(X,T )), (15)
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where the intersection ranges over all partitions (X, T ) of V (G).
Furthermore, for a given partition (X, T ) of V (G), conv(X(X,T )) is defined
by the inequalities s+ri+zi ≥ bi, ri ≥ 0, i = 1, . . . , n, zi ≥ 0, i ∈ T , zi ≤ xi,
i ∈ X, and by the cycle inequalities (14) for every directed cycle C.

Proof: We can transform XCMF into a set of the usual form by applying
the change of variables yi = s + ri, z′i = zi − bi, x′

i = xi − ⌊bi⌋, i = 1, . . . , n.
The inequalities ri ≥ 0 become

−s + yi ≥ 0, (16)

the inequalities s + ri + zi ≥ bi become

yi + z′i ≥ 0, (17)

the inequalities −zi + xi ≥ 0 become

−z′i + x′
i ≥ fi, (18)

while the inequalities zi ≥ 0 become

z′i + ℓi ≥ −fi, (19)

and
ℓi = ⌊bi⌋.

Consider the sets

S = {(s, y, z′, x′, ℓ) satisfying (16)-(19) i = 1, . . . , n, x′, ℓ ∈ Zn}

S(X,T ) =






(s, y, z′, x′, ℓ) satisfying

(16)-(17) i = 1, . . . , n,
(18) i ∈ X, (19) i ∈ T,
x′, ℓ ∈ Zn







The continuous mixing set with flows XCMF is equivalent to S∩{(s, y, z′, x′, ℓ) | ℓi =
⌊bi⌋, i = 1, . . . , m}, while X(X,T ) is equivalent to S(X,T )∩{(s, y, z′, x′, ℓ) | ℓi =
⌊bi⌋, i = 1, . . . , m}.

Let G be the graph whose nodes are the variables s, yi, z′i, x′
i and ℓi,

i = 1, . . . , n, and where two variables are joined by an edge when they appear
in one of the inequalities (16)-(17). Note that G is a tree, thus S and S(X,T )

fit the framework of Section 4.1.
As usual, let k, hi, i = 1, . . . , n be integers, such that fi = hi/k. The
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extended formulation for conv(S) is

(c) −ks + µ0
0 + · · · + µk−1

0 = 0,

(pi) kyi − µ0
i − · · · − µk−1

i = 0, i = 1, . . . , n

(qi) kz′i − σ0
i − · · · − σk−1

i = 0, i = 1, . . . , n
(vt

i) −µt
0 + µt

i ≥ 0, t = 0, . . . , k − 1, i = 1, . . . , n;

(ut
i) µt

i + σk−1−t
i ≥ 0, t = 0, . . . , k − 1, i = 1, . . . , n;

(wt
i) −σt

i + x′
i ≥ 1, t = 0, . . . , hi − 1, i = 1, . . . , n;

(wt
i) −σt

i + x′
i ≥ 0, t = hi, . . . , k − 1, i = 1, . . . , n;

(mt
i) σt

i + ℓi ≥ −1, t = 0, . . . , hi − 1, i = 1, . . . , n;
(mt

i) σt
i + ℓi ≥ 0, t = hi, . . . , k − 1, i = 1, . . . , n.

Any valid inequality for conv(S) is thus of the form

−kcs+
n∑

i=1

kpiyi+
n∑

i=1

kqizi+
n∑

i=1

(
k−1∑

t=0

wt
i)x

′
i+

n∑

i=1

(
k−1∑

t=0

mt
i)ℓi ≥

n∑

i=1

(

hi−1∑

t=0

wt
i−

hi−1∑

t=0

mt
i)

(20)
where (c, p, q, v, u, w, m) satisfy

∑n
i=1 vt

i = c t = 0, . . . , k − 1
vt
i + ut

i = pi t = 0, . . . , k − 1, i = 1, . . . , n

uk−1−t
i − wt

i + mt
i = qi t = 0, . . . , k − 1, i = 1, . . . , n

u, v, w, m ≥ 0

(21)

Note that, given a partition (X, T ) of V (G), any valid inequality for conv(S(X,T ))
is of the form (20), where (c, p, q, v, u, w, m) satisfy (21), and such that
wt

i = 0 for every i ∈ T , t = 0, . . . , k − 1 and mt
i = 0 for every i ∈ X,

t = 0, . . . , k − 1.

The rest of the proof is divided into two parts. In part I we show
that (15) holds, while in part II we show that any nontrivial inequality
for conv(X(X,T )) is a cycle inequality.

I. Since X(X,T ) contains XCMF , the inclusion “⊆” of (15) is trivial. We
show the reverse inclusion.
We will show that, given an inequality of the form (20), where (c, p, q, v, u, w, m)
satisfy (21), if such an inequality is facet-defining for conv(S), then there
exists a partition (X, T ) of V (G) such that wt

i = 0 for every i ∈ T , t =
0, . . . , k − 1 and mt

i = 0 for every i ∈ X, t = 0, . . . , k − 1. This implies that
the inequality is valid for conv(S(X,T )).

As usual, we assume that (c, p, q, v, u, w, m) has entries that are integer
and coprime, and that the inequality (20) is facet-defining. Notice that, even
though the inequalities defining the set S contain terms with negative coeffi-
cients, assumption A5) still holds, as one can verify using the transformation
in Proposition 10.
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Claim 1 The following chains of inequalities hold.

whi−1
i ≥ whi−2

i ≥ . . . ≥ w0
i ≥ wk−1

i ≥ . . . ≥ whi

i ; (22)

mhi

i ≥ mhi+1
i ≥ . . . ≥ mk−1

i ≥ m0
i ≥ . . . ≥ mhi−1

i ; (23)

uk−hi

i ≥ uk−hi+1
i ≥ . . . ≥ uk−1

i ≥ u0
i ≥ . . . ≥ uk−hi−1

i . (24)

To prove (22),(23), we will apply Lemma 19. We thus need to apply the
transformation in Proposition 10 to turn our problem into one of the form
S(G,I). We introduce variables z′′i , i = 1, . . . , n, and replace the inequality
−z′i + xi ≥ fi by z′i + z′′i = 0 and z′′i + xi ≥ fi, i = 1, . . . , n. In the
extended formulation, we have integer variables σ′0

i , . . . , σ′k−1
i , where z′′i =

σ′0
i + · · · + σ′k−1

i . The inequalities relative to z′i + z′′i = 0 in the extended
formulation are σt

i + σ′k−1−t
i = 0, t = 1, . . . , k − 1, i = 1, . . . , n. The

inequalities relative to z′′i + xi ≥ fi, are σ′t
i + xi ≥ 0, for 0 ≤ t ≤ k − hi − 1,

σ′t
i + xi ≥ 1, for k − hi ≤ t ≤ k − 1, and we associate projection multipliers

w′t
i to such inequalities, 0 ≤ t ≤ k − 1, i = 1, . . . , n. Since σt

i = −σk−t−1, we
have that wt

i = w′k−t−1
i , 0 ≤ t ≤ k − 1, i = 1, . . . , n. By Lemma 19,

w′k−hi

i ≥ w′k−hi+1
i ≥ . . . ≥ w′k−1

i ≥ w′0
i ≥ . . . ≥ w′k−hi−1

i ;

mhi

i ≥ mhi+1
i ≥ . . . ≥ mk−1

i ≥ m0
i ≥ . . . ≥ mhi−1

i ;

and (22),(23) follow.
Finally, (24) follows from (22),(23) and the third equation in (21).

Claim 2 For i = 0, . . . , n and t = 0, . . . , k − 1, mt
i = 0 or wt

i = 0.

Indeed, assume that both mt
i > 0 and wt

i > 0 for some i and t. Let
(c′, p′, q′, v′, u′, w′, m′) be obtained from (c, p, q, v, u, w, m) by decreasing mt

i

and wt
i by 1 and leaving all other components unchanged. Let (c′′, p′′, q′′, v′′, u′′, w′′, m′′)

be the vector having all components equal to 0, except mt
i = wt

i = 1. Then
(c′, p′, q′, v′, w′, m′) and (c′′, p′′, q′′, v′′, u′′, w′′, m′′) satisfy (21), and (c, p, q, v, u, w, m) =
(c′, p′, q′, v′, u′, w′, m′) + (c′′, p′′, q′′, v′′, u′′, w′′, m′′). By Remark 15, the in-
equality (20) defined by (c, p, q, v, u, w, m) is not facet-defining for conv(S),
a contradiction. This concludes the proof of the claim.

Claim 3 For i = 1, . . . , n, qi ≥ 0. If qi > 0, then wt
i = 0, 0 ≤ t ≤ k − 1. If

qi = 0, then mt
i = 0, 0 ≤ t ≤ k − 1.

If qi < 0, then by (21), wt
i > 0, t = 0, . . . , k − 1, a contradiction to Assump-

tion A5). Hence qi ≥ 0
By Remark 20

qi = max
t=0,...,k−1

{mt
i − wt

i}. (25)
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Assume qi = 0. If mt
i > 0 for some t, then by (25) wt

i > 0, a contradiction
to Claim 2. Therefore mt

i = 0, t = 0, . . . , k − 1.
Finally, assume qi > 0. If wt

i > 0, then by (25) mt
i > 0, again a contradiction

to Claim 2. Therefore wt
i = 0, t = 0, . . . , k − 1. This concludes the proof of

the claim.

We define the set X ′ as the set of indices i in {1, . . . , n} such that wt
i > 0

for some t, 0 ≤ t ≤ k − 1, and T ′ the set of indices i in {1, . . . , n} such that
mt

i > 0 for some t, 0 ≤ t ≤ k − 1. By Claim 3, X ′ and T ′ are disjoint,
so there exists a partition (X, T ) of V (G) such that X ′ ⊆ X and T ′ ⊆ T .
Furthermore, Claims 2 and 3 imply that mt

i = 0, t = 0, . . . , k − 1, for every
i ∈ X, while wt

i = 0, t = 0, . . . , k − 1, for every i ∈ T .

II Let (X, T ) be a partition of V (G).
We first show that the cycle inequalities are valid for conv(X(X,T )).

Given a cycle C in D, we describe the multipliers (c̄, p̄, q̄, v̄, ū, w̄, m̄) in (20)
that determine the cycle inequality associated to C and (X, T ). We define
vector ū as follows.
- For every arc (i, j) in C, if i < j we let ūt

i = 1 for t ∈ {k−hi, . . . , k−hj−1},
0 otherwise;
-For every arc (i, j) in C, if i > j, we let ūt

i = 0 for t ∈ {k−hj , . . . , k−hi−1},
1 otherwise;
- For every i /∈ V (C), we let ūt

i = 0, t = 0, . . . , k − 1.
We define p̄i = 1 for i ∈ V (C), p̄i = 0 otherwise. Thus, by (21), for
i = 1, . . . , n and t = 0, . . . , k − 1, v̄t

i = 1 − ūt
i if i ∈ V (C), v̄t

i = 0 for
i /∈ V (C).

One can verify that, since C is a cycle,
∑n

i=1 v̄t
i =

∑n
i=1 v̄t′

i for 0 ≤ t ≤
t′ ≤ k − 1. Let c̄ =

∑n
i=1 v̄t

i for any t ∈ {0, . . . , k − 1}. Note that, for
(i, j) ∈ C, ū0

i = 0 if i < j, while ū0
i = 1 if i > j. Thus, for (i, j) ∈ C, v̄0

i = 1
if i < j, while v̄0

i = 0 if i > j. In particular, c̄ =
∑n

i=1 v̄0
i is precisely the

number of arcs (i, j) ∈ C such that i < j, that is c̄ = |C| − γC .
For every i ∈ X, let w̄t

i = ūk−1−t
i and m̄t

i = 0, t = 0, . . . , k − 1. Thus
q̄i = 0 for every i ∈ X. For every i ∈ T , let w̄t

i = 0 and m̄t
i = 1 − ūk−1−t

i ,
t = 0, . . . , k − 1. Thus q̄i = 1 for every i ∈ T .
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The right-hand-side in (20) is therefore

n∑

i=1

(

hi−1∑

t=0

wt
i −

hi−1∑

t=0

mt
i) =

∑

(i,j)∈C

i<j, i∈X

(hi − hj) +
∑

(i,j)∈C

i<j, i∈T

(−hj) +
∑

(i,j)∈C

i>j, i∈X

hi

=
∑

(i,j)∈C

i<j

(hi − hj) +
∑

(i,j)∈C

i>j

hi −
∑

i∈T

hi

=
∑

(i,j)∈C

i>j

hj −
∑

i∈T

hi.

The inequality obtained with this choice of multipliers is

k(γC−|C|)s+
∑

i∈V (C)

kyi+
∑

i∈T∩V (C)

kz′i+
∑

(i,j)∈C

i<j, i∈X

(hi−hj)x
′
i+

∑

(i,j)∈C

i>j, i∈X

(k+hi−hj)x
′
i+

+
∑

(i,j)∈C

i<j, i∈T

(k − hi + hj)ℓi +
∑

(i,j)∈C

i>j, i∈T

(hj − hi)ℓi ≥
∑

(i,j)∈C

i>j

hj −
∑

i∈T

hi. (26)

Note that, dividing (26) by k, and replacing yi with s+ri, z′i with zi−bi,
x′

i with xi − ⌊bi⌋, and setting ℓi = ⌊bi⌋, i = 1, . . . , n, one obtains the cycle
inequality (14).

We finally show that any facet-defining inequality for conv(S(X,T )) is of
the form (26).

Let (c, p, q, v, u, w, m) satisfy (21), wt
i = 0 for every i ∈ T , t = 0, . . . , k −

1, and mt
i = 0 for every i ∈ X, t = 0, . . . , k − 1. We assume that the

inequality (20) associated with multipliers (c, p, q, v, u, w, m) is facet-defining
for conv(S(X,T )), and that the entries of (c, p, q, v, u, w, m) are integer and
coprime.

Claims 2 and 3 imply that wt
i = uk−1−t

i , t = 0, . . . , k− 1 for every i ∈ X,
while mt

i = qi − uk−1−t
i , t = 0, . . . , k − 1 for every i ∈ T .

Given j = 1, . . . , n, by (24) u
k−hj

i ≥ u
k−hj+1
i ≥ . . . ≥ u

k−hj+1−1
i for i =

1, . . . , n where the superscript indices are taken modulo k, and hn+1 = h1.
This implies

n∑

i=1

u
k−hj

i ≥
n∑

i=1

u
k−hj+1
i ≥ . . . ≥

n∑

i=1

u
k−hj+1−1
i (27)

where the superscript indices are taken modulo k. Let d =
∑n

i=1 pi − c.
By (21),

∑n
i=1 ut

i = d for t = 0, . . . , k − 1. Hence, by (27), for every i, j =
1, . . . , n,

u
k−hj

i = u
k−hj+1
i = . . . = u

k−hj+1−1
i , (28)
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where the superscript indices are taken modulo k.

Let Γ be the directed graph on n nodes defined as follows. For every

i, j ∈ {1, . . . , n}, i 6= j, there are u
k−hj−1
i − u

k−hj

i arcs from i to j in Γ

(superscript indices being taken modulo k). By (24), u
k−hj−1
i − u

k−hj

i ≥ 0.
Notice that, since

∑n
i=1 ut

i = d for t = 0, . . . , k−1, then, given j ∈ {1, . . . , n},
∑n

i=1 u
k−hj−1
i −

∑n
i=1 u

k−hj

i = 0, so

n∑

i=1
i6=j

(u
k−hj−1
i − u

k−hj

i ) = u
k−hj

j − u
k−hj−1
j .

Notice that the value of the left-hand-side of the latter expression is the
number of arcs in Γ entering j. On the other hand, one can readily verify

that, by (28), u
k−hj

j − u
k−hj−1
j =

∑n
i=1i6=j

(uk−hi−1
j − uk−hi

j ), which is the
number of arcs leaving j. Thus Γ is Eulerian, i.e. for each node j the number
of arcs entering j equals the number of arcs leaving j.

Therefore there exists a directed cycle C in Γ. Let (c̄, p̄, q̄, v̄, ū, w̄, m̄)
be the multipliers determining the inequality (26) associated with C. Let
v′ = v − v̄, u′ = u − ū, w′ = w − w̄, m′ = m − m̄, c′ = c − c̄, p′ = p − p̄,
q′ = q− q̄. Then (c′, p′, q′, v′, u′, w′, m′) satisfy (21), and (c, p, q, v, u, w, m) =
(c̄, p̄, q̄, v̄, ū, w̄, m̄) + (c′, p′, q′, v′, u′, w′, m′), therefore (c, p, q, v, u, w, m) does
not determine a facet-defining inequality unless Γ is just a cycle. �

Remark 24 If a cycle inequality (14) associated with a cycle C of D and
partition (X, T ) is facet-defining for conv(XCMF ), then fi 6= fj for every
i, j ∈ V (C), i 6= j.

Proof. Suppose there exist h, k ∈ V (C) with h 6= k and fh = fk. Among
such h, k, choose two minimizing |h − k|. Since f1 ≥ f2 ≥ . . . ≥ fn, the
above choice implies that, for every i ∈ V (C), either i ≥ h, k or i ≤ h, k.

If C has length two, then the corresponding cycle inequality is implied
by the original inequalities. So we assume the C has length at least three.
Let h′ be the predecessor of h ∈ C. Since C has length at least three, we
may assume h′ 6= k. Let P ′ be the unique directed path in C from k to h′,
and C ′ be the cycle k, P ′, h′, k. By the choice of h, k, we have that h′ > h if
and only if h′ > k, and, obviously, fh′ − fh = fh′ − fk.

Let k′ be the predecessor of k ∈ C. We consider two cases: k′ 6= h, or
k′ = h (in which case (h, k) ∈ C).

If k′ 6= h, let P ′′ be the unique directed path in C from h to k′, and C ′′

be the cycle h, P ′′, k′, h. Again, by the choice of h, k, we have that k′ > k
if and only if k′ > h, and fk′ − fk = fk′ − fh. One can now verify that the
cycle inequality defined by C and (X, T ) is the sum of the cycle inequalities
defined by C ′ and (X, T ), and C ′′ and (X, T ).
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If (h, k) ∈ C, we have four cases. The cycle inequality defined by C and
(X, T ) is the sum of the cycle inequalities defined by C ′ and (X, T ) and
• s + rh + xh ≥ bh if h > k, h ∈ X;
• s + rh + zh ≥ bh if h > k, h ∈ T ;
• rh ≥ 0 if h < k, h ∈ X;
• rh + zh ≥ 0 if h < k, h ∈ T .

�

Example. Consider an instance of the continuous mixing set with flows
with n = 4, b1 = 5/6, b2 = 9/6, b3 = 20/6, b4 = 1/6. Thus k = 6, h1 = 5,
h2 = 3, h3 = 2, h4 = 1. Let X = {1, 3}, T = {2, 4}. The graph on the left
in Figure 6 depicts the extended formulation for conv(S(X,T )).

Consider the directed cycle C = (1, 4), (4, 2), (2, 3), (3, 1). The graph on
the right in Figure 6 depicts the multipliers (c̄, p̄, q̄, v̄, ū, w̄, m̄) defined in the
proof of Theorem 23 that determine inequality (26). One obtains

−12s + 6
4∑

i=1

yi + 6z′2 + 6z′4 + 4x′
1 + 3x′

3 + 5ℓ2 + 2ℓ4 ≥ 4.

Dividing by 6 and substituting yi = s + ri, i = 1, 2, 3, 4, z′1 = z1 − 5/6,
z′2 = z2 − 9/6, z′3 = z3 − 20/6, z′4 = z′4 − 1/6, x′

1 = x1, x′
2 = x2 − 1,

x′
3 = x3 − 3, x′

4 = x4, ℓ1 = 0, ℓ2 = 1, ℓ3 = 3, ℓ4 = 0, one obtains the cycle
inequality associated with C

2s +
4∑

i=1

ri + z2 + z4 +
4

6
x1 +

3

6
x3 ≥

18

6
. �

Continuous mixing set The continuous mixing set, studied by Van
Vyve [13], is the following:

XCM = {(s, r, x) ∈ R × Rn
+ × Zn | s + ri + xi ≥ bi, i = 1, . . . , n}.

Next we state Van Vyve’s result and show how to derive it from Theorem 23.

Theorem 25 (Van Vyve [13]) conv(XCM ) is defined by the inequalities
s + ri + xi ≥ bi, ri ≥ 0, i = 1, . . . , n, and by the inequalities

γCs +
∑

i∈V (C)

ri +
∑

(i,j)∈C

i<j

(fi − fj)xi +
∑

(i,j)∈C

i>j

(1 + fi − fj)xi ≥

∑

(i,j)∈C

i>j

fj +
∑

(i,j)∈C

i<j

(fi − fj)⌊bi⌋ +
∑

(i,j)∈C

i>j

(1 + fi − fj)⌊bi⌋ (29)

for every directed cycle C of D.
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Figure 6: Extended formulation for conv(S(X,T )) in the example. The black
dots represent the additional variables associated to each of the variables s,
yi, z′i, x′

i, ℓi. The indices t go from 0 on top to k − 1 on the bottom of each
stack. The ±1s on the edges represent the non-zero right-hand-sides of the
corresponding inequalities.
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Proof. Let X = {1, . . . , n} and T = ∅. Note that a point (s, r, x) is in
conv(XCM ) if and only if the point (s, r, x, x) is in conv(X(X,T ))∩{(s, r, z, x | z =
x}. Since the latter polyhedron is a face of conv(X(X,T )), we have that any
facet-defining inequality for conv(XCM ) is obtained from some facet-defining
inequality for conv(X(X,T )) by replacing zi by xi, i = 1, . . . , n. Given a di-
rected cycle C of D, if we substitute zi with xi, i = 1, . . . , n, in the cycle
inequality (14) relative to (X, T ) and C, we obtain precisely (29). �

Description of XCMF+ Conforti, Di Summa, and Wolsey [3], give a poly-

nomial size extended formulation for the set X
CMF+

n = XCMF
n ∩{(s, r, z, x) | s ≥

0}.
Note that in [3], the authors used the name “continuous mixing set with

flows” for the set X
CMF+

n . As demonstrated for the mixing set above, it is
easy to see that X

CMF+
n can be considered as a face of XCMF

n+1 . Indeed, if

we define bn+1 = 0, then a point (s, r, z, x) belongs to conv(X
CMF+

n ) if and
only if (s, r, 0, z, 0, x, 0) belongs to

conv(XCMF
n+1 )∩{(s, r, rn+1, z, zn+1, x, xn+1) | rn+1 = 0, zn+1 = 0, zn+1 = xn+1}.

Since the latter polyhedron is a face of conv(XCMF
n ), any facet-defining

inequality for conv(X
CMF+

n ) is obtained from some facet-defining inequality
for conv(XCMF

n+1 ) by replacing rn+1, zn+1 and xn+1 with 0.

Separating cycle inequalities for XCMF We conclude the section by
discussing how to separate the cycle inequalities (14) for the continuous mix-
ing set with flows. The polynomial algorithm we provide is almost identical
to that proposed by Van Vyve [13] for the continuous mixing set.

We construct a digraph D′ on the node set {1, . . . , n}, where for each
pair {i, j} ⊆ {1, . . . , n}, i 6= j, there are two parallel arcs eX

ij and eT
ij from i

to j and two parallel arcs eX
ji and eT

ji from j to i. Given a point (s̄, r̄, z̄, x̄),
we assign costs ce to the arcs e of D′ as follows.

ceX
ij

= r̄i + (fi − fj)x̄i − (fi − fj)⌊bi⌋, i < j;

ceT
ij

= r̄i + z̄i − (fi − fj)⌊bi⌋, i < j;

ceX
ij

= s̄ + r̄i + (1 + fi − fj)x̄i − fj − (1 + fi − fj)⌊bi⌋, i > j;

ceT
ij

= s̄ + r̄i + z̄i − fj − (1 + fi − fj)⌊bi⌋, i > j.

Compute a directed cycle C in D′ of minimum mean cost. This can be
done in polynomial time [7]. If C has negative cost, let X be the set of
nodes i ∈ V (C) such that the unique arc leaving i in C is ceX

ij
, for some

j ∈ V (C), and let T be the set of nodes i ∈ V (C) such that the unique arc
leaving i in C is ceT

ij
, for some j ∈ V (C). Then (s̄, r̄, z̄, x̄) violates the cycle
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inequality (14) defined by C, X, T . On the other hand, if C has non-negative
cost, then no cycle inequality is violated by (s̄, r̄, z̄, x̄).

6 Final remarks

When G is a tree, several properties of the facet-defining inequalities for
conv(S(G,I)) have been given in Section 4.1. However, a full characterization
of such inequalities is known only for special cases. Here we propose the
following conjecture.

Conjecture 26 Let G be a tree and I be the leaves of G. Let (c, u) be a
vector satisfying (6) and i ∈ I be a leaf of G. If π(c,u)x ≥ δ(c,u) is facet-
defining for S(G,I), then ut

n(i)i ∈ {0, 1} , t = 0, . . . , k − 1.

By Lemma 19, Conjecture 26 would imply that, for any i ∈ I, the
vector un(i)i is a 0, 1 vector where the 1 entries are consecutive starting from

entry uk−hi

n(i)i . Furthermore, Remark 20 implies that all entries of (c, u) are
determined by the vectors un(i)i for i ∈ I.

The following example shows that the vector u of multipliers is not a 0, 1
vector in general, even if G is a tree.

Example. Consider the set S(G,I) defined by the following

x1 + x6 ≥ 2/5
x2 + x7 ≥ 3/5
x3 + x8 ≥ 4/5

x6 + x11 ≥ 0
x7 + x11 ≥ 0
x8 + x11 ≥ 0

x11 + x12 ≥ 0
x12 + x9 ≥ 0

x12 + x10 ≥ 0
x9 + x4 ≥ 0

x10 + x5 ≥ 4/5
I = {1, 2, 3, 4, 5}.

We checked with PORTA that the inequality

2x1 +2x2 +2x3 +3x4 +3x5 +5x6 +5x7 +5x8 +5x9 +5x10 +15x11 +10x12 ≥ 9

is facet-defining for conv(S(G,I)). It can be verified that the unique multi-
pliers u that produce the above inequality are those depicted in Figure 7.
Two of the multipliers associated with the edge {11, 12}, namely u1

{11,12}

and u2
{11,12}, have value 2. �
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