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1. Introduction. We give a stochastic representation for a class of nonlocal parabolic
terminal-boundary value problems, whose terminal and boundary conditions depend on the solution
in the interior domain; in particular, the solution is represented as the expectation of functionals
of a diffusion process with random jumps from boundaries. We discuss three applications of the
representation, one on the pricing of dual-purpose funds, for which we use the representation to
get a partial differential equation (PDE) so that we can price these funds numerically, one on the
connection of our results to regenerative processes, and the final example on modeling the entropy
on a one-dimensional non-rigid body, for which we use the representation in the opposite direction,
i.e. from the PDE we can find a stochastic representation which yields a different interpretation of
the entropy.

1.1. Main Result. We consider a Feynman-Kac type representation for a class of linear
parabolic PDEs on a bounded smooth domain O C R¢, d > 1 with nonlocal boundary and terminal
conditions in the following form

_aa‘f(t,x) — LW (t,z) = f(t,x) in Q (1)
W (t,z) = h(t,z)+BW(t,z) on 0,Q, (2)
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where the interior domain is Q :=[0,T) x O, the parabolic boundary is 8,Q := ({T'} x O)U([0,T') x
00) taken as the union of terminal time and lateral boundary. Here the generator is

1 <& PW & oW

ij=1 i=

The interesting feature is about the nonlocal boundary and terminal conditions:
BW (t,2) = / / W (s, 2 (ds, d2), (3)
Q

where {14, }(¢,2)e0,¢ is a collection of positive Borel measures on Q.

Two examples of the nonlocal condition (3) to be used in our later applications are: (1) By
taking v ,(ds,dz) = 8o 4(z)(ds,dz), i.e. the Dirac measure concentrated at (0,g(z)) for a function
g:0— 0O, we get

BW(t,x) =W(0,g(x)). (4)
(2) By taking v, ,(ds,dz) = 6;(ds) K (z, 2)dz for some function K on 90 x O and z € O, we get

BW (1, 2) = /O Wt 2)K (3, 2)dz. (5)

The main goal of this paper is to show that, under certain conditions to be given in Section 2,
there is a unique solution to the above problem, which can be probabilistically represented as

W(t,x)=EY

/ efr(sft) H p('UQj—vX@j—) f(’l}s_,Xs_)dS
t

tgej <s

+S e @ [T wv, Xa,) | Blvs, s Xa, )

0;>t <0, <0;
for all (t,x) € Q, where (v, X) is a cadlag process satisfying
dX,=b(vs, X,)ds+o(vs, X)dBs, s€(0;,6;11),i>0, (7)

Us:UGi+(3_9i)a sE(Qi,GiH),iZO.

Here (6;);>1 is a sequence of passage times of (v, X) crossing 9,Q, at which (v,X) jumps into @,
and 6, =t for notational convenience; 7(t, z) := v, ,(Q); Ef means the expectation computed under
the initial condition v, =t¢, X, = x; and the summation and products in (6) are over all i > 1
and j > 1 satisfying the constraints, respectively. Although our formulation is a terminal-boundary
value problem, by a straightforward time-reverse we can also cover initial-boundary value problem.
Figure 1 shows one sample path of (v, X).

The representation (6) has a financial interpretation as the expected present value of a future
cash flow from a financial asset, consisting of a continuous payoff at rate f and a series of time-6;
lump-sum payoffs h(vg,_, Xp,_), i > 1. Starting from an initial position of one share in this asset,
the nonincreasing process Htgej s P(vgj_,ng_), s >t represents the quantity of the asset left
immediately before time s.

We present three applications of the above representation. The first one, which uses the type
of nonlocal condition in (4), is on the pricing of the dual-purpose funds (started in U.S. 1970’s
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FIGURE 1. A Sample Path for (v, X).

Note. This figure illustrates one sample path of the process (v, X), where O = (0,1), T = 1. Therefore, the parabolic
boundary 9,Q = {1} x {0,1}, that is, (v, X) hits 9,Q if and only if X hits 0 or 1, or v hits 1. Starting from time s =0,
(v, X) follows a space-time diffusion process. At 61 when X hits 0, X jumps back into (0,1) and v jumps downwards,
based on the jump measure #,, 0. The same kind of jumps of (v, X) occurs at 62 and 05, when v hits 1 and X hits
1, respectively.

and recently became very popular in China), where our representation result offers a rigorous
characterization of the value of dual-purpose funds as well as an efficient numerical pricing method.
We then discuss the connection between the process (v, X) and the regenerative process. We show
that a special subclass of (v,X) is indeed regenerative, and present a stochastic representation
result in terms of a regenerative process. As the third application, we discuss an example in
thermodynamics theory modeling the entropy of a one-dimensional nonrigid body, which is based
on the type of nonlocal condition in (5).

1.2. Literature Review. The Feynman-Kac representation result for classical solutions to
linear parabolic terminal-boundary value problems with local terminal and boundary conditions
has been well-documented in literature. For example, solutions to problems with Dirichlet type
boundary condition can be represented by a diffusion process that is stopped on the boundary
(c.f. Friedman (2012)); solutions to problems with Neumann type (or more generally, Robin type)
boundary conditions can be represented via a diffusion process with reflection on boundary (c.f.
Freidlin (1985)). For a class of Cauchy problems whose leading coefficient does not satisfy linear
growth, Bayraktar and Xing (2010) derived the existence and uniqueness of classical solution as
well as a stochastic representation (as the European option price).

A body of PDE literature discussed the existence, uniqueness and asymptotic behavior of solu-
tions to parabolic initial-boundary value problems, with different locations of the nonlocalness
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TABLE 1. Comparison between This Paper and Literature.

Panel I: Comparison on the Formulation of Nonlocal Initial/Boundary Conditions

Nonlocalness Type of Discontinuity Stochastic
Location v Allowed Representation
Chabrowski (1984a) Initial Only Discrete No No
Chabrowski (1984b) Initial Only Borel No No
Deng (1993) Initial Onl, Abs. Continuous No No
Olmstead and Roberts (1997) v ’
Friedman (1986) Boundary Only  Abs. Continuous No No
Yin (1994), Pao (1995a) Boundary Only ~ Abs. Continuous No No
Pao (1998) Boundary Only Abs. Continuous No No
Pao (1995b) Initial & Boundary Abs. Continuous No No
This Paper Initial & Boundary Borel Yes Yes

Panel II: Comparison on the Pricing of Dual-Purpose Funds

Horizon Complex Contract Clauses Pricing Method

Ingersoll (1976) Finite No PDE
Jarrow and O’Hara (1989)  Finite No PDE
Adams and Clunie (2006)  Finite Yes Monte Carlo

This Paper Infinite Yes PDE

Panel III: Comparison with Regenerative Process Literature

Main Focus

Sigman and Wolff (1993) Deriving approximations based on limiting theorem
Glasserman and Kou (1995) (e.g. limiting distribution)
Showing that the expectation of functionals on exact solutions
This Paper for some regenerative processes are the solutions of

PDEs with nonlocal terminal and boundary conditions

Panel IV: Comparison with Inventory Management Literature

Proving Existence of Solution Showing Inventory Process
to Nonlocal Problem is Regenerative

Cadenillas et al. (2010)
Harrison and Sellke (1983)

This Paper

Based on explicit solutions No

General proof not relying

on finding explicit solutions Yes

Note for Panel I: Nonlocalness location means whether the nonlocal condition appears in
initial condition only, boundary condition only, or both initial and boundary conditions. The type
of v means whether v is discrete, absolutely continuous (Abs. Continuous), or a general Borel
measure. “Discontinuity Allowed” means whether 14, can have discontinuous dependence on
(t,z). “Stochastic Representation” means whether a stochastic representation result is obtained.

Note for Panel II: Horizon means whether the dual-purpose fund has an infinite life horizon or a
finite life horizon; in China all dual-purpose funds have an infinite horizon. “Complex Contract
Clauses” means whether the dual-purpose fund has a complex payoff scheme (e.g. from some
protection mechanism).

(in initial/boundary data), types of measure v; ,(ds,dz) (discrete, absolutely continuous in s or
z, or general Borel measures), and continuity of the measure v, , with respect to its parameter.
Table 1, Panel I summarizes the comparison between our work and the PDE literature on these
specifications.

To our best knowledge, the current work is the first to explore the stochastic representation for
parabolic problems with nonlocal terminal and boundary conditions, besides establishing the exis-
tence and uniqueness of solutions of nonlocal problems; in particular, we find that the solutions can
be represented in terms of a space-time diffusion process with jumps from the parabolic boundary
into the interior.
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Furthermore, in addition to allowing nonlocalness in both initial (terminal) and boundary con-
dition, and allowing v to be Borel measure (instead of either discrete or absolutely continuous),
different from the existing literature, we also allow 14, to have discontinuous dependence on its
parameter (t,z), not only for (¢,z) in initial (terminal) time or lateral boundary, respectively, but
also in their intersection. This kind of discontinuity is motivated and required by the application
in pricing dual-purpose funds from finance, and with it, we look for solutions that are classical
in the interior domain but can be discontinuous on the parabolic boundary. Here, v; , = ¢ 4(2) as
in example (4). Specifically, on pre-specified payment dates (t =T), the (transformed) underlying
fund value jump from z to g(x) as defined in (79). The discontinuity of g at {0,1} then translates
to the discontinuity of v, at {T'} x {0,1}. In addition, this kind of discontinuity also arises in our
thermoelasticity example due to a technical reason. More precisely, although the original physical
example has nonlocalness only in boundary and v defined in boundary is continuous, when we
transform it into our standard form (1), v is discontinuous at the intersection between initial time
and boundary.

We give three examples to illustrate the applications of our representation result. Our first
example from finance is on the pricing of dual-purpose funds, originated in U.S. in 1970’s, and has
since been significantly modified and is currently very popular in China. This is a type of structured
mutual funds that are split into lower risk/return shares and higher risk /return shares, each having
a claim on the underlying asset pool. The perpetual interest and dividend payment cash flow of
dual-purpose funds depends on the underlying fund value, which fluctuates in an interval and
jumps back to the interior part once it hits the interval boundary according to some pre-specified
rules. Our representation result provides a rigorous PDE characterization of dual-purpose funds
value in terms of a parabolic PDE with both nonlocal boundary condition and terminal condition.
This link with PDE also provides an iterative numerical algorithm for estimating the fund value,
which is more efficient than the Monte Carlo simulation as suggested in Adams and Clunie (2006).
Our result is also related with Ingersoll (1976), which focused on the pricing of dual-purpose funds
in U.S. However, the model in Ingersoll (1976) is not applicable to the dual-purpose funds in China
that have a more complicated payoff structure in an infinite time horizon. This calls for a more
sophisticated valuation model, which partly motivated our study in this work.

As the second example, we discuss the relationship between (v, X) and regenerative processes.
We find that a subclass of (v, X') with degenerate jump measure is indeed regenerative, but (v, X)
is not regenerative in general. Our stochastic representation result then shows that the solution of
PDEs with nonlocal terminal and boundary conditions can be represented in terms of regenera-
tive processes with regeneration epochs being the hitting times of boundary of PDE’s space-time
domain. This result differs from the regenerative process literature in that, while the literature
(e.g. Sigman and Wolff (1993); Glasserman and Kou (1995)) mainly focuses on approximation
of regenerative processes based on limiting theorem (e.g. limiting distribution), we focus on the
exact solutions for some regenerative processes, and show that the expectation of certain func-
tionals on them is the solutions of PDEs with nonlocal terminal and boundary conditions. In the
one-dimensional case, our representation for elliptic equations with nonlocal boundary condition
corresponds to a regenerative underlying process which can be interpreted as the inventory level
under a band control policy as discussed in Cadenillas et al. (2010) and Harrison and Sellke (1983).
However, in contrast to these two papers in which explicit solutions are available, we derive the
existence of solution in terms of a probabilistic representation that does not rely on the existence
of explicit solutions.

Our third example from one-dimensional linear thermoelasticity theory models the change in
the temperature distribution on a one-dimensional non-rigid body made from a homogeneous and
isotropic material. Day (1982) found that, after a transformation, the entropy can be written as a
solution to a parabolic equation with nonlocal boundary conditions. Our result gives the existence
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and uniqueness to the solution of this PDE, as well as a probabilistic representation of the unique
solution. This probabilistic representation provides a new interpretation of the thermodynamics
entropy in terms of particles.

This paper is organized as follows. Section 2 introduces notations and the basic formulation of
the problem; Section 3 presents the main result of this paper (Theorem 3.1), a Feynman-Kac type
representation for the nonlocal problem, establishing the existence and uniqueness of solutions to
the PDE. Section 4 discusses the applications of our representation result. All proofs are deferred
to Appendix.

2. Statement of the Problem. In this section we will first formulate the parabolic PDE
with nonlocal terminal and boundary conditions, and then construct the underlying process for
the stochastic representation. Based on this construction, we finally discuss the stochastic form of
the value functions to be used in the representation in Section 3.

2.1. The Nonlocal Problem. Consider the parabolic terminal-boundary value problem (1)
~ (3) on ). We assume b= (b;)1<i<q and o = (0;;)1<;,j<q are continuous functions satisfying the
following conditions: V(¢,z), (£,4) € [0,T] x R,

Kz —&|+ ¢~ i), (®)
K(1+ o), (9)

and the uniform ellipticity condition: there exists A > 0 such that for all £ € R? and (¢,7) € Q,

d
Z aij(t,x)&& > A€, (10)

i,7=1

where a:= oo, For all (t,z) € 9,Q, we further assume that v, , is a positive Borel measure on Q
such that

0<v(t,z) :=1,,(Q) <1
and v, . ((¢,T) x O) =0; r is a positive constant; f is uniformly Holder continuous (with exponent
@) on @, and we denote K; =max,q|f(z)]. We also assume the mapping (¢,z) — 14, and h
defined on 0,Q are Borel measurable (where the measurability of v, is with respect to the weak
convergence topology), and satisfy the following continuity assumption.

ASSUMPTION 2.1.  The function h and the mapping (t,x) — vy, are continuous on 0,Q\D,
where D C 0,Q is a closed set satisfying the following property: there exist T ={t,,--- ,tx} C[0,T]
and X\ € (0,d), such that for any € > 0, there exist sy, ---,sy €T and a finite collection of d-
dimensional balls By, --- , By such that D C UM ({s;} x B;)N3,Q and 31" (diam B;)* <&, where
diam B denotes the diameter of set B.

Under Assumption 2.1, for any bounded function u € C(Q), we have that the terminal/boundary
data

h(t,z) + Bu(t,z)

is also continuous on 9,Q\D. The set D in Assumption 2.1 can include the lateral boundary at a
finite collection of time points; in particular, it can include the intersection between the terminal
time and lateral boundary, {T} x 0O. In other words, Assumption 2.1 allows for inconsistencies
between terminal and boundary conditions. The assumption on the covering balls together with
the condition Z;Zl(diam B;)* < e requires the set of discontinuity point at the terminal time 7'
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to be a Lebesgue-null set (in fact, it has a A-dimensional Hausdorff measure 0, and hence has a
Hausdorff dimension no greater than \) and nowhere dense in O.

ExaMPLES. Our formulation of the nonlocal boundary and terminal conditions can cover several
cases in literature. (The literature mainly focuses on initial-boundary value problems, which are
equivalent to the terminal-boundary value problem after a time-reverse 7 =T —t.) For instance, if
we take

0i(ds)K (x,2)dz if (t,x) € [0,T) x 0O

0 otherwise (11)
0 if (t,z)€[0,T) x 00

U(t,z) otherwise,

Vo (ds,dz) =
h(t,z) =

where K € C(00 x O) nonnegative, [, K(z,z)dz <1, Vz € 80, and ¥ € C(O), we get the type of
nonlocal boundary condition and local initial condition in Friedman (1986); Pao (1995a, 1998):

W (t,z) :/ K(x,z)W(t,z)dz in [0,7) x 00 (12)
o _
W(T,z)=9(x) on O. (13)
On the other hand, if we take

Vo (ds,dz) = { Ozjv_ \Bi(@)d4, 0 (ds, dz) if (t,z) € {T} x O

otherwise (14)
h(t, z) = U(z) if (t,z)e{T} xO

)= ¢(t,x) otherwise,
where for i=1,--- N, 0<t,<T, ;>0 and Y1, Bi(z) <1, Yz € O, §;,¥ € C(O), ¢ € C(Q), we
obtain the type of nonlocal initial condition and local boundary condition in Chabrowski (1984a):

W(t,z)=o¢(t,x) on [0,T] x 00

W(T,z)=U(z) +Z@(x)W(ti,x) in O.

Note that v, and h as in (11) and (14) are continuous on 9,Q\D with D = {T'} x 00O. In particular,
by taking N =1, t; =0 and h such that h(7T,-) =h(0,-) in (14), we get the time-periodic parabolic
problems as discussed in Lieberman (1999).

The specification of nonlocal operator in Chabrowski (1984b) is the closest to ours. Although
Chabrowski (1984b) started with a general framework where the nonlocalness in the initial condi-
tion is in terms of a mapping F, the existence and uniqueness result for nonzero local boundary
condition requires F' to be defined in terms of a parameterized collection of positive Borel measures
in a manner similar to (3), and the collection of measures needs to have continuous dependence on
the parameter. Our formulation is more general than Chabrowski (1984b), as we allow this type
of nonlocalness in both the terminal and boundary conditions, and the collection of measures can
have discontinuous dependence on the parameter.

2.2. The Underlying Process. Next we give a construction of the underlying process for the
representation. Take a filtered probability space (2, F, (F;)¢>0, P) satisfying the usual assumptions,
where a collection of independent d-dimensional Brownian motions (B%);>; is defined. Consider
the state process (v, X,Y) valued in [0,7] x O x [0,1] defined as follows. Starting from a point
(u,z,y) € Q x [0,1], v evolves as dv, = ds, X evolves as (7) with B replaced by B!, and Y is
constant, until the first passage time

0, =inf{s >0: X, €00 or v,_ =T},
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at which (v, X) exits @ by crossing 9,Q at & = (vg,—, Xp,—) € 0,Q. At 61, (v, X) instantaneously
jumps to a random point (vi,z;) in @ with distribution ¢, (ds, dz), where for (vo, o) € 9,Q, the

probability measure 7, ,,(ds,dz) in @ is defined as

Vvg,zo (dS, dZ)/?(’UO, xO) if g(UO’ xO) >

Vug,ao (ds,dZ) - { (5U/7m/<d8,d2) if P(7}07370) (15>

0
07
where we fix v' =0 and 2’ € O. Also, Yy, =7(&) - Yy, —. After the jump, v and X continue as
dv, =ds and (7) with B replaced by B?, respectively, and Y remains constant. And this same jump
mechanism is repeated independently every time the process (v, X) hits 9,Q. Denote 6; as the i-th
passage time of 9,(). Note that by construction,

Yi=y- Hv(’U@i—’X@'—)' (16>

Qigs

Also, due to the nature of v, the inter-jump times Af#; = 0,1 —0; <T, a.s., therefore 9,Q will be hit
for an infinite number of times almost surely. Therefore, we have an infinite, increasing sequence
of jump times (6;);>1.

The state process (v, X,Y") has the following intuitive interpretation. X is the main underlying
state process representing the location of a particle with mass Y, moving in O as a diffusion which
depends on the clock v. At the time when the particle hits the domain boundary or the clock
hits T, it jumps to a new point in O and the clock jumps backwards, all based on the probability
measure . As the particle jumps, it losses 1 —7(&) fraction of its mass, where £ is the clock status
and particle location right before the jump. In particular, at a point £ where 7(¢’) =0, the particle
mass becomes 0 and remains 0 forever. After the jump, the particle and clock keep going until the
next jump.

2.3. A Non-Explosive Condition. This type of processes has been studied in Grigorescu
and Kang (2013). By definition (v, X,Y") is a time-homogeneous Markov process. To ensure that
it is well-defined for all ¢ < co, one needs to make sure that it is non-explosive, that is, (6;);>1
tends to +oo a.s. The proof for non-explosiveness in Grigorescu and Kang (2013) requires the
nondegeneracy of the transition probability. However, in our case, v is degenerate. To establish the
non-explosiveness in our setting, we need the following assumption.

ASSUMPTION 2.2.  We assume that there exists to € [0,T), § >0 and 0 < py <1, such that

ﬁvo,wo([O)tO] X O) 2p07 /I’f Vg = T (17)
Vg, ([0, 00] X Os) > po, if vo < T, (18)

for all (vo, o) € 0,Q, where Os ={z € O :dist(x,00) > §}. Note that since there exists § >0 such
that ' € Os, (17) and (18) are trivially satisfied at the point (vgy,xo) where U(vy,xo) = 0.

ExaMPLES. Following the discussion in Section 2.1, Assumption 2.2 is weak enough to include
all the examples in this paper under reasonable conditions. For the case (11), to satisfy Assumption
2.2, we need to assume that there exists 6 >0 and 0 < py < 1 such that for all x € 00,

Jo, K(x,2)dz

m = Po. (19>

In view of the continuity of K, a sufficient condition is [ o K(x,2)dz >0 for all z € 0. This way,
L fA K(z,z)dz

= e Rwa)de is continuous with respect to x € 90, and for any 0 < py < 1, (19)

the measure p,(A)
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must be satisfied for some 0 > 0, otherwise it will lead to the contradiction that p,,(O) <1 for some
xo € 00. For the case (14), Assumption 2.2 is automatically satisfied by taking ¢y = max{t,,--- ,t,}.

Intuitively speaking, Assumption 2.2 imposes tightness on the jump measures: (17) says that
the jump measures starting from the terminal time 7" assign a uniform probability for a set that
is bounded away from the terminal time; (18) says that the jump measures starting from the
boundary assign a uniform probability for a set that is bounded away from the boundary. These
two conditions rule out the possibility of 0,Q being hit for an infinite number of times in a short
period, and therefore (v, X) is non-explosive, as is shown in the following lemma.

LeEMMA 2.1 (Non-explosiveness). Under Assumption 2.2, the increasing sequence (0;);>1
tends to +00 a.s. Furthermore, for any r >0, we have

lim sup E“*[e "] =0, (20)

N0 (u,z)eQ

where E** means the expectation calculated under the initial position (u,x) for (v,X).

2.4. The Value Functions. For the stochastic representation in Section 3, consider the fol-
lowing infinite-horizon problem for (t,z) € @ and y € [0,1]:

V(t,z,y)=Ey™Y / e "CTY,_ fu,_, X,_)ds
t

(21)
+> e O TIY, h(ve,—, Xo, )|

0;>t

where E;"""Y means the expectation computed under the initial condition v;_ =u, X;_ =z,Y;_ =y.
That is, for (u,x) € @, the right hand side is equal to the expectation under the initial condition
v =u,X; =Y, =y; for (u,x) € 9,Q, however, by viewing ¢ as a passage time of 9,0, the right
hand side expression equals y - h(u,x) plus the expectation computed under the initial distribution
Uy . for (v, X) and Y, =7(u,x) - y. To simplify notations, unless otherwise stated, in the following
we always replace E}"*! by E?, omit the initial value of y when it is irrelevant to the expectation,
and omit the subscript when ¢t = 0.

In addition to the infinite-horizon problem, we also consider its accompanying finite-horizon
problem: for N =1,2,---, we define

t,m

N
/ efr(sft)YS,f(vs,,Xs,)ds
t

VN(tv u,x,y, m) = EZMI’y

" Z efT(Gi*t)Ygi,h(UeraXGF) ’

t<0;<yy™
for t,me [0, NT], ue€[0,T), z € O and y € [0,1], where

Vet =inf{s>t: NT — s —m"™ <0}, 7§v:7§\}0,
mh™ =m + Z (T —vg,— +vp,), m:=mi"

t<0,<s

Note that the jumps of m%™ are bounded by T, since vy, < vy, by definition. We then denote

VN(tvxay) :VN(tﬂf_ LtJT7x)y)0)u
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where [t|7 denotes the largest integer multiple of 7" that is no greater than ¢. Intuitively speaking,
starting at ¢ € [0,7), different from the infinite-horizon problem which goes on forever, the finite-
horizon problem Vy ends at the N-th passage time 6. Therefore, one can expect that Vi converges
to V as N goes to infinity. We will establish this in Lemma A.2.

Since the right hand side of (21) has a linear dependence on Y, and Y only changes at the
collection of passage times, (6;);>1, at which its value jumps downward proportionally as indicated
by (16), it is straightforward to see that V(¢,z,y) is homogeneous in y, that is,

V(t,z,y)=y-V(t,z,1).

This is also true for V. So in the following, we will use V(t,z) and Vy(¢,x) to denote V (¢, x,1)
and Vi (t,z,1) for simplicity.

To guarantee the finiteness of V' and Vi, we assume that h has a linear growth with respect to
s, that is,

|h(s,z)| < K} - s, (23)

where K, is a positive constant. It turns out that the boundedness of f, the decrease of Y at (6;);>1
and the growth condition on h together lead to the finiteness of value functions of both the infinite
and finite horizon problems, as shown by the following proposition.

PROPOSITION 2.1. (The finiteness of value functions of both the infinite and finite horizon
problems). Under Assumption 2.2 and assuming (23), |V| and |Vy| are bounded by Ky = K;/r +
ATM K}, /(1 —py), where ps and M are as defined in (51).

3. A Feynman-Kac Representation for Nonlocal Problems. All the assumptions in
Section 2 are assumed throughout this section.

THEOREM 3.1. (A Feynman-Kac Representation). The terminal-boundary value problem (1) -
(2) has a unique bounded solution W € C**(Q) N C(Q\D), which can be represented as (6) for all

(t,z) €Q.

The right hand side expectation in (6) has an intuitive financial interpretation as the expected
present value of a contingent future cash flow from a financial asset. The cash flow consists of con-
tinuous payments at the rate f(v,_,X,_) and a series of time-6,; lump-sum payments h(vy,_, Xy,_),
both of which are dependent on the clock v and underlying asset value X. In addition, the quantity
of the asset may decrease as the delivery of lump-sum payoffs. Starting from a unit position in this
asset, this decrease is captured by the nonincreasing process [], <0;<s ?(vgj_, ng_), s >t represent-
ing the remaining quantity of the asset immediately before time s. Finally, the exponential factor
e~"(~t) discounts the future values of the cash flow to present values. In Section 4, we will use this
interpretation to connect the representation (6) with the value of dual-purpose funds.

There are three main difficulties in establishing Theorem 3.1: handling discontinuities (as in
Assumption 2.1), nonlocalness of the terminal and boundary conditions, and deriving the stochastic
representation. First, to handle the difficulty of discontinuities, we extend the classic Feynman-Kac
representation (c.f. Theorem 5.2 in Friedman (2012)) by allowing the terminal and boundary data
h to have discontinuities in a set D C 9,Q) (and bounded). By approximating h by a sequence of
continuous functions, Proposition A.1 shows that the representation in the classic Feynman-Kac
representation for Dirichlet problems still holds despite the discontinuity of h.

Secondly, the presence of nonlocalness in the terminal and boundary data creates difficulty for
establishing both the existence and representation of the solution. The typical PDE argument for
proving the existence of a classical solution to Dirichlet problems requires a priori regularity of
the terminal and boundary data. However, this a priori regularity is typically not possessed by the
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nonlocal problems, since the regularity of the terminal and boundary data in turn depends on the
regularity of solution that is not obtained yet. In view of this, we prove the existence of a bounded
solution by an iterative construction in three steps:

(i) Starting from Wy =0, we iteratively define W;,,, i =0,1,--- as the unique bounded solution
to the following equation

—a(;/z/(t,x) — LW (t,z)= f(t,z) in Q (24)
W (t,x)=h(t,z) +BW;(t,x) on 9,Q. (25)

The existence and uniqueness of a bounded solution to this problem is guaranteed by the extended
Feynman-Kac representation for Dirichlet problems (Proposition A.1).

(ii) We prove that the sequence (W;);>; constructed above converges uniformly on @ via a
probabilistic argument, by showing that the solution W; to (24) — (25) equals the finite-horizon
value function V; (as defined in Section 2.4) in @ for each i, and proving that (V;)>; converges in
@ uniformly to the infinite-horizon value function V' defined in (21).

(iii) Since W, i > 1 satisfy (24), a typical application of Schauder interior estimate and Arzela-
Ascoli theorem establishes that the limit W of (W;),;>; satisfies (1) in @, and the uniform conver-
gence gives W the desired continuity in Q\D.

REMARK 3.1. The above construction and convergence of (W;);>; also provide an iterative
algorithm of numerically solving the parabolic PDE with nonlocal terminal and boundary data
(1) — (2). Starting from the initial guess Wy = 0, each time we plug in the value of W; in the
last iteration step into the terminal and boundary condition and solve the local PDE (24) — (25)
numerically to get W;.;. Then, step (i) — (iii) above show that the sequence of functions (W;);>0
converges uniformly to the unique solution of the nonlocal problem.

Thirdly, as for the stochastic representation, from the (extended) Feynman-Kac representation
for Dirichlet problems, any bounded solution W € C*2(Q)NC(Q\D) of (1) — (2) can be written as

W(t,x)=EY

6
/ e—r(sft)f(vs’és)ds + e (01 (h(97€9) + BW(07 59))] )

However, this is still an equation for W rather than a real stochastic representation, and it does not
necessarily imply the uniqueness of solution. We solve this equation by iteratively substituting W
(the whole right hand side expression) into BW (6,&,), and showing that this procedure converges
to the representation (6). Two essential ingredients for this convergence are the non-explosiveness
established in Lemma 2.1 and the boundedness of value functions in Proposition 2.1.

3.1. Some Remarks. The idea of establishing the existence of solutions via constructing an
approximating sequence of solutions was also used in Friedman (1986) and Pao (1995a,b). Friedman
(1986) showed that the sequence is a uniform Cauchy sequence, thanks to the maximum principle
and the assumption that 7(¢,x) = p < 1. However, this assumption is not necessarily valid in our
framework. On the other hand, assuming the existence of a pair of lower and upper solutions, Pao
(1995a,b) proved that the sequence starting from an upper/lower solution is monotone with a cor-
responding lower /upper bound, and hence established the convergence. However, the construction
of the upper/lower solution is not straightforward in general. In contrast, the sequence in our work
is not necessarily monotone, as it starts from 0 that is not necessarily an upper/lower solution.
Our construction has a clear probabilistic interpretation via the characterization of (W;);>; using
the value functions (V;);>1 of finite-horizon problems, which also leads to the uniform convergence
of the sequence.

In the special case where only one of the boundary or terminal condition is nonlocal, the solution
can be continuous at {T'} x 0O even if v;, and h are discontinuous there, provided that the
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boundary and terminal conditions are consistent. Take the case (12) studied in Friedman (1986)
as an example. Recall that K € C(90 x O), ¥ € C(O), but v;, and h(t,r) as defined in (11)
are not necessarily continuous on {T'} x 0O. From Theorem 3.1 we can claim that the solution
W e C(Q\({T} x 00)). However, it can be shown that W € C(Q) if and only if the boundary
condition and terminal condition are consistent in the following way

U(zo) :/OK(:UO,Z)\II(Z)dz, vz, € 00. (26)

that is, the (local) terminal data ¥ satisfies the (nonlocal) boundary condition. This condition (26)
seems to be missing in Friedman (1986); Yin (1994).

3.2. Three Extensions of Theorem 3.1. For the application in pricing dual-purpose funds,
we need to consider PDE (1) together with the terminal and boundary condition

W (t,x) = h(t,z,v(t,z)) + BW(t,z) on §,Q (27)

instead of (2), where h:8,Q x [0,1] = R is measurable and has the additional dependence on
7(t,x). Corollary 3.1 says that the stochastic representation result still holds if h satisfies growth
and continuity assumptions similar to those of h.

COROLLARY 3.1.  Assume h € C((8,Q\D) x [0,1]) and satisfies

|h(s,z,u)| < K;(1—u+s), (28)

then the terminal-boundary value problem (1) and (27) has a unique bounded solution W €
C2(Q)NC(Q\D), which can be represented as

W(t,l‘) :Etl [/ 6—7‘(5—75) H P(U%’*vXaj*) f(’US,,XS,)dS
t <0, <s

"‘Zeir(eiit) H f(’l)gj_,ng_) iL(’Ugi_,X@i_,f(vgi_,Xgi_)) s

0;,>t t<0;<0;

for (t,r) €Q.

For the application in linear thermodynamics, we need to modify the definition of the nonlocal
operator B in (3) to

BW (t,z) = —// W (s, 2)vt . (ds,dz), (29)
Q
and consider PDE (1) together with the terminal and boundary condition
W (t,z) = h(t,x) + BW(t,z) on 9,Q. (30)

Note that the only difference of (29) from (3) is the minus sign before the integral. Similar to
Theorem 3.1, we have the following result.
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COROLLARY 3.2.  The terminal-boundary value problem (1) and (30) has a unique bounded
solution W € C+*(Q)NC(Q\D), which can be represented as

W(t7w):Ef / 67T(57t) H —v(’U‘g]._,ng_) f(vs—7Xs—)ds
t t§9j<s

—i—Ze—r(Gi—t) H —ﬁ(vej,,ng,) h(vei,,Xei,),
0;>t t<0;<0;

for (t,z) €Q.
Finally, we also consider the following stochastic representation for elliptic equations. We assume

that b(t,x), o(t,x), f(t,x) and h(t,z) are constant in ¢, and denote them as b(x), o(x), f(z) and
h(z) for simplicity, and

B
ﬁW‘iza axaxj Zb

i,j=1 i=1

.co0 be a collection of Borel measures on O, such that =+ p,
<1 Vx € 00. Finally, we define (v, X) as in Section 2.2, with

5 0(d S) - fao (d2) /(o) if vo <T
Doz (dS,dz) = g (d2) /Ti(zg)  if vg=T and xzy € 00 31
0,20 0
(50(ds) 05 (d2) if vo=T and xy € O

Note that v satisfies Assumption 2.2. Furthermore, X is a time-homogeneous Markov process
independent of v. Indeed, the drift and diffusion coefficients b and o are independent of time; also,
X jumps if and only if it hits 0O, with a distribution p,,(dz)/f(x¢) depending only on the hitting
point 2o € 0. On the other hand, under initial condition v, =t, we have v, =s — [s].

Also assume that h € C(O). Let (u,),
is continuous, and 0 < 7i(x) := p,(O)

COROLLARY 3.3. The elliptic boundary value problem
L'w(x)=—f(x) in O (32)
w(z) = h(zx) —l—/ w(z)pe(dz) on 00 (33)
o

has a unique solution w € C*(0)NC(O), which can be represented as

/OOO e s H ﬁ(ng_) (X, )ds

OSQJ' <s

+Zeirei H E(Xej*) h‘(Xei*) )

0,>0 0<0,<0;

w(x)=E"

where X is defined above.

4. Applications of the Stochastic Representation for Nonlocal Problems. As appli-
cations of the above theoretical results of stochastic representation for nonlocal problems, in this
section we discuss three examples, one in finance for the pricing of dual-purpose funds, one for the
connection with regenerative processes, and the other in linear thermoelasticity for modeling the
temperature distribution on a one-dimensional non-rigid body. For the first application, one uses
the representation to get a partial differential equation (PDE) so that one can price these funds
numerically. For the third application, one uses the representation in the opposite direction, i.e.
from the PDE one can find a stochastic representation which yields a different interpretation of
the entropy.
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4.1. Pricing of Dual-Purpose Funds. The dual-purpose funds are a type of structured
mutual funds that can be split into lower risk/return shares (A shares) and higher risk/return
shares (B shares), each having a claim on the underlying fund (here and in the following, unless
otherwise mentioned, by dual-purpose funds we mean the type of funds in China, c.f. Panel II of
Table 1). The underlying funds are typically index-tracking open-end funds, while the A and B
shares are closed-end funds listed in the exchange. The A shares behave like a bond, while the B
shares behave like a leveraged ETF. Thanks to a two-way conversion clause, the fund holders can
“combine” their positions in A and B shares with a ratio in number of shares £: 1 — ¢ into positions
of the underlying fund (0 < £ < 1), or do a split vice versa. Therefore, an absence-of-arbitrage
argument implies that the market value of A shares (V,), B shares (V) and the net asset value of
the underlying fund (S) must satisfy the relationship

Va+(1—0)Vs=8S. (35)

In the following discussion we mainly focus on the pricing of A shares, since the value of B shares
can be derived directly via (35).

We formulate the pricing model under the Black-Scholes framework. We assume that, during
normal trading days when no interest/dividend payment occurs, S follows the SDE under the
risk-neutral measure QQ

dS, = (r —c)S,ds+ 0S,dB;, (36)

where c¢ is the management fee rate, and B is a one-dimensional Brownian motion. The net asset
value of A shares grows linearly at the rate R (equals the one-year benchmark deposit rate plus a
premium), i.e.

NAVA =1+ Ru,, (37)

where v, is the time from the last interest payment date (either a pre-specified payment date or a
contingent reset date) before s, satisfying dvs = ds. The net asset value of B shares is then defined
by contract as

NAVE = (S, —(NAVA) /(1 -0).

The payments of dual-purpose funds are delivered at three types of dates: upward reset dates
7;, downward reset dates 7; and pre-specified payment dates (;, defined as

,=inf{s>7,_,|S,_ > H,}, ni=inf{s>n,_|NAV? < H,},
¢ =inf{s>(_1|lv,_ =1,5,_ < H, and NAV? > H,}.

At 7;, A shares receive a payment Ruv,,_, after which NV AVTf =S, =1. At 7;, A shares receive a
payment Rv,,_ +1— H,, after which N AV;;? = 9,, = 1 while each one share of A shrinks to H,
share. At (;, A shares receive a payment R, after which NAV;, =1 and S, =S, —(R.

Therefore, under the risk-neutral pricing framework, the value of A shares (with current under-
lying fund value S and time from last interest payment date t) is equal to

Va(t,S)=E; | > e @Y, _R+Y eIy, _Ru,

>t T2t (38)
+> e Y, (Ru,, - +1-Hy)|.
n; >t

where ] means the expectation calculated under the risk-neutral measure with initial conditions
Si— =S, vn_=tand Y,_ =1, and Y is a pure jump process which jumps at », from Y, _ to
Y, = H,Y, _ and remains constant otherwise.
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Denote H(t) =4(1+ Rt) + (1 —€)Hy, Q' ={(t,S):0<t<1, H(t)<S<H,}, D'={1} x

{H(1),H,}, and
1, ,0*W ow
EBSW:§O'S 952 +(T—C)S¥—TW

To make the problem well-defined, we assume that H, — H(1) > 0. This assumption is satisfied by
all the contracts in the real market.

By transforming the equation from @’ to a rectangular domain, Corollary 3.1 leads to the
following proposition, whose proof is given in Appendix B.

PROPOSITION 4.1. V) is the unique bounded solution in CY*(Q")NC(Q'\D’) to the following
nonlocal parabolic terminal-boundary value problem:

%VtVMBSW =0 (t,5) €@ (39)
W(1,5) = R+W(0,5 — ¢R) Se(H(1),H,) (40)

W (t, H,) = Rt + W(0,1) telo0,1] (41)
W(t, H(t)) = Rt + 1 — H,+ H,W(0,1) te0,1]. (42)

REMARK 4.1. The pricing of dual-purpose funds in U.S., which has a much simpler future
cash flow (c.f. Panel II of Table 1), was considered in Ingersoll (1976) under the Black-Scholes
framework by viewing the higher risk/return shares as European options with a finite maturity.
However, his method and result are not applicable to dual-purpose funds considered in this paper,
since the cash flow of the latter is much more complicated, featuring an infinite time horizon and a
periodic payoff structure. In contrast, our theoretical framework for the representation of nonlocal
problems can be applied to price the type of dual-purpose funds considered in this section. On
the other hand, our representation result also provides an iterative numerical algorithm for solving
the one-dimensional PDE (39) — (42) (see the discussion in Remark 3.1), which is perhaps less
time-consuming than the Monte Carlo simulation suggested in Adams and Clunie (2006).

4.2. Connection with Regenerative Processes. One main feature of the process (v, X)
defined in Section 2 is that once it hits the parabolic boundary 0,Q), it “regenerates” and starts off
from @ with an initial distribution. This suggests a possible relationship between (v, X)) and the
wide class of regenerative processes, which is the main focus of this subsection. It turns out that a
certain subset of (v, X) is indeed regenerative.

We first briefly introduce the concept of regenerative process (c.f. Sigman and Wolff (1993);
Glasserman and Kou (1995)). A process Z is called (wide-sense) regenerative if there exists a
random variable R; > 0 such that

1. {Ziig,,t >0} is independent of Ry;

2. {Z;1R,,t >0} and {Z;,t >0} are equal in distribution.

Here R; is referred to as a regeneration epoch, since Z “regenerates” at time R;. And one can
show that there exists (R;);>2 such that (Zle Rj)k>1 is also a sequence of regeneration epochs.

{Z,:0<t< R}, {Z;: Ry <t <Ry}, ... are called cycles. In some cases the second requirement on
Z only holds starting from the second cycle, and we refer to such process Z as delayed regenerative.
The next proposition shows that (v, X) with a certain class of jump measures is regenerative.

PROPOSITION 4.2. If the jump measure U, ,(ds,dz) does not depend on (t,z), i.e.,

Uy . (ds,dz) = do(ds)p(dz), (43)
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where p is a probability measure on O, the process (v, X) defined in Section 2 is wide-sense delayed
regenerative with regeneration epoch (6;);>1, where 0, is the i-th hitting time of (v,X) on the
parabolic boundary 0,(Q). Furthermore, the parabolic equation

ow

—ﬁ(t,x) —LW(t,xz)=f(t,x) inQ

with nonlocal terminal and boundary conditions
W (t,z)=h(t,z) +/ W(0,y)u(dy) on 0,Q
Q

has a unique solution W € C12(Q) N C(Q\D), which can be represented in terms of (v,X) as

Wity = B | [0 X s 3 e O X, )|
t

0;>t

REMARK 4.2. The process (v, X) and function W in Proposition 4.2 have the following inter-
pretation as inventory management under a specific type of adjustment strategies. X is the inven-
tory diffusion process, and v is the time from last inventory adjustment. The inventory is adjusted
based on the following strategy: at time #; when X hits the boundary of O, or the time from last
adjustment reaches 7', an adjustment takes place. Immediately after the adjustment, X is valued
in O randomly with the distribution p, independent of the inventory before the adjustment, the
time from last adjustment resets to 0, and X continues as a diffusion process until the next adjust-
ment. On the other hand, the function W can be viewed as the expected accumulated cost of this
inventory, consisting of running costs at the rate f(v,_, X, ) at time s, as well as adjustment cost
h(ve,—, Xo,—) at each adjustment.

The following example shows that (v, X') is not necessarily regenerative with (6;);>; as epochs if
(43) is not satisfied.

ExXAMPLE. Consider d=1, Q= (—1,1), and (v, X) defined as in Section 2 with b=0, o =1, and
Uy . (ds,dz) = 00(ds)dy()(dz), where g: [—1,1] = (—1,1) such that g(z) = /2. (v, X) is not regen-
erative since X (6;) is not independent of #;, which violates the first requirement in the definition
of regenerative process. Indeed, under initial distribution (v, X) = (0,z), Xy, € (—1/2,1/2) implies
6, =1. The dependency between #; and Xy, is caused by the relationship Xy, = g(Xy,_) as well as
the fact that 6, depends on Xy, . If g(z) is constant, this kind of dependency breaks, which is the
case in Proposition 4.2.

The next proposition shows a stochastic representation for elliptic equation in terms of a regener-
ative process. Different from Proposition 4.2, here the jump measure is allowed to have dependence
on the hitting point on the domain boundary, and the regeneration epochs are chosen as the hitting
times of a subset of the boundary.

PROPOSITION 4.3.  Let p,, and ., be probability measures on O = (a1,a2). Then X as in
Corollary 3.3 is wide-sense delayed regenerative with either (0} );>1 or (0?);>1 as epochs, where 6
denotes the hitting times of a;, j =1,2. Furthermore, the problem

L'w(x)=—f(x) ain (@) (44)

wla) =h(a)+ [ 0, (d2) (45)
a}m

wlas) =h(os)+ [ w(@)p(d:) (46)

ai
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has a unique solution w € C*(O)NC(O), which can be represented as

w(x)=E*

| e s e, ). (47

6;>0

REMARK 4.3. This proposition gives a PDE characterization for the value function in a class
of infinite-horizon stochastic cash management problem with control band policy (c.f. Harrison
and Sellke (1983), Cadenillas et al. (2010)). Cadenillas et al. (2010) studied a cash inventory
management problem with mean-reverting inventory, and found that the optimal strategy is a
control band policy (c.f. Theorem 4.1 in Cadenillas et al. (2010)), that is, there exist a; < by <
by < as such that whenever the inventory level reaches a; or as, it jumps to b; or b,, respectively,
due to the intervention. Since the inventory level follows an Ornstein-Uhlenbeck process without
intervention, it is exactly the process X as described in the above proposition with o(x) =0, b(z) =
k(p— ), thay = Op,, and fi, = d,. Therefore, the inventory level is regenerative by choosing the
epochs as the hitting times of a; (or hitting times of a,). Furthermore, under this optimal control
band policy, the value function in Cadenillas et al. (2010) is equal to (47) with f(z) = (x — p)?,
h(a;) = C + ¢(by — a1), and h(ag) = D + d(by — as), for some p € R and C, ¢, D,d > 0. Therefore,
Proposition 4.3 shows that the value function V' in Cadenillas et al. (2010) restricted on [ay,as] is
the unique classical solution to

L'w(z)=—f(x) in (a1,as)
w(a;) =C+c(by —ay) +w(by)
w(a2) =D +d(b2 — ag) +w(62)

A similar result holds for Harrison and Sellke (1983), which assumes that the inventory process
follows a Brownian motion instead of a mean-reverting process, and that the inventory has no
holding cost. Therefore, o(z) =0, b(x) = p, f(z) =0, and p,,,i = 1,2 are defined above, and V'
satisfies the same equation. Note that in these two papers, the existence of solution to the equation
with nonlocal boundary condition (i.e. the equation for cost function under a given strategy)
is shown explicitly by finding the general solution. In contrast, our result does not rely on the
existence of explicit solutions, hence it is applicable to a wider class of problems that are analytically
intractable.

4.3. One-dimensional Linear Thermoelasticity. The nonlocal problem can also be used
in studying linear thermoelasticity theory in Day (1982). Consider a one-dimensional slab made
from a homogeneous and isotropic material. Its two ends have fixed position and are maintained at
the reference temperature, but its interior part undergoes temperature change and displacement
over time. Day (1982) showed that, after a transformation, the entropy 7(¢,x) at time ¢ and location
x satisfies the equation

g;’ o +152gxz in (0,77 x (0,1) (48)
n(0,2) =mo(x) on [0,1] (49)
n(t,x) = —52/0 n(t,z)dz on (0,7 x {0,1}, (50)

which is an initial-boundary value problem with local initial data and nonlocal boundary data. In
this equation, 0 € (0,1] is a constant quantity related to the elastic moduli, the length of the slab,
the reference temperature and the specific heat per volume. One can refer to Day (1982) for the
physics background and the detailed derivation of this equation.
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Here we assume that 7(0,z) = no(z) satisfies Assumption 2.1, i.e. it can have a “nice” set of
discontinuities D’. For instance, the initial entropy can have a jump discontinuity. Also, (49) and
(50) can be inconsistent. This is more general than the assumption in Day (1982), which implicitly
assumed a continuous initial entropy by assuming the smoothness of temperature in the whole
closure of parabolic domain.

Based on the above PDE with nonlocal boundary data, our result can provide a stochastic
representation for the entropy 7. Specifically, we define X as a diffusion process satisfying

V2
VIFe?
in (0,1). When X hits the boundary of the interval at 0 or 1, it jumps to a point in (0,1) according

to the uniform probability measure on (0,1). We denote (6;);>; as the sequence of hitting times of
X at 0 or 1. We take Y as a piecewise constant process such that

dX dw,

Yio=1, Y, =-6>Y,_ if0;<T,i>1, and Y,=0 for s >T.
From Corollary 3.2, we have the following representation result. The details of the proof are given
in Appendix B.

PROPOSITION 4.4. The transformed entropy n described above can be represented as
77(T - tax) = Etm [YTf 'nO(XTf)] ’ V(t,l‘) € [OaT] x [07 1]7

where X and Y are as defined above.

REMARK 4.4. The above probabilistic representation leads to the following new interpretation.
Consider a particle with unit mass located at x at the current time ¢ that diffuses in the interval
(0,1). Each time it hits the boundary 0 or 1, it jumps back to a random location in (0,1) with a
uniform distribution, while losing 1 — §2 fraction of its mass. At the terminal time T, the output
(or impact) of this system per unit mass is (—1)"ny(zr), which depends on the time-T' location
of the particle x7, the initial entropy distribution 7, and the random variable N denoting the
boundary-hitting times of X in [0,7"). The right hand side expectation in the above proposition
can then be understood as the time-t expected output of the whole system. This new probabilistic
representation yields a new estimation method for 7 via simulation; one can simulate the system
(X,Y) as in the above construction, and calculate the mean payoff as an estimation.

We end this section by a numerical illustration on the above thermoelasticity problem. We set
d=0.5,7=0.1, and take the initial data 7y(z) = (—x — %) lmg% + (% - ac) 1I>%, which has a jump
discontinuity at = = 0.5, and is inconsistent with the nonlocal boundary condition at x =0,1. The
PDE is solved using the numerical algorithm described in Remark 3.1, by setting the initial guess
7o =0, and plugging 7j; into (50) to solve 7;,1 in the (i + 1)-th iteration, for ¢ > 0.

Figure 2 shows that the discontinuity in the initial data is immediately smoothed out after t =0,
as shown by the dotted line for t = 0.0001. As time increases, the entropy redistributes so that 7
becomes more and more flat with respect to x. Also note that 1 equals 0 at z =0,1 for all curves
except for the initial data, and therefore satisfies the nonlocal boundary condition (50) since the
average entropy with respect to x is 0 for those three curves.

To demonstrate Proposition 4.4, we use Monte Carlo simulation to estimate the right hand side
expectation. To this end, we simulate the dynamics of (X,Y) starting from ¢t =0 and X, ==
using the Euler scheme. Figure 3 shows two sample paths starting from x = 0.8 illustrated by two
different colors, whose thickness represents |Y|, or the mass of the particle as in the interpretation
in Remark 4.4. For instance, the black curve starts with unit mass, hits the upper boundary around
t =0.035, and jumps back to 0.3181 with its mass reduced to 0.25. Then, it continues the diffusion
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FIGURE 2. Numerical Solution to the PDE.
Note. This figure shows the solution to equation (48) — (50) for x € [0,1] and ¢ =0 (solid curve, which is the
initial entropy 7o), t = 0.0001 (dotted curve), ¢ = 0.025 (dashed curve) and ¢ = 0.05 (dash-dotted curve). Default

parameter: § = 0.5 and T = 0.1. Initial data: no(z) = (—x — %) 1zg% + (% — x) 1I>%. Note that the initial data 7o

has a jump discontinuity at x = 0.5, and is inconsistent with the boundary condition. The discontinuity is smoothed
out immediately after the initial time, as illustrated by the dotted curve. The solution is calculated by numerically
solving the PDE using the algorithm outlined in Remark 3.1.

until it hits the lower boundary around ¢t = 0.095, and jumps back with its mass further reduced to
0.0625. The simulation estimates for n(T,x) at z =0.2,0.4,0.6,0.8 and the corresponding standard
errors based on the Monte Carlo estimator with 10,000 sample paths are reported in Table 2. The
simulation produces estimates that are very close to the numerical solution to the PDE (48) — (50),
and costs about 300 seconds for each point, which is significantly higher than the running time of
the PDE numerical solution, 2.11 seconds.

Note that (48) — (50) is one dimensional in space. For a similar equation with a higher space
dimension, the PDE-based numerical solution will be much slower, if feasible at all, than the
simulation-based estimation, due to the curse of dimensionality. Furthermore, it is much easier to
do computer programming for the simulation-based estimation than for the PDE-based method.

0.8 IV/J
0.6 —
>
0.4 -
0.2~
0 1 1 1 1 1 1 1 1 1
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

t

FIGURE 3. Simulated Sample Paths.

Note. This figure shows two sample paths starting from = = 0.8 in the simulation, marked with different colors.
Default parameters: 7'=0.1,5 = 0.5. The thickness of the curves represents the absolute value of Y, or the mass of
the particle in the interpretation in Remark 4.4. For instance, the black curve starts with mass 1, and hits the upper
boundary around ¢ =0.035. Its mass is then reduced to 0.25, until it hits the lower boundary around ¢ =0.095, after
which its mass is further reduced to 0.0625. On the other hand, the path depicted by the gray curve starts from
x = 0.8 and reaches the terminal time 7" without hitting the boundaries once.
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Ta

0.2
0.4
0.6

BLE 2. Comparison of Simulation-based Estimation and PDE Numer-
ical Solution.
PDE Numerical Simulation Estimates Simulation
Solution (Standard Error) Running Time (Seconds)
-0.038617 -0.038610 (0.000047) 300.82
-0.023867 -0.023894 (0.000071) 298.28
0.023867  0.023837 (0.000060) 293.20
0.038617  0.038527 (0.000046) 319.68

0.8

This table shows a comparison between simulation-based estimation
and PDE numerical solution for n(T,z) at x = 0.2,0.4,0.6,0.8. Default
parameters: T'= 0.1, = 0.5. The PDE numerical solution is calculated

usi
est
10,

ng the iterative algorithm outlined in Remark 3.1. Simulation-based
imation is calculated as a Monte Carlo simulation estimator with
000 sample path, and the standard error is estimated using 100 real-

izations of the estimator. In comparison, the running time of the PDE
numerical solution is 2.11 seconds.

Finally, we estimate the distribution of N, the number of jumps in [0,7"). Table 3 shows that,
starting from x = 0.5 that is away from the boundary, the probability of N =n jumps decreases
as n increases, and the probability of having more than 6 jumps is small. However, starting from
x = 0.9 that is close to the boundary, the probability of having no jump is lower than that of having

one jump.

TABLE 3. Distribution of the Number of Jumps N.

N 0 1 2 3 4 5 >6

x=0.5 0.5794 0.2608 0.1068 0.0371 0.0116 0.0032 0.0011
z=0.9 0.1806 0.3618 0.2495 0.1261 0.0532 0.0195 0.0093

This table shows the distribution of N, i.e. the number of jumps
of X in t € [0,T). Default parameters: T'=0.1,6 =0.5. For = 0.5,
i.e. X starting from a point away from the boundary, the probability
decreases as the realization of number of jumps increases, and jumps
at the hitting time 6; according to Yy, = —5%. Yy,— if 6; < T, and
Ys =0 for s >T. However, for x =0.9, i.e. X starting from a point
close to the boundary, it is less likely to have no jump than to have
one jump.
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Appendix A: Proofs of the Main Results.

Proof of Lemma 2.1. Denote the sequence of hitting times of Qp := {T'} x O and [0,T) x 9O as
(7:) and (n;), respectively. First note that by construction, starting from [0,%,] x O, it takes at least
to =T —t, amount of time for (v, X) to hit Q7. Therefore, P“*(Ar; > ty) > po for all (u,z) € Q
and ¢ > 1 thanks to Assumption 2.2.

On the other hand, taking p; € (1 — pg, 1), there exists ¢; > 0 small enough, such that starting
from any (u,z) € @), the probability of the event of (v, X) hitting [0,7") x 9O consecutively twice
within ¢; amount of time without hitting (7 in-between is uniformly bounded by p,. Indeed, on
the first hit at (ug,z0) € [0,T) x 0O, either (1) (v,X) jumps to [0,ug] X (O\Os), or (2) (v,X)
jumps to [0,up] x Os, where ¢ is as in Assumption 2.2. The probability of this event under case
(1) is bounded by 1 — pg thanks to Assumption 2.2. The probability of this event under case (2) is
bounded by the probability of a diffusion process ¢ defined as (54) starting at time £ € [0,7) from

Z € O and hitting 0O within ¢; A (T — t) amount of time, which is bounded by

P sup & —F| >0| <C(1+ |2t /82,

sE[E,(T+t1)AT)

thanks to Chebyshev inequality and the estimation of the expectation of sup-norm of solutions to
SDE (c.f. Theorem 5.2.3 in Friedman (2012)). So to make the probability of this event under case
(2) smaller than p; +p, — 1, it suffices to take ¢; small enough such that C(1+|z|?)t,/6% < p1+po—1
for all Z € Os, by the boundedness of O5. Aggregating these two sub-events gives the bound p;.

Let M be a positive integer large enough such that (1 —pg)* + p; < 1. We claim that for any
n >0, P(Onians — Ony <ty At1) < (1 —po)™ + py, uniformly in the starting point. To see this, a
key observation is that the 4M consecutive hits at 6,1 to 6,43 must contain at least 2M 7’s
(denoted as 71,--- ,Tops) OF two consecutive 1’s (denoted as 71,1,), therefore 0,44 — Opy1 < to Aty
implies 7o — 71 <ty Aty or N —m < to A ty. Starting from any (u,z) € Q, the probability of the
second event is bounded by p;. Next we claim that the probability of the first event is bounded
by (1 —po)™, which establishes the bound (1 — py)™ + p;. To see this, denoting Ay, = {m — 71 <
to Aty Tons — Tonr—1 < to Aty }, we have

Pu@(Tth—Tl<£0/\t1)SPw’u(A]w) ~
=P (Ap—a) - PY"(Tons — Ton—1 <to Atq|An—q)
= Pu’x(A]yjfl) . .EuVJC [PUTQA/I*27XT2]W*2 (7'2 —T1 < l:{() /\t1)|A]\/[,1j|
<P (Ap1) - (1=po) < (1=po)™,

where the last inequality is from mathematical induction.
Finally, since for all (u,z) € Q,

EY [€_r94M] < C_T(EO/\tl)Pu’x(ele > E() A tl) + Pu,x(04M < 1?() VAN tl)
< e ln (1= e r ) (1= po) 4 py) (51)
=p2 <1,

we claim, by induction and the Markov property,

sup E"“* [e7"0anM] < pi. (52)
(u,z)EQ

This gives (20) and concludes the proof by sending n to co.
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To see (52), (51) proves the n =1 case. Assume that the claim is true for n =k, we have

sup E“" [6*T94(k+1)M]: sup E%“® [67T94k1v1Ev94k.M7X94k1w [e*T94]\/I:|:|
(u,z)EQ (u,z)€Q
< sup Fwe €*T94kM sup Ewe [677"94]w:|
(u,z)EQ (u,2)€EQ
<ps. sup B [or0un]
(u,z)€Q
<p5t.

This proves (52).

Proof of Proposition 2.1. 1t is straightforward that the first integral term in the expectation in
(21) is uniformly bounded by K /r, thanks to the boundedness of f. For the second summation
term, from the growth condition (23), we know that

Ze_r(ai_t)Yer!h(ver»Xei,” <K,- Ze—r(ei—wwi,.

0;>t 0; >t

Since 0 <wvp,— < T, the expectation of the right hand side term is bounded by 4T'M K}, /(1 — p»)
thanks to (52). These give the bound on V. The bound on Vy can be derived similarly.

ProrosITION A.1 (Feynman-Kac Representation for Local Terminal and Boundary Data).
Assume that h is bounded on 0,Q and continuous on 0,Q\D, where D C 0,Q is the set of discon-
tinuity points of h satisfying Assumption 2.1.

Then the unique bounded solution w € CY*(Q) N C(Q\D) to the parabolic terminal-boundary
value problem

—ng—ﬁw:f(t,x) inQ
w(t,x)=h(t,x) on 0,Q
can be represented as
TAT
w(t,x) = B [ / e 0 f(s,6)ds + e D TOR(r AT, Enr) | (53)
t

for all (t,x) € Q, where & is a diffusion that starts from x at time t and follows
d& =b(t,&)dt +o(t,&)dB,, (54)

and T is the first time that £ hits 00,

Proof of Proposition A.1. The existence of a bounded solution can be proved by smoothing
the boundary and terminal data. Specifically, we approximate the data h by a sequence of
continuous functions h, having the bound sup; ,)cs,q [hn(t, )| < SUDP(; 4yeo, 0 IR(E, 2)| < 00, and
h, is different from h only in a set D,. D, is the union of the collection of covering sets
<(sl(.") —1/n,s™ +1/n) x Bi(")> N,Q that intersects with D, where {s} and {B{™} are as in
Assumption 2.1 with € = 1/n. Note that by construction, D C D,, and lim,,_,., D,, = D. For each
problem with data h,, from the classic Feynman-Kac representation result (c.f. Theorem 5.2 in

Friedman (2012)), there exists a unique solution w,, € C**(Q) N C(Q) that can be represented as

AT
wy(t,z) = EF [ / e "N f(s,&)ds| + EF [ TN h, (T AT, Eonr)] -
t
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Note that the difference between w,, (t,z) and w(t,x) defined in (53) is dominated by
Ef th(T /\T7 £TAT) - h(T N Tv £TAT)|] < C- th [(T/\Tv gﬂ\T) S Dn] )

where C'=28up, ,yco,0 |1(¢,2)|. Therefore, w, converges uniformly to w on any compact subset
in Q\D, since o is uniformly elliptic. By going through all these compact sets, we see that w, also
converges pointwise on Q\D to w and w € C(Q\D). Also by definition, w satisfies the terminal
and boundary conditions. Finally, since h,, is uniformly bounded, w,, is also uniformly bounded by
some M, thanks to the maximum principle. Therefore the Schauder interior estimate gives

[lwnll24o < K- (|1 flle + [[wnllo) < K- ([[f]lo + M) < o0,

and so from Arzela-Ascoli theorem, by extracting subsequences on each compact set in @), we have
w € C*(Q), is bounded, and satisfies the equation.

For the proof of the representation part, take (t,z) € Q, let Q,, = {(t,z) € Q : dist((t,z),0,Q) >
1/n}, and 0, =inf{s > t: (s,&) € Q,}. Then (n;,&,,) € int(Q), and by using Ito’s formula on w, we
have

Bf [ w(n,, &,,)] = w(t,x) — By [/n e’"(”)f(saés)dé’]-

Since n; /7 AT, a.s. and f is bounded, the right hand side expectation converges to

E? [ / TATe—T“—”f(s,fs)ds} -

For the left hand side, since £ has continuous sample paths, (1;,§,,) = (T AT, &a1), a.5. as @ — 0.
Also, since ¢ is a non-degenerate diffusion, P*((1 AT,& A7) € D) =0. By the continuous mapping
theorem, w(n;,&,,) = w(T AT, & a7),a.5.. Thanks to the boundedness of w, the left hand side
converges to

‘EwtaC [eir((T/\T)it)w(T A T7 §T/\T)] 9
and the representation result follows.
LEMMA A.1. For (t,x) €Q, i >1, the function W; defined in Section 3 can be represented as
Wi(t,x) =Vi(t,z), (55)

where V; is the finite-horizon value function as defined in Section 2./.

Proof of Lemma A.1. For i =1, the result follows from Proposition A.1. Assume that we have
proved

Wi(t,x) =Vi(t,x), V(t,x)€ Q.

Denote § =inf{s > t|X,_ € 90 or v, =T}. We first show that for (¢,z) € ), we have

0
Vieslt) = 57 | [ €70 (0, X )ds
t

+e "ODY, Vi (vg, Xg) + e R(0, X, ) |

(56)
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To see this, at 0, v jumps to (ve, Xy) € Q according to the jump measure 7, Y jumps from 1 to
Yy =7(0, Xy_) and m jumps from 0 to T'— vy_ +vg =T — 6 + vy by definition. Therefore we have

Vk+1(t, .’E) = f/kJrl(t?et — \‘tJTa x, 1, 0)

=FEy /eT(St)f(vs_,Xs_)ds

t .
+6_r(0_t)Y9‘/;c+1(0a/U(9’X971,T79+U9)
+e "0, Xg_)] .

Comparing with (56), it remains to show that

Vier1(0,v9, X9, 1,T — 0 +vg) = Vi (vg, Xo). (57)

Indeed, by the Markov property and time-homogeneity of (v, X,Y’), for any w € [0,T], w € [0,T)
and x € O,

VkH(u,w,x,l,T—uth)

w,aw+T—u

| k41 o
=E>" / e " fu,_, X, )ds

+ Z e—r(ei—u)h(ver’ Xai)]

u<Oy <yt

Vw#»T,O
k+1
= E;”f’Tl [/ e "D f(y, X, )ds

w+T

FOY e

wHT<0; <y 0

= Vkﬂ(w%—T,w,x, 1,0)
= ‘//i7+1(w +T7 .Z')
— Vk(w’x)'

Now it remains to show that V},; given as in (56) agrees with W}, in Q. To see this, by using
Proposition A.1 on the equation for Wy 1, we have that

6
Wi (t,z) = E? / e "7 fu,_, X,_)ds
t

470 (BWk(U6—7 Xo-) +h(v-, Xa))]

(58)

0
=EY /eT(St)f(vs_,XS_)ds
t

+ 6—7‘(9_75) (%Wk(v% Xg) + h(U9—> XO—)):| .

But since Wj, =V} in @ from the induction hypothesis, we see that (58) agrees with V},; in (56).
And the lemma follows from mathematical induction.

LEMMA A.2. The sequence of functions (W;) converges uniformly in Q.
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Proof of Lemma A.2. Based on Lemma A.1, it suffices to show that V;(¢,x) converges uniformly

to V(t,z) in Q. Indeed, once we show this, then for any € > 0, there exists N > 0 such that for any
m,n > N,

sup |[W,.(t,x) —W,(t,z)| <e.
(t.z)eQ

Then, due to the definition of (W;) given in Section 3, for any m,n > N +1 and (¢,x) € 0,Q,
Won(t,2) — Wt 2)] < // Wont(5,2) = Wi1(5, 2)|vra(ds, d2) < £ - 17.2(Q) <.
Q

As a result, we can include the boundary data into the previous inequality and get

sup |W,,(t,x) —W,(t,z)| <e,
(t,z)eQ

which concludes the proof.
To prove the uniform convergence of V;(t,x) in @, first observe that for s € [t, NT],

{7 <s}={NT-s—-m! <0}
1

S

N7
={NT =5 (T =g +vp,) = (T —vp,_) < 0}
i=1
- {HN S S} )
where the last equality is due to vy, ,— — vy, = 0;+1 — 0;. The difference between V(t,z,y) and

Vn(t,z,y) is given by

/ €7T(57t)YS,f(US,,XS,)dS+ Z eir(eift)}/ﬁifh(v‘%*?Xei*)'
TN 0>k

The expectation of this expression is dominated by
Kye™ - Ef [e_”ﬂ =Kye" Ef [e""eN] )

where Ky is as in Proposition 2.1. The result then follows from Lemma 2.1 by sending N to infinity.

PROPOSITION A.2. The uniform limit of (W;)i=1 on Q is a bounded solution in C"*(Q)N
C(Q\D) to the nonlocal problem (1) - (2).

Proof of Proposition A.2. Lemma A.2 together with the continuity of W; in Q\ D shows that W;
converges uniformly to a function W that is continuous in @\ D. From Lemma A.1 and Proposition
2.1, sup; ||Willo < Ky < 00, and so W is bounded. To show that W satisfies the equation in the
interior region @), by the Schauder interior estimates of parabolic problem (c.f. Theorem 3.5 in
Friedman (2013)), there exists K independent of W;, such that

[Willaa < K ([[Willo + [[f]la) < K (Kv +[f]]a)- (59)

Since the right hand side does not depend on 4, from Arzela-Ascoli theorem, by extracting subse-
quences (W;, ) on each compact subset of @, we have W € C1%(Q), and W satisfies the equation
in Q.

Finally, to show that W also satisfies the boundary and terminal conditions, it suffices to note
that

Wisi(s,z) =h(s,x) +BW;(s,z), Vi>0 (60)

on the parabolic boundary, and then send ¢ to infinity.
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Proof of Theorem 3.1. The existence of solutions is established in Proposition A.2. It remains
to show that any bounded solution W € C*2(Q) N C(Q\D) can be represented by (6).

Step 1: For this solution W, the terminal data and boundary data are continuous except in D.
So according to Proposition A.1,

0
W(t,x)=E} / e "7 (v, &,)ds

t (61)

+6_T(9_t) (h(0a§0)+BW(97§6))] ) V(t,fﬂ) G@,

where £ and 0 satisfy

dé, =0(s,&,)ds +o(s,&)dBs, (62)
0 =inf{s>t:£,€ 00} AT. (63)

Recall the definition of the jump of (v, X) from the boundary, and note that
Xs:§S7vs<07 X@—:€9 (64)

Equation (61) becomes

W (t,x) = E} |, _h(0, X,)

9 (65)
R
t

Step 2: Take 6, =6, 0,1, =inf{s>0,: X,_ €90 or v,_ =T}, 1 >0. We claim that for all N > 1,
W (t,z) equals
N
ZeiT(Giit)Ygi—h(vei—7X91,—)
i=1 1 (66)

oN
+/ e CTIY, oo, X )ds +e O IY W vy, Xay) |-
t

UN(taz) = Etz

Indeed, when N =1, this is true from (65). Now assume that this has been proved for N = k. Then
for N=k—+1,

k 01
uk+1(t7x) = Ef{ Zeir(eiit)yvgq‘,*h(/UGi*?X@‘*) +/ 677'(87t)}/;7f(1}57,X57)d8
i=1 t

_|_E;)£k:»X9ka9k |:e_r(9k+1_t)ifgk+1*h(v0k+1*7X9k+1*) (67)

Ok+1
M / 67T(Sit)YVs—f(Us—7Xs—)d5 + 67T(0k+1it)y«9k+1w(v9k+1 ) X9k+1):| }
23

Due to the time-homogeneity and Markov property of (v, X,Y),

V6, X0, Yo, [ _p _
EGkk kYO [e v:%;; 2{}{9k+17h(1)9k+1,,X9k+1,)}
— e*T(@k*t)EQkk’ kYO [eir(ekﬂ79k)Yék+17h(ng+1f,Xekﬂf)] (68)

_ e—r(ek—t)%kEX% [efr(017v9k)y'917h(1]017’Xeli)] .

Ve,
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Similarly,

Evsk,xek,ygk Ort1 —r(s—t)y X ) —r(Ort1-1) Y, %74 X
01 : € S,f<’l)5,, sf) s+e Ok +1 (U9k+17 9k+1)
k

01 (69)
— eIy, By [/ e‘“s‘”%)nf(ws,XS)ds+e—’"wl-“wmW(vGUXeJ]'

Ve,

Using (65) and the fact that vy,— = 0; = 6, the summation of (68) and (69) equals
e "O=DY, W (v, , Xq, ). So by plugging (68) and (69) into (67), ui1(t,2) = W (¢, z) is established.
Step 3: Finally, we show that
W(t,x)=E; | Y eI, _h(v,_, X,-)
vzt (70)
+/ 6T(St)Ys_f(vs_,Xs_)ds].
t

Indeed, based on the claim in Step 2, VN > 0, the absolute difference between W (¢,x) and the
RHS is dominated by

Eo e rOn=1). YQNW(’UGN,XGN)f/ e " CTONY, f(u,_, X, )ds
- “ (71)
a Z e_T(gi_GN)Y@ih(vei7X9i)H'
i=N-+1

Since |W| is bounded by some Ky >0 and Y, <Y, =1, Yu >, this difference is bounded by
(which can be proved similarly to Proposition 2.1)

(Ky + Kw)e EF [e77N] (72)

which goes to 0 as N goes to infinity thanks to Lemma 2.1. The representation (6) is obtained by
recalling Y, =y- Htg9i<uv(v9rvX9r)'
Proof of Corollary 3.1. Note that h € C((9,Q\D) x [0,1]) means

h(t,x,v(t,x))+ Bu(t,z)

is still continuous for (¢,z) € 9,Q\D for u e C(Q). Also, from the growth condition (28), we can
still show the boundedness of V and Vi (replacing h(vy,, Xo,_) by h(ve,, Xo,_,7(ve,_, Xp,_)) in
(21) and (22)) as in Proposition 2.1, by taking Ky = K;/r+ K,(1+4TM /(1 —p,)). The existence
and representation of solution can then be established by following the strategy in the proof of
Theorem 3.1.

Proof of Corollary 3.2. It suffices to modify the jumps of the piecewise constant process Y to
Yy, = —0?-Y,,_. The corollary then follows from the strategy in the proof of Theorem 3.1.

Proof of Corollary 3.3. We consider a parallel parabolic terminal boundary value problem for

W(t,x):

ow .
— 5 (ta) = LW (t.2) = f(x) in Q (73)

W(t,x)=h(t,z)+ /Q W (s, 2)vy »(ds,dz) on 0,Q, (74)
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where
do(ds)d.(dz) if (t,x) e {T} x O
V. (ds,dz) =< 0o(ds)p,(dz) if (t,z) € {T'} x 00
d:(ds)p,(dz) otherwise (75)

0 if (t,z)e{T}xO
h(t,z) = { h(z) otherwise.

It is straightforward to verify that h and v satisfy the assumptions in Section 2 and Section 3
(with the discontinuity set D :={T'} x J0), except for (28). However, since h(s,x) is bounded,
Proposition 2.1 still holds. Therefore, by Theorem 3.1, we see that this equation has a unique
solution W € C*2(Q) N C(Q\D) that can be written as (6). However, the fact that X does not
depend on v means that the right hand side of (6) is equal to (34) which is independent of
t. Therefore, w(x) := W (0,z) € C*(O) N C(O) satisfies (32) — (33), which gives the existence of
solution. On the other hand, for any solution w to (32) — (33), define W (t,z) = w(z) for ¢t € [0,T],
we can see that W is a solution to (73) — (74), which, again, can be represented as (34). This shows
the uniqueness of solution and the representation.

Appendix B: Proofs for the Applications.
Proof of Proposition 4.1. First we transform S; to a process X; € [0, 1]:

Sy — H(vy)

X = (UnSt) m

(76)

So for X, the upper and lower threshold is 1 and 0, respectively. X can be understood as the relative
distance from S; to the lower threshold H(v;) in the range [H(v;), H,]. Under this transform, a
direct application of 1t6’s formula gives the dynamics of X in-between payment dates

dX,=b(vs, X,)dt + o(vs, X,)dBs,

where
b(%x):(f_fum;ﬂv)_'—r_c) (w—l)—i-m (77)
o) =0 <x+fh}£(1%> (78)

Also, after the transform, the definitions of 7;, n; and ¢; become

ri=inf{s>7_1|X,_ >1}, n,=inf{s>n;_;|X,_ <0},
Ci = in{S > <i71|7js, =1,X,_¢€ (O, 1)}

On these dates, the state process X jumps to a new level:

(R 1— H(0)
Xe=[1-——-—-"- )X, X=X, =— "
Ci ( HuH(O)> Ci—» Ty 4 Hu*H(O)j

and on downward reset dates 7;’s the number of A shares reduces to a fraction of the number
immediately before reset (due to a shrink of the shares), i.e. Y,, = H;Y,,_.
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Comparing the definitions of X, Y, v with the settings in Section 2, we have O = (0,1), T =1,
and

o) = (g 1) lemoa(e)

aR
+ <1 - m Z - locg<i()

I)@x = (5079(96) (dS,dZ)
U(t, .’L‘) = Hd . 1120(11‘) + 10<m§1(l’)
0;=inf{s>6; ;|X,_ =0or X, =1lorv, =1}.

Note that since 7(t,z) is independent of ¢, we denote it by 7(x) for simplicity. According to the
contract, there is no continuous payment, therefore f = 0. Also, we can see that the payments
of A shares at pre-specified payment dates and upward and downward reset dates are given by
h(ve,, Xo,_,7(Xy,_)) where

h(v,z,u) =1—u+ Ruv. (80)

As a result, the risk-neutral pricing formula (38) becomes

V()= B |3 e 0, s, X, 7(Xs, )| (81)

0;,>t

It is straightforward to check that the coefficient b, o, h and the measure v satisfy the conditions
in Section 2. Specifically, note that g has jump discontinuities at = = 0,1, which is translated into
the discontinuities of 7, , at t =T, x =0, 1, and can be covered by Assumption 2.1. Therefore, from
Corollary 3.1 we have that V defined in (81) is the unique solution in C*?([0,1) x (0,1)) NC([0,1] x
[0,1\{1} x {0,1}) to the following nonlocal parabolic terminal-boundary value problem:

aw( t2)— LW (,2) =0 in [0,1) x (0,1) (82)
W(l,z)=R+W(0,9(x)) in (0,1) (83)
W(t,0) =1 - 5(0) + Rt + 7(0)W(0,4(0) on [0,1] (84)
Wi(t,1)=Rt+W(0,9(1)) on [0,1], (85)

Proposition 4.1 is then established by reversing the transform x = (S — H(t))/(H, — H(t)).

Proof of Proposition 4.2 Recall that (vg,, Xy, ) follows the distribution ﬁver, X, - The condition
on v implies that vg, =0 and Xy, follows the distribution p that does not depend on 6. Therefore,
(ve, , Xp,) is independent of ;. Furthermore, since (v, X) starts over from (vg, , Xy,) as (7) with an
independent Brownian motion, this also implies that {(vg, 1+, X¢,+¢),t > 0} is independent of ;. On
the other hand, starting from the second cycle, {(viyo,,,, Xi1o,,,),t >0} and {(vige,, Xiv0,),t >0}
are both time-homogeneous Markov process satisfying the same dynamics and having the same
initial distribution do(ds)u(dz), therefore they are equal in distribution.

Finally, to establish stochastic representation, it remains to check that v, , satisfies the assump-
tions. From the PDE, v;, = do(ds)u(dz) which is already a probability measure, hence we have
Uiy = Uy . Since 7y, does not depend on (¢,x), we infer that (t,z)+— 4, is continuous. Further-
more, (17) is trivially satisfied since 7 is a Dirac measure concentrated at 0 in the time direction.
In the space direction, since p is a probability measure on the open set O, for any 0 < py < 1, there
exists d > 0 such that 1(Os) > po, and this § satisfies (18).
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Proof of Proposition /.4. Denote 7j(t, ) = e "T=n(T —t,x), then 7 satisfies

_on 1 0% )
) 0——5—14_52@4-?"77 m [O,T)X(O,l)
n(Tv ‘T) = 770(x) L on [07 1]
i(t,r)=—0% | it z)dz on [0,7) x {0,1}.

Comparing this problem to (29), we see that v, ,(ds,dz) = 6;(ds)-6%dz if (t,x) € [0,T) x {0,1} and 0
otherwise. As a result, we have 7, ,(ds,dz) = 0,(ds)dz on [0,T) x (0,1) if x =0,1 and t € [0,T"), and

do..(ds,dz) otherwise. Also the equation (48) suggests that X follows dX, = f(;z dW, between

the jump times, f =0, and the boundary and initial conditions suggest that h(t,z) = 1y=ryn0(2).
Therefore, applying Corollary 3.2 we have that the above problem has a unique solution 7 €
CY2([0,T) x (0,1))NC([0,T] x [0,1]\{T} x (D"U{0,1})) that can be represented as

ﬁ(t,x) = Eg; [eir(Tit)YT_ . nO(XT—)] 5

where Y, =[], <0;<s —7(vg,—, Xy, ). Note that the expression inside the expectation does not
depend on the state of system (v, X,Y’) on or after T because 7(T,-) = 0, which means that Y, =0
for all s >T. Also it is straightforward that the piecewise constant process Y jumps according to
Yy, =—06%-Y,,_ for ; <T. Switching from 7 back to 7, Proposition 4.4 follows.

Proof of Proposition 4.3. The existence, uniqueness, and representation of solution follow from
Corollary 3.3, since 00 ={a1,as} and x> p, is continuous. It remains to show X is regenerative.
Without loss of generality, we only prove this by choosing 6' as epoch. By construction, {X T
0} is independent of 6] by the same reasoning as in the proof of Proposition 4.2. On the other hand,
starting from the second cycle, {X921+t,t >0} and {X91_1+1+t,t > 0} are both time-homogeneous
Markov process satisfying the same dynamics and having the same initial distribution d,,(dz),
therefore they are equal in distribution.
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