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# REPEATED GAMES WITH ENDOGENOUS CHOICE OF INFORMATION MECHANISMS 

JÁNOS FLESCH and ANDRES PEREA Y MONSUWÉ


#### Abstract

We consider two-player repeated games with nonobservable actions (cf. Lehrer 1989). An information mechanism for a player is a function which assigns a private signal to every action-pair of the one-shot game. In this paper, we extend the model to a situation in which both players can buy an information mechanism before playing the repeated game. Within this model, we provide a characterization of the lower equilibrium payoffs in terms of the one-shot game for the case that both players choose a nontrivial information mechanism with probability one. Moreover, we construct a lower equilibrium in a repeated game in which one of the players strictly randomizes between information mechanisms. It is shown that the corresponding payoffs cannot be induced by a lower equilibrium in which players choose a particular information mechanism with probability one.


1. Introduction. In this paper, we study two player repeated games with nonobservable actions in which both players select an information mechanism before the actual game starts. Here, an information mechanism is a function assigning a private signal to each pair of actions chosen in the one-shot game. The mechanism chosen by a player is not observed by his opponent. We assume that the costs for the information mechanisms are fixed and known to both players. Furthermore, the players always have the ability to buy the trivial information mechanism (revealing no information about the opponent's actions) at price zero. The model can therefore be seen as an extension of the traditional model (with fixed information mechanisms) as studied in Lehrer (1989, 1990, 1991, 1992a, b), Fudenberg and Levine (1989) and Radner (1986), to name just a few. Hillas and Liu (1995) investigate the case in which signals are stochastic instead of deterministic.

We first focus on strategies in which both players choose one specific information mechanism with probability one. Such strategies are called simple and lower equilibria (cf. Lehrer 1989) consisting of simple strategies are called simple lower equilibria. Our main result provides a characterization of the class of simple lower equilibrium payoffs by means of the one-shot game. As such, it can be viewed as an extension of Lehrer's result to situations where information mechanisms are not fixed but are chosen endogenously. Roughly speaking, the characterization states that the simple lower equilibrium payoffs coincide with the individually rational payoffs generated by some correlation on the one-shot action pairs, such that no player can benefit from switching to another information mechanism and subsequently transforming actions, without being detected.

Another interesting situation would be the case where both players are allowed to randomize over the different information mechanisms that can be chosen. However, this situation is much more complex since both players are uncertain about the mechanism that is used by the opponent. We provide an example in which we construct a lower equilibrium where one of the players strictly randomizes over information mechanisms at the beginning of the game. We prove that the corresponding payoff cannot be sustained by a simple lower equilibrium.
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2. Model. We consider a two player game in which both players, before playing a repeated game with nonobservable actions, choose an information mechanism. Formally, a two-player repeated game with nonobservable actions is a triple $\Gamma=\left\langle\Gamma_{N}, l_{1}, l_{2}\right\rangle$ where
(1) $\Gamma_{N}$ is a two-player normal form game with finite action sets $A_{1}, A_{2}$ and payofffunctions $v_{1}, v_{2}$, and
(2) $l_{i}: A_{1} \times A_{2} \rightarrow L_{i}$ is the so-called information mechanism for player $i$ which assigns to every pair of actions a signal in the signals set $L_{i}$. The functions $l_{1}, l_{2}$ should be such that $l_{1}\left(a_{1}, a_{2}\right) \neq l_{1}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)$ whenever $a_{1} \neq a_{1}^{\prime}$ and $l_{2}\left(a_{1}, a_{2}\right) \neq l_{2}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)$ whenever $a_{2} \neq a_{2}^{\prime}$.

The latter condition on the information mechanisms means that a player always observes his own actions. The information mechanism $l_{1}$ is called trivial if player 1 only observes his own actions. Formally, this means that

$$
l_{1}\left(a_{1}, a_{2}\right)=l_{1}\left(a_{1}, a_{2}^{\prime}\right) \quad \text { for all } a_{1} \in A_{1} \quad \text { and all } \quad a_{2}, a_{2}^{\prime} \in A_{2}
$$

We call the information mechanism $l_{1}$ perfect if it reveals all the opponent's actions, i.e.,

$$
l_{1}\left(a_{1}, a_{2}\right) \neq l_{1}\left(a_{1}^{\prime}, a_{2}^{\prime}\right) \quad \text { whenever } a_{2} \neq a_{2}^{\prime}
$$

In the remainder of this article, a two-player repeated game with nonobservable actions will simply be called a repeated game.

By $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ we denote the collections of information mechanisms which can be bought by player 1 and 2 respectively. Each information mechanism $l_{i} \in \mathscr{L}_{i}$ can be bought at a nonnegative price $c\left(l_{i}\right)$. We assume that $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ contain the trivial information mechanism which can be bought at price zero. If the information mechanisms $l_{1}$ and $l_{2}$ are chosen, the players enter the corresponding repeated game $\Gamma\left(l_{1}, l_{2}\right)$. Depending on his information mechanism $l_{i}$, player $i$ chooses a behavior strategy $\sigma_{i}\left(l_{i}\right)$ in the repeated game which follows. The new, larger game obtained in this way is called the extended game. ${ }^{1} \mathrm{~A}$ behavior strategy for player $i$ in the extended game is a pair $\phi_{i}=\left(\tau_{i}, \sigma_{i}\right)$ where $\tau_{i}$ is a probability distribution on $\mathscr{L}_{i}$ and $\sigma_{i}$ is a function assigning to every information mechanism $l_{i}$ in $\mathscr{L}_{i}$ a corresponding behavior strategy $\sigma_{i}\left(l_{i}\right)$ for the repeated game. In order to formalize the notion of the behavior strategy $\sigma_{i}\left(l_{i}\right)$, consider a repeated game which follows after choosing $l_{i}$. An $n$-stage history for player $i$ is a sequence $\left(l_{i}^{1}, l_{i}^{2}, \ldots, l_{i}^{n}\right)$ of player $i$ signals. The set of $n$-stage histories of player $i$ is denoted by $L_{i}^{n}$. A behavior strategy for player $i$ in the repeated game is a sequence $\sigma_{i}=\left(\sigma_{i}^{n}\right)_{n=1}^{\infty}$ where $\sigma_{i}^{1} \in \Delta\left(A_{i}\right)$ and $\sigma_{i}^{n}: L_{i}^{n-1} \rightarrow \Delta\left(A_{i}\right)$ for $n=2,3, \ldots$.

Let $\left(\sigma_{1}, \sigma_{2}\right)$ be a behavior strategy pair in the repeated game $\Gamma\left(l_{1}, l_{2}\right)$. For every $n$ and every $n$-stage history pair $\left(h_{1}, h_{2}\right), \mathbb{P}_{\sigma_{1}, \sigma_{2}}\left(h_{1}, h_{2}\right)$ denotes the probability that $\left(h_{1}, h_{2}\right)$ will occur. The expected average payoff for player $i$ at stage $n$ is given by

$$
v_{i}^{n}\left(\sigma_{1}, \sigma_{2}\right):=\frac{1}{n} \sum_{k=1}^{n}\left[\sum_{\left(h_{1}, h_{2}\right) \in L_{1}^{k-1} \times L_{2}^{k-1}} \mathbb{P}_{\sigma_{1}, \sigma_{2}}\left(h_{1}, h_{2}\right) v_{i}\left(\sigma_{1}^{k}\left(h_{1}\right), \sigma_{2}^{k}\left(h_{2}\right)\right)\right],
$$

where $L_{i}^{0}$ is some arbitrary single-element set. By $v_{i}\left(\sigma_{1}^{k}\left(h_{1}\right), \sigma_{2}^{k}\left(h_{2}\right)\right)$, we denote the

[^0]expected payoff for player $i$ in the one-shot game, if the mixed actions $\sigma_{1}^{k}\left(h_{1}\right)$ and $\sigma_{2}^{k}\left(h_{2}\right)$ are played. We define
$$
\underline{v}_{i}\left(\sigma_{1}, \sigma_{2}\right)=\underset{n \rightarrow \infty}{\liminf } v_{i}^{n}\left(\sigma_{1}, \sigma_{2}\right) \quad \text { and } \quad \bar{v}_{i}\left(\sigma_{1}, \sigma_{2}\right)=\limsup _{n \rightarrow \infty} v_{i}^{n}\left(\sigma_{1}, \sigma_{2}\right)
$$

The payoffs $\underline{v}_{i}\left(\sigma_{1}, \sigma_{2}\right)$ and $\bar{v}_{i}\left(\sigma_{1}, \sigma_{2}\right)$ are called lower payoff and upper payoff respectively.
Now, suppose that the players play the behavior strategy pair $\left(\phi_{1}, \phi_{2}\right)$ in the extended game. The lower (upper) expected payoff for player $i$ is equal to the difference between the lower (upper) expected payoff in the repeated game and the expected amount to be paid for the information mechanism. We denote the lower and upper expected payoff for player $i$ by $\underline{w}_{i}\left(\phi_{1}, \phi_{2}\right)$ and $\bar{w}_{i}\left(\phi_{1}, \phi_{2}\right)$ respectively. The behavior strategy pair $\left(\phi_{1}, \phi_{2}\right)$ is called a lower equilibrium in the extended game if
(1) $\underline{w}_{i}\left(\phi_{1}, \phi_{2}\right)=\bar{w}_{i}\left(\phi_{1}, \phi_{2}\right)$ for $i=1,2$, and
(2) $\underline{w}_{1}\left(\phi_{1}^{\prime}, \phi_{2}\right) \leq \underline{w}_{1}\left(\phi_{1}, \phi_{2}\right)$ for all $\phi_{1}^{\prime}$ and $\underline{w}_{2}\left(\phi_{1}, \phi_{2}^{\prime}\right) \leq \underline{w}_{2}\left(\phi_{1}, \phi_{2}\right)$ for all $\phi_{2}^{\prime}$.

A behavior strategy pair in the extended game is called simple if both players but probability one on a specific information mechanism. A lower equilibrium consisting of simple strategies is termed simple lower equilibrium.

## 3. Main result.

3.1. The theorem. In the remainder of this article, we always refer to the extended game when we talk about strategies and equilibria unless we say otherwise. $\operatorname{By} \operatorname{SLEP}\left(l_{1}, l_{2}\right)$ we denote the set of payoffs induced by simple lower equilibria in which the information mechanisms $l_{1}$ and $l_{2}$ are chosen with certainty. In order to give a characterization of the set $\operatorname{SLEP}\left(l_{1}, l_{2}\right)$ we need some more definitions. In these definitions, $l_{1}$ and $l_{2}$ are fixed.

Let $l_{1}^{\prime}$ be an arbitrary information mechanism. In the following definitions we compare pairs $\left(a_{1} \mid l_{1}\right)$ consisting of an action $a_{1}$ and the information mechanism $l_{1}$ with pairs $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)$. A pair $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)$ is called more informative than $\left(a_{1} \mid l_{1}\right)$, denoted by $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right) \triangleright\left(a_{1} \mid l_{1}\right)$, if $l_{1}\left(a_{1}\right.$, $\left.a_{2}\right) \neq l_{1}\left(a_{1}, a_{2}^{\prime}\right)$ implies $l_{1}^{\prime}\left(a_{1}^{\prime}, a_{2}\right) \neq l_{1}^{\prime}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)$ for all $a_{2}, a_{2}^{\prime}$. In words, all actions of player 2 that are distinguished by playing action $a_{1}$ while using information mechanism $l_{1}$ are also distinguished by playing $a_{1}^{\prime}$ while using $l_{1}^{\prime}$. A pair $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)$ is called greater than $\left(a_{1} \mid l_{1}\right)$, denoted by $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)>^{l_{2}}\left(a_{1} \mid l_{1}\right)$, if $a_{1}^{\prime} \sim^{l_{2}} a_{1}$ and $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right) \triangleright\left(a_{1} \mid l_{1}\right)$. Here, $a_{1}^{\prime} \sim^{l_{2}} a_{1}$ means that $a_{1}^{\prime}$ and $a_{1}$ are indistinguishable if player 2 uses $l_{2}$. An information mechanism $l_{1}^{\prime}$ is called greater than $l_{1}$ with respect to $l_{2}$, denoted by $l_{1}^{\prime}>{ }^{l_{2}} l_{1}$, if for every action $a_{1}$ there exists an action $a_{1}^{\prime}$ such that $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)>^{l_{2}}\left(a_{1} \mid l_{1}\right)$.

Let $\mathscr{B}$ be the set of probability distributions on $A_{1} \times A_{2}$, which from now on will be called weight matrices. For an information mechanism $l_{1}^{\prime}$, let $\Psi_{1}\left(l_{1}^{\prime}\right)$ be the set of functions $\psi_{1}: A_{1} \rightarrow A_{1}$ with

$$
\left(\psi_{1}\left(a_{1}\right) \mid l_{1}^{\prime}\right)>^{l_{2}}\left(a_{1} \mid l_{1}\right)
$$

for all $a_{1} \in A_{1}$. In words, if player 1 switches from $l_{1}$ to $l_{1}^{\prime}$, then $\Psi_{1}\left(l_{1}^{\prime}\right)$ contains those functions which transform each action into a greater one. Note that $\Psi_{1}\left(l_{1}^{\prime}\right)$ is nonempty if and only if $l_{1}^{\prime}>^{l_{2}} l_{1}$. For a $B \in \mathscr{B}$ and a function $\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)$, the weight matrix $\psi_{1}(B)$ is defined by

$$
\left(\psi_{1}(B)\right)\left(a_{1}, a_{2}\right)=\sum_{\bar{a}_{1} \in \psi_{1}^{-1}\left(a_{1}\right)} B\left(\bar{a}_{1}, a_{2}\right)
$$

for all $a_{1}, a_{2}$. Note that, by definition, $\left(\psi_{1}(B)\right)\left(a_{1}, a_{2}\right)=0$ if $\psi_{1}^{-1}\left(a_{1}\right)$ is empty. It can be
seen easily that the function $\psi_{1}$ transforming $B$ into $\psi_{1}(B)$ is a linear (and therefore convex) operator. Furthermore, we define

$$
\mathscr{B}_{1}\left(l_{1}^{\prime}\right)=\left\{B \in \mathscr{B} \mid v_{1}(B)-c\left(l_{1}\right) \geq v_{1}\left(\psi_{1}(B)\right)-c\left(l_{1}^{\prime}\right) \quad \text { for all } \psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)\right\} .
$$

Intuitively, $\mathscr{B}_{1}\left(l_{1}^{\prime}\right)$ contains those weight matrices for which player 1 cannot increase his payoff by deviating to information mechanism $l_{1}^{\prime}$ and transforming his actions into greater ones. By construction, $\mathscr{B}_{1}\left(l_{1}^{\prime}\right)=\mathscr{B}$ if $l_{1}^{\prime} \not \Varangle^{l_{2}} l_{1}$ since in this case $\Psi_{1}\left(l_{1}^{\prime}\right)$ is empty. In the same way, we define $\mathscr{B}_{2}\left(l_{2}^{\prime}\right)$.

Theorem 3.1. If $l_{1}$ and $l_{2}$ are nontrivial,

$$
\operatorname{SLEP}\left(l_{1}, l_{2}\right)=\left[\left[\bigcap_{l_{1}^{\prime} \in \mathscr{L}_{1}} v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)\right] \cap\left[\bigcap_{l_{2}^{\prime} \in \mathscr{L}_{2}} v\left(\mathscr{B}_{2}\left(l_{2}^{\prime}\right)\right)\right]-\left(c\left(l_{1}\right), c\left(l_{2}\right)\right)\right] \cap I R .
$$

Here, $v\left(\mathscr{B}_{i}\left(l_{i}^{\prime}\right)\right)$ denotes the set of payoff pairs $\left(v_{1}, v_{2}\right)$ induced by weight matrices in $\mathscr{B}_{i}\left(l_{i}^{\prime}\right)$. The notation $-\left(c\left(l_{1}\right), c\left(l_{2}\right)\right)$ means that we substract the cost-pair $\left(c\left(l_{1}\right), c\left(l_{2}\right)\right)$ from every element of the set. By IR we denote the set of individually rational payoff pairs of the one-shot game. The proof can be found in $\S 3.3$. Note that the set $\operatorname{SLEP}\left(l_{1}, l_{2}\right)$ can be empty for some $l_{1}, l_{2}$.
3.2. Detectability of deviations to other information mechanisms. In Lehrer's characterization of lower equilibrium payoffs with fixed information mechanisms (Lehrer 1989), a central role is played by checking the opponent's actions. This is used as a tool to prevent the opponent from deviating. Roughly speaking, Lehrer implements this by building in test phases where a player is asked to report the signals he received in the past. In our model, players have the additional possibility to deviate to other information mechanisms. Therefore, new techniques have to be introduced to check whether the opponent has deviated to another information mechanism. This is the aim of this subsection.

Let the information mechanisms $l_{1}$ and $l_{2}$ be fixed. We say that a deviation from $l_{1}$ to $l_{1}^{\prime}$ is undetectable if for all behavior strategy pairs $\left(\sigma_{1}, \sigma_{2}\right)$ in $\Gamma\left(l_{1}, l_{2}\right)$ there exists a behavior strategy $\sigma_{1}^{\prime}$ in $\Gamma\left(l_{1}^{\prime}, l_{2}\right)$ such that ( $\sigma_{1}^{\prime}, \sigma_{2}$ ) induces the same probability distribution on player 2's histories as $\left(\sigma_{1}, \sigma_{2}\right)$.

By $\mathrm{IH}_{2}\left(\sigma_{1}, \sigma_{2}\right)$ we denote the set of infinite player 2 histories $h_{2}=\left(l_{2}^{1}, l_{2}^{2}, l_{2}^{3}, \ldots\right)$ having a finite sub-history which is impossible if $\left(\sigma_{1}, \sigma_{2}\right)$ is played. We say that a deviation from $l_{1}$ to $l_{1}^{\prime}$ is detectable if there exists a behavior strategy pair $\left(\sigma_{1}, \sigma_{2}\right)$ in the repeated game $\Gamma\left(l_{1}\right.$, $\left.l_{2}\right)$ such that for all behavior strategies $\sigma_{1}^{\prime}$ in $\Gamma\left(l_{1}^{\prime}, l_{2}\right)$ we have $\mathbb{P}_{\sigma_{1}^{\prime}, \sigma_{2}}\left(I H_{2}\left(\sigma_{1}, \sigma_{2}\right)\right)=1$. This means that, after choosing $l_{1}^{\prime}$, every strategy of player 1 will induce, with probability 1 , a finite history for player 2 which could not occur if player 1 had chosen $l_{1}$ and played $\sigma_{1}$.

Suppose that the set of possible signals for player 1 is $L_{1}=\left\{t_{1}^{1}, \ldots, t_{1}^{\left|L_{1}\right|} \mid\right\}$. Since $l_{1}$ and $l_{2}$ are nontrivial, there exist actions $a_{1}^{0}, a_{1}^{1} \in A_{1}$ and $\bar{a}_{2} \in A_{2}$ such that $l_{2}\left(a_{1}^{0}, \bar{a}_{2}\right) \neq l_{2}\left(a_{1}^{1}\right.$, $\left.\bar{a}_{2}\right)$. These actions will be used for communication between the players. For an action $a_{1}$ $\in A_{1}$, the test $\mathrm{T}\left\langle a_{1}\right\rangle$ is a strategy pair for $1+\left|L_{1}\right|$ stages defined as follows. At the first stage player 2 plays each of his actions with probability $1 /\left|A_{2}\right|$, while at all remaining stages he plays $\bar{a}_{2}$. Player 1 plays action $a_{1}$ at the first stage and afterwards answers which signal he received at the first stage. Player 1 codes his answer in the following way. At the $(1+m)$ th stage he plays action $a_{1}^{1}$ if he received signal $t_{1}^{m}$ at the first stage and he plays action $a_{1}^{0}$ otherwise. Tests $\mathrm{T}\left\langle a_{2}\right\rangle$ are defined analogously.

We define the information mechanism inspection to be the strategy pair consisting of all possible tests $T\left\langle a_{1}\right\rangle$ and $T\left\langle a_{2}\right\rangle$. Since each test is finite and there are only finitely many tests, it follows that this inspection has finite length.

Lemma 3.2. Let $l_{1}, l_{2}$ be nontrivial information mechanisms and $l_{1}^{\prime}$ some other information mechanism.
(a) If $l_{1}^{\prime}>^{l_{2}} l_{1}$ then the deviation from $l_{1}$ to $l_{1}^{\prime}$ is undetectable.
(b) If $l_{1}^{\prime} \not \Varangle^{l_{2}} l_{1}$ then the deviation can be detected by repeating the information mechanism inspection infinitely many times.

Proof. (a) Let $l_{1}^{\prime}>^{l_{2}} l_{1}$ and let $\left(\sigma_{1}, \sigma_{2}\right)$ be a behavior strategy pair in $\Gamma\left(l_{1}, l_{2}\right)$. We construct a behavior strategy $\sigma_{1}^{\prime}$ in $\Gamma\left(l_{1}^{\prime}, l_{2}\right)$ such that $\left(\sigma_{1}^{\prime}, \sigma_{2}\right)$ and $\left(\sigma_{1}, \sigma_{2}\right)$ induce the same probability distribution on all finite histories of player 2.

For $n=1$, we define $\sigma_{1}^{\prime 1}\left(a_{1}\right):=\sigma_{1}^{1}\left(\psi_{1}^{-1}\left(a_{1}\right)\right)$ for every $a_{1} \in A_{1}$, where $\sigma_{1}^{1}\left(\psi_{1}^{-1}\left(a_{1}\right)\right)$ denotes the sum $\sum_{\bar{a}_{1} \in \psi_{1}^{-1}\left(a_{1}\right)} \sigma_{1}^{1}\left(\bar{a}_{1}\right)$. Hence, player 1 uses $\psi_{1}$ to transform the old mixed action $\sigma_{1}^{1}$ into the new mixed action $\sigma_{1}^{\prime}$. Since $\psi_{1}\left(a_{1}\right) \sim^{\prime 2} a_{1}$ it follows that ( $\sigma_{1}^{\prime}, \sigma_{2}$ ) and ( $\sigma_{1}, \sigma_{2}$ ) induce the same probability distributions on the one-stage histories of player 2.

For $n>1$, we define $\sigma_{1}^{\prime n}$ as follows. If player 1 observes history $h_{1}^{n-1}$ at stage $n$, he can compute the conditional probability distribution $\mathbb{P}_{\sigma_{1}, \sigma_{2}}\left(\cdot \mid h_{1}^{n-1}\right)$ on the player 1 histories up to stage $n-1$ which would have occurred if he had played $l_{1}$ and $\sigma_{1}$ instead of $l_{1}^{\prime}$ and $\sigma_{1}^{\prime}$. The latter is due to the fact that $\left(\psi_{1}\left(a_{1}\right) \mid l_{1}^{\prime}\right)$ is more informative than $\left(a_{1} \mid l_{1}\right)$ for every $a_{1}$. For every $h_{1}^{n-1}$ we define

$$
\sigma_{1}^{\prime n}\left(h_{1}^{n-1}\right)\left(a_{1}\right):=\sum_{h^{n} n-1} \mathbb{P}_{\sigma_{1}, \sigma_{2}}\left(h_{1}^{\prime n-1} \mid h_{1}^{n-1}\right) \cdot \sigma_{1}^{n-1}\left(h_{1}^{\prime n-1}\right)\left(\psi_{1}^{-1}\left(a_{1}\right)\right)
$$

for all $a_{1}$. In words, player 1 calculates the probability distribution on histories that he would have observed while using $l_{1}$ and $\sigma_{1}$ and for each of those histories transforms the old mixed action into a new one by using $\psi_{1}$. Since $\psi_{1}$ transforms actions into indistinguishable ones (from player 2's viewpoint) and player 1 is always able to calculate the probability distribution on histories that would have occurred when using $l_{1}$ and $\sigma_{1}$, it can be shown by induction on $n$ that $\left(\sigma_{1}^{\prime}, \sigma_{2}\right)$ and $\left(\sigma_{1}, \sigma_{2}\right)$ induce the same probability distribution on the set of $n$-stage histories of player 2 for all $n$.
(b) Now, let $l_{1}^{\prime} \not \Varangle^{l_{2}} l_{1}$. Then, by definition, there is an action $a_{1}$ for which there is no action $a_{1}^{\prime}$ with $\left(a_{1}^{\prime} \mid l_{1}^{\prime}\right)>^{l_{2}}\left(a_{1} \mid l_{1}\right)$. So, by using $l_{1}^{\prime}$ and $a_{1}^{\prime}$, player 1 either does not play in an indistinguishable way or he cannot distinguish all the actions of player 2 that he could distinguish by playing action $a_{1}$ while using $l_{1}$. In the former case, since each player 2 action occurs with strictly positive probability in the information mechanism inspection and the inspection is repeated infinitely many times, player 2 will, with probability 1 , receive a signal that he should not get if player 1 played $a_{1}$. In the latter case, player 2 will, with probability 1 , receive a wrong answer from player 1 in one of the repetitions of the test $T\left\langle a_{1}\right\rangle$.
3.3. Proof of theorem. Before we prove the characterization of the simple lower equilibrium payoffs as given in Theorem 3.1, we need some technical lemmas. In these lemmas, the nontrivial information mechanism $l_{1}$ is fixed and $l_{1}^{\prime}$ is some other information mechanism.

By $V_{1}\left(l_{1}^{\prime}\right)$ we define the set of payoff pairs $v$ which can be written as a convex combination

$$
v=\sum_{a_{1}} \alpha^{a_{1}} v\left(a_{1}, p_{2}^{a_{1}}\right)
$$

with

$$
\sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(a_{1}, p_{2}^{a_{1}}\right)-c\left(l_{1}\right) \geq \sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(\psi_{1}\left(a_{1}\right), p_{2}^{a_{1}}\right)-c\left(l_{1}^{\prime}\right)
$$

for all $\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)$. Here, $p_{2}^{a_{1}}$ denotes a mixed action for player 2 in the one-shot game, i.e., a probability distribution on $A_{2}$.

Lemma 3.3. $\quad v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)=V_{1}\left(l_{1}^{\prime}\right)$.
The proof is elementary and can be found in Flesch and Perea y Monsuwé (1999).
It can be checked easily that $v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)$ is a convex and compact set.
Now, suppose that $\left(\sigma_{1}, \sigma_{2}\right)$ is a behavior strategy pair in $\Gamma\left(l_{1}, l_{2}\right)$ inducing a payoff pair $v \notin v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)$. Then, we can find two disjoint, closed half-spaces $K^{+}$and $K^{-}$such that $\operatorname{int}\left(K^{+}\right)$contains $v$ and $K^{-}$contains $v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)$. Here, $\operatorname{int}\left(K^{+}\right)$denotes the interior of $K^{+}$.

Lemma 3.4. There is a $\gamma>0$ such that $v(B) \in K^{+}$implies that $v_{1}\left(\psi_{1}(B)\right)-c\left(l_{1}^{\prime}\right)$ $\geq v_{1}(B)-c\left(l_{1}\right)+\gamma$ for some $\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)$.

Proof. Let $\mathscr{B}^{+}$be the set of weight matrices $B$ with $v(B) \in K^{+}$. Let $f$ be the function assigning to every weight matrix $B$ the number

$$
\max _{\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)}\left[\left[v_{1}\left(\psi_{1}(B)\right)-c\left(l_{1}^{\prime}\right)\right]-\left[v_{1}(B)-c\left(l_{1}\right)\right]\right] .
$$

By construction, $f$ is continuous and $f(B)>0$ for all $B \in \mathscr{B}^{+}$. Since $\mathscr{B}^{+}$is compact, $f$ attains a minimum $\gamma>0$ on $\mathscr{B}^{+}$.

Proof of Theorem 3.1.
(a) " $\subset$ " Obviously, $\operatorname{SLEP}\left(l_{1}, l_{2}\right) \subset I R$ since both players can guarantee their individually rational payoff of the one-shot game by choosing the trivial information mechanism and playing the max-min action in every stage of the game.

By symmetry, it suffices to show that $\operatorname{SLEP}\left(l_{1}, l_{2}\right) \subset v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)-\left(c\left(l_{1}\right), c\left(l_{2}\right)\right)$ for every $l_{1}^{\prime}$. Assume by way of contradiction that $\left(\phi_{1}, \phi_{2}\right)=\left(\left(l_{1}, \sigma_{1}\right),\left(l_{2}, \sigma_{2}\right)\right)$ is a lowerequilibrium with payoff $v-\left(c\left(l_{1}\right), c\left(l_{2}\right)\right) \notin v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)-\left(c\left(l_{1}\right), c\left(l_{2}\right)\right)$ for some $l_{1}^{\prime}$, so $v$ $\notin v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)$. For convenience, we write $\sigma_{i}$ instead of $\sigma_{i}\left(l_{i}\right)$ and $\mathbb{P}$ instead of $\mathbb{P}_{\left(\sigma_{1}, \sigma_{2}\right)}$. For every $n \in \mathbb{N}$, let $\mathbb{P}^{n}\left(a_{1}, a_{2}\right)$ be the probability that the action pair $a_{1}, a_{2}$ is played in stage $n$ and let $B^{n}$ be the weight-matrix given by $B^{n}\left(a_{1}, a_{2}\right)=\mathbb{P}^{n}\left(a_{1}, a_{2}\right)$ for all $a_{1}, a_{2}$. By definition, it holds that

$$
v=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} v\left(B^{n}\right)=\lim _{N \rightarrow \infty} v\left(\frac{1}{N} \sum_{n=1}^{N} B^{n}\right)
$$

Since $v \notin v\left(\mathscr{B}_{1}\left(l_{1}^{\prime}\right)\right)$, we can find sets $K^{+}$and $K^{-}$as constructed above. Using the fact that $v \in \operatorname{int}\left(K^{+}\right)$, it follows that $v\left((1 / N) \sum_{n=1}^{N} B^{n}\right) \in K^{+}$for large $N$. We may assume, w.l.o.g., that $v\left((1 / N) \sum_{n=1}^{N} B^{n}\right) \in K^{+}$for all $N$. By Lemma 3.4, there is a $\gamma>0$ such that for every $N$ we can find a $\psi_{1}^{N} \in \Psi_{1}\left(l_{1}^{\prime}\right)$ with

$$
v_{1}\left(\psi_{1}^{N}\left(\frac{1}{N} \sum_{n=1}^{N} B^{n}\right)\right)-c\left(l_{1}^{\prime}\right) \geq v_{1}\left(\frac{1}{N} \sum_{n=1}^{N} B^{n}\right)-c\left(l_{1}\right)+\gamma
$$

implying that

$$
\frac{1}{N} \sum_{n=1}^{N} v_{1}\left(\psi_{1}^{N}\left(B^{n}\right)\right)-c\left(l_{1}^{\prime}\right) \geq \frac{1}{N} \sum_{n=1}^{N} v_{1}\left(B^{n}\right)-c\left(l_{1}\right)+\gamma
$$

For every stage $n$, let $\bar{\psi}_{1}^{n} \in \Psi_{1}\left(l_{1}^{\prime}\right)$ be such that $v_{1}\left(\bar{\psi}_{1}^{n}\left(B^{n}\right)\right)$ is maximal. With the inequality above, it follows that

$$
\frac{1}{N} \sum_{n=1}^{N} v_{1}\left(\bar{\psi}_{1}^{n}\left(B^{n}\right)\right)-c\left(l_{1}^{\prime}\right) \geq \frac{1}{N} \sum_{n=1}^{N} v_{1}\left(\psi_{1}^{N}\left(B^{n}\right)\right)-c\left(l_{1}^{\prime}\right) \geq \frac{1}{N} \sum_{n=1}^{N} v_{1}\left(B^{n}\right)-c\left(l_{1}\right)+\gamma
$$

for all $N$.
Let $\sigma_{1}^{\prime}$ be the behavior strategy which is obtained from $\sigma_{1}$ by transforming the actions in stage $n$ according to $\bar{\psi}_{1}^{n}$. The strategy $\sigma_{1}^{\prime}$ is constructed in the same way as the strategy $\sigma_{1}^{\prime}$ in the proof of Lemma 3.2. Since the deviation from $\sigma_{1}$ to $\sigma_{1}^{\prime}$ cannot be detected, $\left(\sigma_{1}^{\prime}, \sigma_{2}\right)$ induces the same probability distributions on the player 2 histories as $\left(\sigma_{1}, \sigma_{2}\right)$. By construction,

$$
\begin{aligned}
\underline{v}_{1}\left(\sigma_{1}^{\prime}, \sigma_{2}\right)-c\left(l_{1}^{\prime}\right) & =\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} v_{1}\left(\bar{\psi}_{1}^{n}\left(B^{n}\right)\right)-c\left(l_{1}^{\prime}\right) \\
& \geq \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} v_{1}\left(B^{n}\right)-c\left(l_{1}\right)+\gamma=v_{1}-c\left(l_{1}\right)+\gamma
\end{aligned}
$$

which is a contradiction to the fact that $\left(\phi_{1}, \phi_{2}\right)$ is a lower equilibrium.
(b) " $\supset$ " Let $v$ be a payoff in the right-hand side. We construct a simple lower equilibrium $\left(\left(l_{1}, \sigma_{1}\right),\left(l_{2}, \sigma_{2}\right)\right)$ with payoff $v$. The implementation of the strategies $\sigma_{1}$ and $\sigma_{2}$ consists of the following six phases which are repeated infinitely many times. The phases $2 \mathrm{a}, 2 \mathrm{~b}, 3 \mathrm{a}$ and 3b are constructed in a similar way as in Lehrer (1989).

Phase 1a. Player 1 plays his information mechanism inspection, as described in §4.2.
Phase 1b. Same for player 2.
Phase 2a. Let $l_{1}^{\prime}$ be an information mechanism in $\mathscr{L}_{1}$. By Lemma 3.3, $v$ can be written as

$$
v=\sum_{a_{1}} \alpha^{a_{1}} v\left(a_{1}, p_{2}^{a_{1}}\right)
$$

with

$$
\begin{equation*}
\sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(a_{1}, p_{2}^{a_{1}}\right)-c\left(l_{1}\right) \geq \sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(\psi_{1}\left(a_{1}\right), p_{2}^{a_{1}}\right)-c\left(l_{1}^{\prime}\right) \tag{3.1}
\end{equation*}
$$

for all $\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)$.
For every $\epsilon>0$, let $p_{2}^{a_{1}}(\epsilon)$ be the unique mixed action closest to $p_{2}^{a_{1}}$ which puts minimal weight $\epsilon$ on every action.

If the $n$th stage is reached, let $K$ be the block containing the next $n^{n}$ stages. We divide $K$ into sub-blocks $K^{a 1}$ such that the relative length of $K^{a 1}$ in $K$ is close to the corresponding coefficient $\alpha^{a_{1}}$. In each stage of block $K^{a_{1}}$, player 1 and 2 play $a_{1}$ and $p_{2}^{a_{1}}(\epsilon)$ respectively, where $\epsilon$ has to be chosen small enough. Below, we specify what we mean by "small enough".

On the other hand, the values for $\epsilon$ have to be chosen in such a way that, starting from an arbitrary stage, the probability that a player 2 action is played in the future, is equal to 1 .

We repeat this process until every information mechanism $l_{1}^{\prime}$ has been chosen.
Phase 2b. Similar to phase 2a, but now the roles of player 1 and 2 are exchanged.
Phase 3a. Let $\mathbf{S}$ be the set of stages containing all repetitions of phase 2 b up to the current stage. If this is the $n$th repetition of phase 3a, player 1 asks his opponent the question "Which signal did you receive at the $n$th stage of $S$ ?" Afterwards, player 2 answers the question. The question and answer are implemented in the same way as described in the information mechanism inspection. Since player 2 is supposed to play only pure actions in phase $2 b$, player 1 knows exactly which signal player 2 should have received at the $n$th stage of $S$.

Phase 3b. Same as phase 3a, but now with exchanged roles of player 1 and 2.
At the end of phase $3 b$, the players return to phase 1 a and so on.
If at any moment in the game, a player notices that his opponent has deviated from the prescribed strategy, he will punish him by playing his min-max action forever.

For a set $M$ of stages, $\lim \sup _{N \rightarrow \infty}(|M \cap\{1, \ldots, N\}| / N)$ is called the upper density of $M$, whereas $\lim \inf _{N \rightarrow \infty}(|M \cap\{1, \ldots, N\}| / N)$ denotes the lower density of $M$. By construction, the set of stages belonging to phases $1 \mathrm{a}, 1 \mathrm{~b}, 3 \mathrm{a}$ and 3 b has upper density zero. Therefore, these phases have no influence on the final payoff.

The sub-blocks $K^{a_{1}}, K^{a 2}$ should be arranged in such a way that the average payoffs converge. The lengths of the sub-blocks $K^{a_{1}}, K^{a_{2}}$ in phase 2 a and 2 b respectively and the value of $\epsilon$ in the same phases can be chosen in such a way that $v\left(\phi_{1}, \phi_{2}\right)=v$.

Finally, we show that $\left(\left(l_{1}, \sigma_{1}\right),\left(l_{2}, \sigma_{2}\right)\right)$ is a lower equilibrium. Suppose that player 1 would deviate to a strategy $\left(l_{1}^{\prime}, \sigma_{1}^{\prime}\right)$. If $l_{1}^{\prime}$ is not greater than $l_{1}$, then, with probability one, the deviation will be detected in one of the repetitions of phase 1 b and player 1 will be punished. So the only possible way for player 1 to improve his payoff is by deviating to an $l_{1}^{\prime}>^{l_{2}} l_{1}$.

Look at an arbitrary block $K$ in phase 2 b which corresponds to the information mechanism $l_{1}^{\prime}$. The length of block $K$ is equal to $n^{n}$, where $n$ is the number of preceding stages. Let $\mathscr{K}$ be the collection of blocks $K$ which correspond to $l_{1}^{\prime}$ and let $\mathscr{K}^{*}$ be the set of final stages of blocks $K \in \mathscr{K}$. Let $x_{1}^{n}$ be the player 1 expected payoff at stage $n$ when $\left(\sigma_{1}^{\prime}, \sigma_{2}\right)$ is played. Since in the long run, the average payoff until some stage in $\mathscr{H}^{*}$ is completely determined by the payoffs at stages in $\mathscr{K}$, it follows that

$$
\liminf _{N \in \mathscr{K}^{*}} \frac{1}{N} \sum_{n=1}^{N} x_{1}^{n}=\liminf _{N \in \mathscr{K}^{*}} \frac{1}{N} \sum_{n \in \mathscr{K} \cap\{1, \ldots, N\}} x_{1}^{n} .
$$

Since

$$
\underline{v}_{1}\left(\sigma_{1}^{\prime}, \sigma_{2}\right)=\underset{N}{\lim \inf } v_{1}^{N}\left(\sigma_{1}^{\prime}, \sigma_{2}\right) \leq \liminf _{N \in \mathscr{K}_{*}^{*}} \frac{1}{N} \sum_{n=1}^{N} x_{1}^{n},
$$

it suffices to show that

$$
\liminf _{N \in \mathscr{K}^{*}} \frac{1}{N} \sum_{n \in \mathscr{K} \cap\{1, \ldots, N\}} x_{1}^{n} \leq v_{1}\left(\sigma_{1}, \sigma_{2}\right) .
$$

In other words, it remains to prove that by playing $\sigma_{1}^{\prime}$, the average payoff at stages in $\mathscr{K}$ does not exceed $v_{1}\left(\sigma_{1}, \sigma_{2}\right)$. If player 1 only deviates on a set of stages with lower density zero,
it cannot increase the lower expected payoff. Therefore, it suffices to consider player 1 deviations on a set of stages with positive lower density.

Suppose that player 1 deviates in $\mathscr{K}$ by transforming actions into distinguishable actions on a set of stages with positive lower density. Then, with probability 1 , player 2 will detect this deviation in one of the repetitions of phase 2 a .

If player 1 deviates in $\mathscr{K}$ by transforming actions into less informative actions on a set of stages with positive lower density, then, with certainty, this deviation will be detected by player 2 in one of the repetitions of phase $3 b$.

So the only possible way for player 1 to increase his payoff is by transforming actions into greater actions on a set of positive lower density. In the long run, the expected average payoff in stages of $\mathscr{K}$ converges to

$$
v=\sum_{a_{1}} \alpha^{a_{1}} v\left(a_{1}, p_{2}^{a_{1}}\right)
$$

with

$$
\sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(a_{1}, p_{2}^{a_{1}}\right)-c\left(l_{1}\right) \geq \sum_{a_{1}} \alpha^{a_{1}} v_{1}\left(\psi_{1}\left(a_{1}\right), p_{2}^{a_{1}}\right)-c\left(l_{1}^{\prime}\right)
$$

for all $\psi_{1} \in \Psi_{1}\left(l_{1}^{\prime}\right)$. Therefore, player 1 cannot increase his long run average payoff in stages of $\mathscr{K}$ by transforming actions into greater actions, which leads to the conclusion that

$$
\liminf _{N \in \mathscr{K}^{*}} \frac{1}{N} \sum_{n \in \mathscr{K} \cap\{1, \ldots, N\}} x_{1}^{n} \leq v_{1}\left(\sigma_{1}, \sigma_{2}\right)
$$

Since this holds for every $l_{1}^{\prime}$, it follows that $\underline{v}_{1}\left(\sigma_{1}^{\prime}, \sigma_{2}\right) \leq v_{1}\left(\sigma_{1}, \sigma_{2}\right)$.

## 4. Nonsimple strategies.

Example. Consider the repeated game in which the one-shot game is given by

$$
\begin{array}{ccc} 
& L & R \\
U & 2,0 & -1,0 \\
M & 3,0 & 0,1 \\
D & 3,0 & 0,1
\end{array} .
$$

Assume that $\mathscr{L}_{1}=\{$ trivial, perfect $\}$ and $\mathscr{L}_{2}=\left\{\right.$ trivial, $\left.l_{2}^{1}, l_{2}^{2}\right\}$ where

$$
l_{2}^{1}=\begin{array}{ll}
a & c \\
b & c \\
a & c
\end{array} \quad \text { and } \quad l_{2}^{2}=\begin{array}{ll}
a & c \\
a & c \\
b & c
\end{array}
$$

All mechanisms can be obtained at price zero.
Claim. The payoff $(2,0)$ is a lower equilibrium payoff if players are allowed to randomize over choosing different information mechanisms but cannot be obtained as a simple lower equilibrium payoff.

Proof of claim. First we construct a lower equilibrium in which player 2 strictly randomizes between $l_{2}^{1}$ and $l_{2}^{2}$ resulting in the payoff (2,0). Let the strategies for player 1 and 2 be as follows. Player 1 chooses the perfect mechanism with probability one and plays $U$ at
every stage, irrespective of the history. Player 2 chooses $l_{2}^{1}$ and $l_{2}^{2}$ both with probability $\frac{1}{2}$, plays $L$ as long as he observes signal $a$ and plays $R$ if he observed signal $b$ or $c$ in one of the previous stages. Clearly, these strategies induce the payoff $(2,0)$. If player 1 deviates from $U$ to another action at some stage then player 2 will detect this with probability $\frac{1}{2}$. The lower payoff for player 1 by deviating at some stage can therefore not exceed $\frac{1}{2} \cdot 3+\frac{1}{2} \cdot 0$ $<2$. Since player 1 has no incentive to choose the trivial mechanism and player 2 has no incentive for deviation, these strategies constitute a lower equilibrium.

Next we prove that there is no simple lower equilibrium which induces payoff $(2,0)$. Suppose that player 2 chooses one of his information mechanisms with probability one. Let

$$
\mathbb{P}(U):=\underset{n \rightarrow \infty}{\liminf } \frac{1}{n} \sum_{k=1}^{n} \mathbb{P}^{k}(U)
$$

where $\mathbb{P}^{k}(U)$ is the probability that player 1 plays $U$ at stage $k$. If $\mathbb{P}(U)>0$ then player 1 can always replace the action $U$ by $D$ or $M$ (depending on whether player 2 uses $l_{2}^{1}$ or $l_{2}^{2}$, respectively) without being detected and increase his payoff. Therefore this cannot be a lower equilibrium. If $\mathbb{P}(U)=0$ then the strategies cannot induce the payoff $(2,0)$. Consequently there is no lower equilibrium with payoff $(2,0)$ in which player 1 and 2 choose one of their mechanisms with certainty.

However, if we try to characterize the set of lower equilibrium payoffs in a situation where players may randomize over the information mechanisms that can be bought, we encounter some very difficult problems. This is due to the fact that players are uncertain about the mechanism used by the opponent. Detecting deviations becomes therefore a very complicated matter.
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[^0]:    ${ }^{1}$ Another possibility would be to allow the players to choose an information mechanism at each stage of the game, before choosing the action. As such, the model would reduce to a special case of a repeated game with unobservable actions as studied by Lehrer $(1989,1992)$. In this case, a player could check the opponent's actions by choosing a nontrivial mechanism only at a set of stages with density zero and therefore (on average) not paying anything for this. This is not possible in our model: if a player wants to check the opponent by using a nontrivial mechanism then he has to pay the full price in advance. For an example illustrating this difference, see Flesch and Perea y Monsuwé (1999).

