


WORKING PAPER
ALFRED P. SLOAN SCHOOL OF MANAGEMENT

Dynamic Scheduling of a Two-Class Queue with Setups<br>Martin I. Reiman<br>Lawrence M. Wein

\#3692-94-MSA
May 1994

MASSACHUSETTS INSTITUTE OF TECHNOLOGY 50 MEMORIAL DRIVE CAMBRIDGE, MASSACHUSETTS 02139


# Dynamic Scheduling of a Two-Class Queue with Setups 

Martin I. Reiman
Lawrence M. Wein

| Mi.IT. LIBRARIES |
| :---: |
| JUN 201994 |
| RECEIVED |

# Dynamic Scheduling of a Two-Class Queue with Setups 

Martin I. Reiman<br>AT\&T Bell Laboratories<br>Murray Hill, NJ 07974<br>Lawrence M. Wein<br>Sloan School of Management, M.I.T.<br>Cambridge, MA 02139


#### Abstract

We analyze two sclieduling problems for a queueing system with a single server and two customer classes. Each class has its own renewal arrival process, general service time distribution and holding cost rate. In the first problem, a setup cos ${ }^{*}$ is incurred when the server switches from one class to the other, and the objective is to minimize the long run expected average cost of holding customers and incurring setups. The setup cost is replaced by a setup time in the second problem, where the objective is to minimize the average holding cost. By assuming that the queueing system operates under standard heavy traffic conditions, we approximate the dynamic scheduling problems by diffusion control problems. For both problems, considerable insight is gained into the nature of the optimal policy, and the computational results show that the proposed scheduling policy is within several percent of optimal over a broad range of problem parameters.


We consider two dynamic scheduling problems for a single server queueing system with two classes of customers. In both problems, each class possesses its own renewal arrival process, general service time distribution and holding cost rate, and the server incurs a setup when switching from one class to the other. In the setup cost problem, a setup cost is incurred and the objective is to minimize the long run expected average setup and holding cost. In the setup time problem, a random setup time is incurred when the server switches class, and the objective is to minimize the long run expected average holding cost. In both problems, the server lias three options at each point in time: serve a customer from the class that is currently set up, switch to the other class (and immediately begin service in the setup cost problem), or sit idle.

These scheduling problems have numerous applications, most notably for manufacturing systems and polling systems in computer communication networks. The setup time problem is more realistic than the setup cost problem in most situations, but is also more difficult to analyze. However, the setup cost problem is relevant for some manufacturing systems because, motivated by just-in-time (JIT) manufacturing, many facilities have internalized their setup times; that is, they have essentially eliminated their setup times at the expense of incurring significant material, labor and/or capital costs.

Although many studies have analyzed the performance of polling systems under various scheduling policies (see Takagi 1986, Boxma and Takagi 1992 and references therein), relatively few papers have considered the optimal scheduling of polling systems. The seminal paper in this research area is Hofri and Ross (1987), who analyze a two-class system with setup costs and times. Let $c_{2}$ and $\mu_{2}$ denote the holding cost rate and service rate, respectively, for elass $i$ eustomers. When $c_{1} \mu_{1}=c_{2} \mu_{2}$, they show that a double threshold policy, where the server serves each class until its queue is exhausted and the length of the other queue achieves a certain threshold level, minimizes the cost of setups and holding customers, under both the discounted and average cost criteria. Very little is known about the polling problem when $c_{1} \mu_{1} \neq c_{2} \mu_{2}$, aside from the fact that the class with the larger $c \mu$ index should be served to exhaustion.

Several authors have studied the setup time problem in which more than two classes are present. Structural results for symmetric systems are derived by Liu. Nain and Towsley (1991) and references therein. Browne and Yechiali (1989) derive quasi-dynamic index policies, which allow the server to choose the sequence of classes to visit at the beginning of each cycle, that minimize or maximize the mean cycle length. Boxma, Levy and Westrate (1991) derive an efficient polling table (a predetermined fixed visit sequence) for minimizing the mean waiting cost. Bertsimas and Xu (1993) derive lower bounds and construct static policies that perform close to the bound when all classes have identical $c \mu$ indices. Van Oyen and Duenyas (1992) develop a dynamic seheduling heuristic based on myopic reward rates; Duenyas and Van Oyen (1993) also construct a dynamic policy for the setup cost problem.

Since the two-class asymmetric problem appears to be analytically intractable, heavy traffic approximations are employed in an attempt to make further headway. T'lat is, we make the heavy traffic assumption that the server must be busy the great majority of the time to satisfy demand. In the setup cost problem, we also need to assume that the setup costs are very large, roughly two orders of magnitude larger than the holding cost rate. Following in the tradition of Fosehini (1977) and Harrison (1988), we study the diffusion control problem that arises as a heavy traffic limit of a sequence of queueing scheduling problems. These limiting control problems tend to be more tractable than their queueing counterparts and have led to network scheduling policies (see, for example, Harrison and Wein 1990 and Wein 1990b) that have a surprisingly simple form and appear to perform well.

Using the heavy traffic averaging principle derived in Coffiman, Puhatskii and Reiman (1993), we show in Section 1 that the setup cost problem simplifies rather dramatically in the limiting heavy traffic regime: the dimension of the state space collapses from three (queue length of each class and the position of the server) to one (total workload). This result also allows our analysis to naturally decompose onto two different time scales. On the very fast time scale over which individual queue lengths change, we myopically optimize a control that specifies the amount of low priority work to serve as a function of the total workload. This statedependent control is derived in closed form and offers considerable insight. On the slower time scale over which the total workload varies, a singular control problem is solved that specifies a busy/idle policy. The solution to this control problem leads to a rather complex equation for one variable, which represents a threshold level, that can easily be solved numerically.

The setup time problem is addressed in Section 2, and the averaging principle in Coffman, Puhalskii and Reiman (1994) leads to a limiting control problem that again is one-dimensional, although here we obtain an explicit diffusion control problem. The control, which represents the amount of low priority work to serve as a function of the total workload, appears in the drift term of the diffusion process in a nonlinear fashion, and consequently the optimality equation leads to a nonlinear ordinary differential equation (ODE) that cannot be solved explicitly. However, we use asymptotics to obtain a scheduling policy; the asymptotics also reveal a substantial qualitative difference between the optimal policies in the setup cost and setup time cases.

For both problems, we use the value iteration algorithm to obtain "exact" optimal policies for a variety of test cases, and show in Section 3 that the suboptimality of the proposed policies is within several percent of optimal over a broad range of problem parameters.

Our presentation of the analysis, and indeed the analysis itself, is rather informal throughout. For example, we do not prove that the limiting control problems are the heavy traffic limit of a sequence of queueing scheduling problems. Also, several of our claims regarding the nature of the limiting control problems and their optimal solutions are not proved. Providing a rigorous presentation of our results would be extremely demanding, and would take us far afield from our two main objectives: to obtain fundamental insights into the mature of the optimal policies and to develop effective scheduling policies for these systems. However, much of our analysis relies upon observations that have been rigorously proven for simpler systems, and we have no doubt that our results are essentially correct. We hope that this approach increases the accessility of the paper without sacrificing the persuasiveness of our arguments.

## 1 THE SETUP COST PROBLEM

### 1.1 Problem Description

Customers of class $i=1,2$ arrive according to independent renewal processes, where $\lambda_{2}$ and $r_{a_{2}}^{2}$ denote respectively the arrival rate and squared coefficient of variation (variance divided by the square of the mean) of the interarrival times. Each class has its own general service time distribution with service rate $\mu_{2}$ and squared coefficient of variation $c_{s i}^{2}$, and we define the system's traffic intensity by $\rho=\sum_{r=1}^{2}\left(\lambda_{2} / \mu_{i}\right)$. A cost $c_{i}$ is incurred per unit time for holding a class $i$ eustomer in the system. A setup cost $K / 2$ is imposed whenever the server switehes from one class to the other, so that $K$ is the setup cost per cycle.

The server has three scheduling options at each point in time: serve the class that is currently set up, switch to the other elass and initiate service, or sit idle. Since a switchover is instantancous and costly, the option of switching to the other class and idling need not be
considered. We assume that the server works in a preemptive-resume fashion, although the heavy traffic analysis is too crude to capture the effects of the nonpreemptive discipline as an alternative assumption. Let $Q_{i}(t)$ be the number of class $i$ customers in queue or in service at time $t$, and let $J(t)$ denote the number of times the server sets up in the time interval $[0, t]$. Then our objective is to find a nonanticipating (with respect to the queue length process) scheduling policy to minimize

$$
\begin{equation*}
\limsup _{T \rightarrow \infty} \frac{1}{T} E\left[\int_{0}^{T} \sum_{i=1}^{2} c_{i} Q_{i}(t) d t+\frac{K^{-}}{2} J(T)\right] \tag{1.1}
\end{equation*}
$$

### 1.2 The Heavy Traffic Normalizations

A precise formulation of the approximating diffusion control problem requires much notation that would not be subsequently used. In addition, the limiting control problem will not be explicitly solved; rather, we optimize over a specific form of policy that is introduced in Subsection 1.4. Hence the heavy traffic control problem will not be precisely formulated, and a description of the heavy traffic conditions and normalizations will suffice for our purposes.

The approximating control problem is the limit of a sequence of scheduling problems indexed by the heavy traffic scaling parameter $n$, where $n \rightarrow \infty$. Since a heavy traffic limit theorem will not be proved here, we avoid unnecessary notation by considering a single large integer $n$ satisfying $\sqrt{n}(1-\rho)=c$, where $c$ is positive and of moderate size (that is, $O(1)$ ); this standard heavy traffic condition requires the server to be busy the great majority of the time over the long run. As we will see later, the scheduling policy that arises out of our heavy traffic analysis is independent of the system parameter $n$. Let $V_{i}$ be the unfinished workload process for class $i ; V_{i}(t)$ is the amount of time a continuously busy server requires to clear all of the class $i$ customers who are present in the system at time $t$. The normalized, or scaled, queue length process is defined by $Z_{\imath}(t)=Q_{\imath}(n t) / \sqrt{n}$; similarly, $W_{i}(t)=V_{i}(n t) / \sqrt{n}$ denotes the normalized workload process. We approximate these normalized processes by the appropriate, and yet to be defined, limiting processes. Although $V_{2}(t)$ is not directly observable by the scheduler at time $t$, the normalized workload process is more convenient to employ than the normaliacul queue length process in the approximating heavy traffic control problem. However, we use the linear identity $Z_{\imath}=\mu_{2} W_{2}$ to translate the solution of the approximating control problem into a scheduling policy that is expressed in terms of the original queue length process ( $Q_{1}, Q_{2}$ ). This linear identity is justified by extant heavy traffic limit theorems for many queueing systems.

In addition to speeding up time by a factor of $n$ and reducing the queue lengths by a factor of $\sqrt{n}$, we also need to rescale the cost parameters $c_{2}$ and $K^{\prime}$. The crux of problem (1.1) is the tradeoff between setup costs and holding costs, and hence to obtain a nontrivial solution to the approximating control problem, these two costs need to be of the same order of magnitude. Since only the ratio of these two costs matters, without loss of generality we leave the holding cost rates $c_{1}$ and $c_{2}$ unscaled at $O(1)$, and only scale the setup cost $K$. The following thought experiment allows us to conclude that the setup cost $K^{-}$needs to be divided by $n$ in the approximating control problem. The heavy traffic condition implies that there are $O(\sqrt{n})$ customers in the original queueing system, and hence $O(1)$ scaled customers in the heavy traffic system. The holding cost rate is effectively multiplied by $n$ because of the time scaling, so holding costs are incurred in the limiting control problem at the rate of $O\left(n^{3 / 2}\right)$ per unit time. Since $O(\sqrt{n})$ customers are in the system, the server switches class every $O(\sqrt{n})$ unscaled time units, on average, implying that setup costs are incurred at the rate of $O(\sqrt{n})$ per unit time in the heavy traffic time scale. Since holding costs are incurred at rate $O\left(n^{3 / 2}\right)$
and setup costs are incurred at rate $O(\sqrt{n})$, the setup cost $K$ must be $O(n)$ for these cost rates to be of the same order, and to get an $O(1)$ limiting setup cost, we must divide the setup cost $K$ by the heavy traffic scaling parameter $n$. Consequently, let $\kappa=K / n$ denote the normalized setup cost. Thus, heavy traffic conditions for the setup cost problem imply that the traffic intensity should be near one and the setup cost should be large. A canonical example is to set $n=100$ and set $c, c_{1}, c_{2}$ and $\kappa$ all equal to one, so that $\rho=0.9$ and the setup cost $K=100$.

### 1.3 A Preliminary Heavy Traffic Result

The starting point for the setup cost problem is a recent heavy traffic result due to Coffman, Puhalskii and Reiman (1993), which will be referred to hereafter as the CPR result. We present an informal statement of a special case of this heavy traffic limit theorem that will suffice for our purposes. As in problem (1.1), consider a queueing system with a single server and two customer classes. The CPR result is derived under a specific queue discipline: the server serves each class to exhaustion, and then switches class. The work conserving nature of the discipline implies that the total workload process $W=W_{1}+W_{2}$ is identical to the corresponding process under the FCFS policy. It follows from the heavy traffic imit theorem of Ighehart and Whitt (1970) that this process is well approximated under heavy traffic conditions by RBM $\left(-c, \sigma^{2}\right)$. which is a reflected Brownian motion (see Harrison 1985 for a definition) on $[0, \infty)$ with drift $-c$ and variance

$$
\begin{equation*}
\sigma^{2}=\sum_{i=1}^{2} \frac{\lambda_{2}}{\mu_{i}^{2}}\left(c_{a i}^{2}+c_{s i}^{2}\right) . \tag{1.2}
\end{equation*}
$$

It turns out to be impossible to obtain a limit process for ( $W_{1}, W_{2}$ ) in the usual sense, because in the heavy traffic limit, the two-dimensional process moves back and forth along the cross diagonal at an infinite rate, the direction being determined by which of the two queues is being served; see Figure 1. The CPR result provides an averaging principle that implies the following: given the normalized total workload $W$, the two-dimensional workload ( $W_{1}, W_{2}$ ) can be treated as if it is uniformly distributed along the constant workload line from ( $0, W$ ) to $(W, 0)$. That is, the two-dimensional distribution is $(U W,(1-U) W)$, where $U$ is a uniform $[0,1]$ random variable that is independent of $W$.

This averaging principle is due to a time scale decomposition. On the time scate giving rise to reflected Brownian motion for the total workload, the two-dimensional workload process moves (asymptotically) infinitely quickly. If we slow time down so that the two-dimensional workload moves at a finite and positive rate, the total workload stays fixed, and the movement of the two-dimensional workload is deterministic. Although this result has been proved only under the exhaustive policy, we assume that it holds more generally. This has far-reaching implications for the heavy traffic analysis of our control problem. In particular, it allows us to collapse the state space of the control problem from three dimensions (the number of customers of each class in the system and the location of the server) to one dimension (the total workload).

### 1.4 The Form of the Optimal Policy

The traditional heavy traffic approach to scheduling problems is to precisely formulate the queueing system scheduling problem, find the limiting control problem that approximates the scheduling problem under heavy traffic conditions, and solve the latter problem. The approach taken here is slightly different: we first argue that the optimal policy should be of a specific form in the heavy traffic limit, and then optimize the approximating system over this class of policies.


Figure 1: The heavy traffic averaging principle of Coffman. Puhalskii and Reiman (CPR).

Without loss of generality, we assume that $c_{1} \mu_{1} \geq c_{2} \mu_{2}$ and sometimes refer to classes 1 and 2 as the high and low priority classes, respectively. Existing results (Hofri and Ross for Poisson arrivals and exponential service times, and Duenyas and Van Oyeu for Poisson arrivals and general service times) as well as intuition suggest that class 1 should be served to exhaustion. (It is possible to construct examples where this policy is not optimal. Our contention is that it is asymptotically optimal in heavy traffic.) When the server is set up for class 1 , the only other decision is to specify whether the server should idle or swith to class 2 when no class 1 customers are present. Since we work with the normalized workload process ( $W_{1}, W_{2}$ ), the only reasonable form of the optimal policy is to switch when $W_{2}(t) \geq w_{2}$ for some scaled threshold level $w_{2}$.

Since switching is instantaneous, $W_{1}(t)=0$ and $W_{2}(t)=x$ at the moment of switching, where $x$ must be greater than or equal to the threshold $w_{2}$. Because preemption is allowed, the server should never idle at class 2 when class 2 customers are present. The CPR result implies that the total workload $W=W_{1}+W_{2}$ remains constant in the heavy traffic time scale while the server is serving class 2 customers. Hence, our decision can be expressed as the amount $u(x)$ by which the server depletes class 2's original work. That is, class 2 is served until $W_{1}(t)=u(x)$ and $W_{2}(t)=x-u(x)$. The control $u(x)$ must be between zero and $x$, where $u=x$ is the exhaustive policy. Figure 2 contains a picture with $u(x)=x / 3$ for a particular value of $x$. Since a different amount $u$ can be chosen for each value of the total workload $x$, the control $u(x)$ can generate any possible switching curve in the nonnegative orthant, and so is without loss of generality.

Finally, since the server should never idle at station 2 when $W_{2}(t)>0$. if $u(x)<x$ then


Figure 2: The control $u(x)=x / 3$ for a fixed value of $x$.
the server immediately switches back to class 1 when $W_{1}(t)=u(x)$ and $W_{2}(t)=x-u(x)$. However, if $u(x)=x$ and hence class 2 is served exhaustively, then the server must decide whether to idle or switch back to class 1. Once again, the obvious form of the optimal policy in this case is to idle until $W_{1}(t)$ is greater than or equal to $w_{1}$. Notice that if the threshold levels $w_{1}$ and $w_{2}$ were both zero, then infinite setup costs would be incurred.

In summary, the controls are the function $u(x)$, which specifies the amount of class 2's work to serve, and the threshold levels $w_{1}$ and $w_{2}$, which dictate the server's busy/idle policy. The form of the optimal policy in heavy traffic is: serve class 1 until $W_{1}(t)=0$ and $W_{2}(t) \geq w_{2}$ : switch to class 2. If $W_{2}(t)=x$ at the moment of switching, then serve class 2 until $W_{1}(t)=$ $u(x)$ and $W_{2}(t)=x-u(x)$. If $u(x)<x$, then switch to class 1 ; if $u(x)=x$, then do not switch until $W_{1}(t) \geq w_{1}$.

### 1.5 An Overview of the Analysis

The analysis hinges on the following crucial observation: since setups are instantaneous, the total workload process is only affected by the server's busy/idle policy, not by how often the server switches class. Hence, the control $u(x)$ only influences the total workload indirectly via the idling. However, $u(x)$ does affect the rate at which holding costs and setup costs are incurred when the total workload is $x$. Therefore, a two-step procedure is employed to find the optimal policy $\left(u(x), w_{1}, w_{2}\right)$ within the specified form. In the first step, the control $u(x)$ is chosen to minimize the cost rate for each state $x$; this minimization is performed independently for each state $x$. In the second step, we attempt to find the optimal threshold levels $w_{1}$ and $w_{2}$, and lance the optimal total workload process. Our heavy traffic analysis will show that the optimal total workload process is a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $[w, \infty)$, where $w$ is a parameter that is chosen to minimize the total expected cost. Hence, the Brownian model is too crude to distinguish between the two thresholds $w_{1}$ and $w_{2}$, and so we set both $w_{1}$ and $w_{2}$ equal to the derived value of $u$.

As in previous heavy traffic scheduling work (see Harrison 1988 and Wein 1990a, for example), the analysis naturally decomposes onto two time seales. On the very fast time scale. where individual queues ran change instantancously fast, we myopically optimize over $u(x)$. Then. on the slower time seale over which the total workload varies, a singular control problem
is solved to find the threshold, or reflecting barrier, $w$ that specifies the busy/idle policy.

### 1.6 The Optimal $u(x)$

The control $u(x)$ is chosen to minimize the cost rate that is incurred when the normalized total workload process is $x$. Under the policy characterized by $u(x)$, class 2 's work is depleted by the amount $u(x)$ if the total workload when the server arrives to class 2 is $r$. The CPR result implies that, for our purposes, it is as if $W_{1}$ is uniformly distributed between 0 and $u\left(x^{\prime}\right)$, and $W_{2}$ is uniformly distributed between $x-u(x)$ and $x$. Since $Z_{2}=\mu_{2} W_{i}$, the holding cost rate when in state $x$ is

$$
\begin{align*}
\sum_{i=1}^{2} c_{2} \mu_{i} E\left[W_{i}\right] & =c_{1} \mu_{1} \frac{u(x)}{2}+c_{2} \mu_{2}\left(\frac{2 x-u(x)}{2}\right) \\
& =c_{2} \mu_{2} x+\frac{\Delta u(x)}{2} \tag{1.3}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta=c_{1} \mu_{1}-c_{2} \mu_{2} \tag{1.4}
\end{equation*}
$$

To find the setup cost rate when in state $x$, we need to find the cycle length. For a fixed total unfinished workload $x$, the two-dimensional workload process ( $W_{1}, W_{2}$ ) moves back and forth deterministically at an asymptotically infinite rate along the line segment from $(0, x)$ to $(u(x), x-u(x))$; hence, the cycle length is deterministic.

We determine the deterministic cycle length, and hence the setup cost rate, as a function of the normalized workload by slowing down the time seale. If the server finds $x$ units of work in class 2 upon arrival, then this work will be depleted at rate $1-\rho_{2}$. The server works until $W_{1}(t)=u(x)$ and $W_{2}(t)=x-u(x)$, which occurs after $u(x) /\left(1-\rho_{2}\right)$ time mits. As we will see later, the normalized total workload process W never spends any time below max ( $w_{1}, w_{2}$ ), and so we need not include any unnecessary inserted idle time into the cycle length calculation. Therefore, it takes $u(x) /\left(1-\rho_{1}\right)$ time units to deplete class 1 and complete the cycle, resulting in a cycle of length $u(x) /\left(1-\rho_{2}\right)+u(x) /\left(1-\rho_{1}\right)$. Since the holding costs are estimated using a heavy traffic approximation and the scheduling problem essentially trades off the setup and holding costs, a more accurate analysis results if we assume that $\rho=1$ in our cycle length expression, which simplifies the eycle length to $u(x) / \rho_{1} \rho_{2}$. Because two setups are incurred in each cycle, the setup cost rate when in state $x$ is $\rho_{1} \rho_{2} \kappa / u(x)$.

Now we find the optimal $u(x)$ by solving:

$$
\begin{equation*}
\min _{u(x) \in[0, x]} c_{2} \mu_{2} x+\frac{\Delta u(x)}{2}+\frac{\rho_{1} \rho_{2} \kappa}{u(x)} . \tag{1.5}
\end{equation*}
$$

If we define

$$
\begin{equation*}
\widehat{w}=\sqrt{\frac{2 \rho_{1} \rho_{2} \kappa}{\Delta}} \tag{1.6}
\end{equation*}
$$

then straightforward calculus leads to

$$
\begin{equation*}
u^{*}(x)=\min (x, \widehat{w}) . \tag{1.7}
\end{equation*}
$$

Hence, $\widehat{w}$ is the largest value of the total workload for which class 2 is served exhaustively. Notice that $\widehat{u}=\infty$ when $\Delta=0$, and so the optimal control in the balanced case is $u^{*}(x)=x$ for all $x$, which corresponds to exhaustive service for class 2 .

### 1.7 The Optimal Threshold Level

In this subsection, we analyze the normalized total workload process under the form of the proposed policy, using the control $u^{*}(x)$ in (1.7). This analysis shows that the total workload process $W$ is a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\lceil w, \infty)$, where $w$ is a parameter that will be optimized over.

In the balanced case, the control $u^{*}(x)$ implies that the form of the optimal policy is to switch from class 1 to class 2 when $W_{1}(t)=0$ and $W_{2}(t) \geq w_{2}$, and switch from class 2 to class 1 when $W_{2}(t)=0$ and $W_{1}(t) \geq w_{1}$. Let us begin by assuming that $w_{1}<w_{2}$. When the two-dimensional workload process hits the point $(x, 0)$, where $x \in\left[w_{1}, w_{2}\right)$, then the server will switch to class 1 and the process instantaneously moves to the point $(0, x)$. Since $x<w_{2}$, the server will not immediately switch back to class 2 . Rather, the server serves newly arriving class 1 customers or sits idle until class 2 's workload reaches $w_{2}$. In the heavy traffic limit, time is sped up by a factor of $n$ and the two-dimensional workload process instantaneously moves from the point $(0, x)$ to the point $\left(0, w_{2}\right)$. Consequently, the total workload process never spends any time below the value of $w_{2}$. A similar argument when $w_{1}>w_{2}$ implies that the total workload process is a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\left[\max \left(w_{1}, w_{2}\right), \infty\right)$. Thus, the heavy traffic analysis is too crude to distinguish between the thresholds $w_{1}$ and $w_{2}$, and we follow the convention of setting them both equal to $w$; later in this subsection, the cost minimizing value of $u$ will be derived. Hence, the setup cost problem decomposes in the balanced case, and we can optimize over a single threshold parameter $w$ independently of $u^{*}(x)$.

For the imbalanced case, the total workload process needs to be investigated under four different cases, depending upon the relative values of the normalized threshold levels $w_{1}$. $w_{2}$ and $\widehat{w}$.

Case 1: $0 \leq w_{1}, w_{2} \leq \widehat{w}$. The curves for switching from class 2 to class 1 for all four cases are pictured in Figure 3, where the vertical portion of the switching curve follows from (1.7). The argument put forth in the balanced case implies that the total workload process in this case is a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\left[\max \left(w_{1}, w_{2}\right), \infty\right)$. We again set $w_{1}$ and $w_{2}$ equdl to the parameter $w$, and model the optimal total workload process as a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $[w, \infty)$; in this case. the parameter $w$ is optimized over the region $0 \leq w \leq \widehat{w}$.

Case 2: $\widehat{w} \leq w_{1}, w_{2}$. The state $\left(w_{1}, 0\right)$ is never reached, and hence the parameter $w_{1}$ does not play a role here. By a similar argument as above, If is a $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\left[w_{2}, \infty\right)$. Thus, once again, we set $w_{1}$ and $w_{2}$ equal to a parameter $w$, let $W$ be an $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $[w, \infty)$, and optimize $w$ over the region $w \geq \widehat{w}$.

Case 3: $0 \leq w_{1} \leq \widehat{w} \leq w_{2}$. The total workload $W$ is an $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\left[w_{2}, \infty\right)$, and so we set $w_{1}$ and $w_{2}$ equal to $w$ and optimize over $w \geq \widehat{w}$. Thus, case 3 reduces to case 2 .

Case 4: $0 \leq w_{2} \leq \widehat{w} \leq w_{1}$. The parameter $w_{1}$ is not a factor, and $W$ is an $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $\left[u^{\prime} 2, \infty\right)$. Hence, case 4 reduces to case 1.

In summary, it suffices to restrict our attention to cases 1 and 2; thus. as in the balanced case, the single threshold parameter $w \geq 0$ can be optimized independently of $u^{*}(x)$.

Now we derive the optimal value of the parameter $u$. Substituting the optimal control $u^{*}(x)$ from (1.7) into the cost rate function in (1.5) yields the optimat cost rate when the


Figure 3: The total workload process for various values of $u_{1}, w_{2}$ and $\widehat{w}$.
normalized workload is $x$, which is

$$
\begin{equation*}
c_{2} \not{ }^{\prime} x+\frac{\Delta x}{2}+\frac{\rho_{1} \rho_{2} \kappa}{x} \text { when } x \leq \widehat{w}, \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2} \mu_{2} x+\sqrt{2 \rho_{1} \rho_{2} \Delta \kappa} \text { when } x \geq \widehat{w} \text {. } \tag{1.9}
\end{equation*}
$$

To find the total expected average cost, the optimal cost rate is integrated over the steady state distribution of the total workload process. The normalized workload process is approximated by an $\operatorname{RBM}\left(-c, \sigma^{2}\right)$ on $[w, \infty)$, which has stationary density function $\alpha e^{-\alpha(x-w)}$ for $x \geq w$, where $\alpha=2 c / \sigma^{2}$.

If $w \geq \widehat{w}$, then the total expected cost is

$$
\begin{align*}
C(w) & =\int_{w}^{\infty}\left(c_{2} \mu_{2} x+\sqrt{2 \rho_{1} \rho_{2} \Delta \kappa}\right) \alpha e^{-\alpha(x-w)} d x \\
& =c_{2} \mu_{2}\left(w+\frac{1}{\alpha}\right)+\sqrt{2 \rho_{1} \rho_{2} \Delta \kappa} \tag{1.10}
\end{align*}
$$

which is increasing in $w$. Therefore, the optimal value of $w$ is less than or equal to $\widehat{\pi}$, and case 1 of the previous subsection holds. Define the aggregate cost parameter $\bar{C}=\left(c_{1} \mu_{1}+c_{2} \mu_{2}\right) / 2$. Then the total expected cost equals

$$
C(w)=\alpha e^{\alpha w}\left(\bar{C} \int_{w}^{\widehat{w}} x e^{-\alpha x} d x+\rho_{1} \rho_{2} \kappa \int_{w}^{\widehat{w}} \frac{e^{-\alpha x}}{x} d x+c_{2} \mu_{2} \int_{\widehat{w}}^{\infty} x e^{-\alpha x} d x\right.
$$

$$
\begin{equation*}
\left.+\sqrt{2 \rho_{1} \rho_{2} \Delta \kappa} \int_{\widehat{w}}^{\infty} e^{-\alpha x} d x\right) \tag{1.11}
\end{equation*}
$$

Setting the derivative of the total expected cost with respect to $w$ equal to zero yields

$$
\begin{align*}
0= & \bar{C}\left(1-(\alpha \widehat{w}+1) e^{\alpha(w-\widehat{w})}\right)+\alpha \rho_{1} \rho_{2} \kappa\left(\alpha e^{\alpha w}\left(E_{1}(\alpha w)-E_{1}(\alpha \widehat{w})\right)-\frac{1}{w}\right) \\
& +\alpha \sqrt{2 \rho_{1} \rho_{2} \Delta \kappa} e^{\alpha(w-\widehat{w})}+c_{2} \mu_{2}(\alpha \widehat{w}+1) e^{\alpha(w-\widehat{w})} \tag{1.12}
\end{align*}
$$

or, upon simplification,

$$
\begin{align*}
0= & \bar{C}+e^{\alpha(w-\widehat{w})}\left(\alpha \sqrt{2 \rho_{1} \rho_{2} \Delta \kappa}-\frac{\Delta(\alpha \widehat{w}+1)}{2}\right) \\
& +\alpha^{2} \rho_{1} \rho_{2} \kappa\left(e^{\alpha w}\left(E_{1}(\alpha w)-E_{1}(\alpha \widehat{w})\right)-\frac{1}{\alpha w}\right) \tag{1.13}
\end{align*}
$$

where

$$
\begin{equation*}
E_{1}(x)=\int_{x}^{\infty} \frac{\epsilon^{-t}}{t} d t, \quad x>0 \tag{1.14}
\end{equation*}
$$

is the exponential integral. It turns out that $C(w)$ is not convex; however, the solution to (1.13) is well behaved numericaliy, and yields the global minimum of $C(w)$ for the cases we consider. We denote this solution by $w^{*}$ and refer to it as the optimal threshold level. Since

$$
\begin{equation*}
C^{\prime}(w)=\alpha C(w)-\alpha e^{\alpha w}\left(\bar{C} w e^{-\alpha w}+\rho_{1} \rho_{2} \kappa \frac{e^{-\alpha w}}{w}\right) \tag{1.15}
\end{equation*}
$$

it follows that the optimal total expected cost is

$$
\begin{equation*}
C\left(w^{*}\right)=\bar{C} w^{*}+\frac{\rho_{1} \rho_{2} \kappa}{w^{*}} \tag{1.16}
\end{equation*}
$$

In the balanced case where $\Delta=0$, the first order condition (1.13) reduces to

$$
\begin{equation*}
\frac{1}{\alpha w}-e^{\alpha w} E_{1}(\alpha w)=\frac{c_{1} \mu_{1}}{\alpha^{2} \rho_{1} \rho_{2} \kappa} \tag{1.17}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
C^{\prime \prime}(w)=\alpha^{3} \rho_{1} \rho_{2} \kappa\left(e^{\alpha w} E_{1}(\alpha w)+\frac{1}{(\alpha w)^{2}}-\frac{1}{\alpha w}\right) \tag{1.18}
\end{equation*}
$$

and the convexity of $C(w)$ follows from the bound $e^{x} E_{1}(x)>1 /(x+1)$. Replacing $e^{\alpha w} E_{1}(\alpha w)$ by its lower bound $1 /(\alpha w+1)$ in (1.17) gives a simple approximate expression for the optimal threshold level:

$$
\begin{equation*}
w_{a p p}=\frac{1}{\alpha}\left(-\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{\alpha^{2} \rho_{1} \rho_{2} \kappa}{c_{1} \mu_{1}}}\right) \tag{1.19}
\end{equation*}
$$

### 1.8 The Proposed Scheduling Policy

The heavy traffic solution is given by the control $u^{*}(x)$ defined in (1.7), which specifies a switching curve, and the threshold level $w^{*}$ satisfying (1.13) or (1.17). We use this solution to propose a seheduling policy in terms of the three-dimensional state of the original problem, which is the two-dimensional quene length process $\left(Q_{1}, Q_{2}\right)$, and the server location. Since
both $u^{*}(x)$ and $w^{*}$ are expressed in terms of the normalized workload $W$, several steps are required to translate this heavy traffic solution into a proposed policy. First, we reverse the heavy traffic scaling to express the quantities $u^{*}(x)$ and $w^{*}$ in terms of the unscaled workload $V$. Since $W(t)=V(n t) / \sqrt{n}$, when the normalized workload $W^{\prime}$ equals $x$, then the original workload $V$ equals $y$, where $y=\sqrt{n} x$. The control $u^{*}(x)$ requires the server to serve class 2 until $W_{1}=u^{*}(x)$, or equivalently, until $V_{1} / \sqrt{n}=u^{*}(y / \sqrt{n})$. If we substitute $k / n$ for the normalized setup cost $\kappa$ in (1.6), then when the total workload $V$ equals $y$, class 2 is served until

$$
\begin{align*}
V_{1} & =\sqrt{n} u^{*}\left(\frac{y}{\sqrt{n}}\right) \\
& =\sqrt{n} \min \left(\frac{y}{\sqrt{n}}, \sqrt{\frac{2 \rho_{1} \rho_{2} K^{2}}{\Delta n}}\right) \\
& =\min \left(y, \sqrt{\frac{2 \rho_{1} \rho_{2} K^{i}}{\Delta}}\right) . \tag{1.20}
\end{align*}
$$

By (1.20), class 2 is served exhaustively as long as the total workload $V$ is less than or equal to

$$
\begin{equation*}
\widehat{\jmath}=\sqrt{\frac{2 \rho_{1} \rho_{2} K_{i}}{\Delta}} \tag{1.21}
\end{equation*}
$$

which, not surprisingly, equals $\sqrt{n} \widehat{w}$. Similarly, if we define the unscaled threshold $v^{*}=\sqrt{n} w^{*}$, then substitution of $v / \sqrt{n}$ for $w, K / n$ for $\kappa$, and $2 \sqrt{n}(1-\rho) / \sigma^{2}$ for $\alpha$ in (1.13) and (1.17) yields, respectively,

$$
\begin{align*}
0= & \bar{C}+e^{\theta(v-\widehat{w})}\left(\theta \sqrt{2 \rho_{1} \rho_{2} \Delta K}-\frac{\Delta(\theta \hat{v}+1)}{2}\right) \\
& +\theta^{2} \rho_{1} \rho_{2} H^{\prime}\left(e^{\theta v}\left(E_{1}(\theta v)-E_{1}(\theta \hat{v})\right)-\frac{1}{\theta v}\right) \tag{1.22}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{\theta v}-e^{\theta v} E_{1}(\theta v)=\frac{c_{1} \mu_{1}}{\theta^{2} \rho_{1} \rho_{2} \hbar_{1}^{-}} \tag{1.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=\frac{2(1-\rho)}{\sigma^{2}} \tag{1.24}
\end{equation*}
$$

Similar substitutions into (1.19) gives

$$
\begin{equation*}
v_{a p p}=\frac{1}{\theta}\left(-\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{\theta^{2} \rho_{1} \rho_{2} K^{\prime}}{c_{1} \mu_{1}}}\right) \tag{1.25}
\end{equation*}
$$

Finally, the predicted optimal average cost for the original scheduling problem is

$$
\begin{equation*}
\sqrt{n} C\left(w^{*}\right)=\bar{C} v^{*}+\frac{\rho_{1} \rho_{2} \bar{S}^{\prime}}{v^{*}} \tag{1.26}
\end{equation*}
$$

Notice that the quantities in (1.20)-(1.26) are independent of the heavy traffic scaling parameter $n$, and are expressed solely in terms of the primitive problem parameters.

Now that the optimal control has been translated into unscaled workloads, we use the simple heavy traffic relationship $\mu_{2} H_{2}=Z_{2}$ between workloads and queue lengths to express
the switching curve and threshold level in terms of queue lengths. The only remaining hurdle is that the resulting quantities are continuous, whereas the two-dimensional queue length process resides on a lattice. We naively ignore this difference between our continuous solution and the discrete state space, which essentially amounts to rounding the threshold level up to the next highest integer, and rounding the switching curve out to the next largest lattice points. In addition to being the most natural translation of the continuous solution, it also prevents us from rounding a threshold level down to zero, where infinite setup costs would be incurred.

In the balanced case, the critical value $\widehat{v}$ in (1.21) equals infinity, which corresponds to exhaustive service. The proposed policy is: when $Q_{1}(t)=0$ and $Q_{2}(t) \geq \mu_{2} v^{*}$, then switch from class 1 to class 2; when $Q_{2}(t)=0$ and $Q_{1}(t) \geq \mu_{1} v^{*}$, then switch from class 2 to class 1 . The paraneter $v^{*}$ is the solution to (1.23). This policy is a special case of the double threshold policy introduced by Hofri and Ross, who prove that the optimal policy is of this form in the balanced case when arrivals are Poisson.


Figure 4: The proposed scheduling policy when $c_{1} \mu_{1}>c_{2} \mu_{2}$.
By (1.20), the proposed policy for the imbalanced case has a particularly simple form, and is pictured in Figure 4: when $Q_{1}(t)=0$ and $Q_{2}(t) \geq \mu_{2} v^{*}$, then switch from class 1 to class 2. When $Q_{1}(t) \geq \mu_{1} \widehat{v}$ or $\left(Q_{2}(t)=0\right.$ and $\left.Q_{1}(t) \geq \mu_{1} v^{*}\right)$, then switch from class 2 to class 1. The paraneters $\widehat{v}$ and $v^{*}$ are defined in (1.21) and (1.22), respectively. Hence, the server switches to the high priority class as soon as the queue length of that class grows to the level $\mu_{1} \hat{v}$. By (1.4) and (1.21), this critical level increases with the setup cost $K^{\prime}$ and deereases as the $c \mu$ differential between the two classes gets larger. Although one might have expected a general nonlinear switching eurve, the vertical boundary in Figure 4 is obtained. It is worth noting that the heuristic policy of Duenyas and Van Oyen is also of this general form.

## 2 THE SETUP TIME PROBLEM

### 2.1 Problem Description

The only difference between the setup time problem considered in this section and the setup cost problem is that a random setup time rather than a setup cost is incurred when the server switehes from one class to the other; all relevant notation from the setup cost problen will be
retained. By Coffman, Puhatskii and Reman (1994), the performance of this system in heavy traffic depends upon the setup time distributions only through the mean setup time per eycle, which we denote by $s$. The server has three scheduling options at each point in time: serve a customer from the class that is currently set up, initiate a setup or sit idle. The objective is to find a preemptive-resume, uonanticipating scheduling policy to mininize

$$
\begin{equation*}
\operatorname{linsup}_{T \rightarrow \infty} \frac{1}{T} E\left[\int_{0}^{T} \sum_{i=1}^{2} c_{i} Q_{\imath}(t) d t\right] . \tag{2.1}
\end{equation*}
$$

### 2.2 The Approximating Diffusion Control Problem

Unlike, for example, the server vacation times in Kella and Whitt (1990), the setup times are not rescaled as the heavy traffic limit is approached; that is, we assume that the setup times are $O(1)$. The lack of setup costs has eliminated the incentive to insert unnecessary idleness in heavy traffie; inserted idleness increases the workload, which in turn increases the holding costs. Hence, the proposed form of the optimal policy is simpler than in the setup cost problem: serve class 1 to exhaustion and then set up for class 2. If class 2's normalized unfinished workload $W_{2}(t)=x$ at the setup completion epoch, then serve class 2 untul $W_{1}(t)=u(x)$ and $W_{2}(t)=x-u(x)$, and immediately switch back to class 1 . As in the setup cost problem, the control $\{u(x), x \geq 0\}$ ean generate any arbitrary switching curve in the nomegative orthant.

Since the setup times are $O(1)$, switchovers occur instantaneously in the heavy traffic limit. Hence, the two-dimensional normalized unfinished workload process ( $W_{1}, W_{2}$ ) will move at an asymptotically infinite rate back and forth between $(0, x)$ and $(u(x), x-u(x))$ when the total normalized workload $W=x$, just as in the setup cost problem. We now present a heuristic argument for the characterization of the normalized total unfinished workload process $W$. If setup times are zero and no unnecessary idleness is inserted, recall that the the limiting process is a RBM on the nonnegative orthant with $\operatorname{drift} \sqrt{n}(\rho-1)$ and variance $\sigma^{2}$ given by (1.2). When setup times are positive, we claim that the limiting process is a diffusion process on the nomnegative orthant with variance $\sigma^{2}$ and a state-dependent drift, which we denote $\mu(x)$. Since the system is heavily congested, setups are incurred relatively rarely and the mean and variance of the setup times do not appear in the variance term of the limiting diffusion process.

As explained in Harrison and Nguyen (1990), the drift of the stochastic process underlying a heavy traffic approximation equals the expected growth rate of the normalized workload netflow process, which is the arrival rate of work minus the potential (that is, assuming work is always available) depletion rate of work. With zero setup times, unscaled work arrives at rate $\rho$ and is potentially depleted at rate one. With time sped up by a factor of $n$ and workloads reduced by a factor of $\sqrt{n}$, the expected growth rate of the normalized workload netflow process is $\sqrt{n}(\rho-1)$. When setup times are positive, the potential depletion rate of work is strictly less than one and will equal the fraction of time that the server spends doing useful work; that is, the fraction of time the server actually serves customers, rather than incurring setups. We claim that the drift when the normalized total workload is $x$ equals

$$
\begin{equation*}
\mu(x)=\sqrt{n}(\rho-f(x)) \tag{2.2}
\end{equation*}
$$

where $f(x)$ is the fraction of time that the server spends doing useful work when the normalized unfinished workload $W$ equals $x$. Since eycles occur rapidly in heavy traffic, only averages matter and we can carry out the ealculation of $f(x)$ over one cycle. Let us begin the cycle when all $\sqrt{n} x$ units of unscaled unfinished work $V$ is of class 2. Class 2 work is depleted at rate $1-\rho_{2}$ until $V_{1}(t)=\sqrt{n} u(x)$ and $V_{2}(t)=\sqrt{n}(x-u(x))$, which takes $\sqrt{n} u(x) /\left(1-\rho_{2}\right)$ time
units. Similarly, $\sqrt{n} u(x) /\left(1-\rho_{1}\right)$ time units are required to serve class 1 customers, thereby completing the cycle. Hence, if we assume $\rho=1$ (see Section 1 for the rationale behind this assumption), then the length of the cycle is

$$
\begin{equation*}
\frac{\sqrt{n} u(x)}{\rho_{2}}+\frac{\sqrt{n} u(x)}{\rho_{1}}+s, \tag{2.3}
\end{equation*}
$$

and the fraction of time the server spends doing useful work is

$$
\begin{align*}
f(x) & =\frac{\frac{\sqrt{n} u(x)}{\rho_{2}}+\frac{\sqrt{n} u(x)}{\rho_{1}}}{\frac{\sqrt{n} u(x)}{\rho_{2}}+\frac{\sqrt{n} u(x)}{\rho_{1}}+s} \\
& =\frac{\sqrt{n} u(x)}{\sqrt{n} u(x)+s \rho_{1} \rho_{2}} . \tag{2.4}
\end{align*}
$$

By (2.2),

$$
\begin{align*}
\mu(x) & =\sqrt{n}(\rho-1)+\sqrt{n}(1-f(x)) \\
& =-c+\sqrt{n}(1-f(x)) . \tag{2.5}
\end{align*}
$$

Since

$$
\begin{equation*}
\sqrt{n}(1-f(x))=\frac{\sqrt{n} \rho_{1} \rho_{2} s}{\sqrt{n} u(x)+\rho_{1} \rho_{2} s} \rightarrow \frac{\rho_{1} \rho_{2} s}{u(x)} \quad \text { as } \quad n \rightarrow \infty \tag{2.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mu(x)=\frac{\rho_{1} \rho_{2} s}{u(x)}-c . \tag{2.7}
\end{equation*}
$$

In summary, we approximate the normalized total unfinished workload process $W$ by a $\left(\mu(x), \sigma^{2}\right)$ diffusion. In the special case of exhaustive service (that is, $u(x)=x$ for all $x$ ), Coffman, Puhalskii and Reiman (1994) show that the normalized total unfinished workload process weakly converges to this diffusion process as $\rho \rightarrow 1$. If, in addition, $c=0$ (that is, $\rho=1$ ), this diffusion process is a Bessel process.

As we mentioned earlier, given $W(t)=x$, the two-dimensional process ( $W_{1}, W_{2}$ ) behaves the same with or without setup times; hence the holding cost rate when in state $x$ is given by (1.3). Therefore, the approximating diffusion control problem is to choose $\{u(x), x \geq 0\}$ to mininize

$$
\begin{equation*}
\limsup _{T \rightarrow \infty} \frac{1}{T} E\left[\int_{0}^{T}\left(c_{2} \mu_{2} X(t)+\frac{\Delta u(X(t))}{2}\right) d t\right] \tag{2.8}
\end{equation*}
$$

where $X$ is a $\left(\mu(x), \sigma^{2}\right)$ diffusion process and $u(x) \in[0, x]$ for all $x \geq 0$.
The previous literature on heavy traffic approximations of queueing scheduling problems assumes zero setup times, and the time scale decomposition described in Section 1 leads to a deterministic pathwise optimization for the optimal queue length process a.id a singular control problem for the optimal cumulative idleness process. The presence of setup times destroys this simplifying structure, and (2.8) provides the first example of a scheduling problem for a queneing system that is approximated in heavy traffic by a drift control prohem.

### 2.3 Analysis of the Diffusion Control Problen: The Balanced Case

Problen (2.8) simplifies considerably when each class has the same cu index. Setting $\Delta$ equal to \%ero in (2.8) shows that the problem reduces to choosing $u(x)$ to minimize the mean of
the stationary distribution of the diffusion process $X$. This goal is achieved by minimizing the drift $\mu(x)$ in (2.7), and hence the optimal control is $u(x)=x$ for all $x$; therefore, the proposed scheduling policy for the balanced case is to serve each class to exhaustion, and immediately switch class. The resulting diffusion process is a Bessel process with an additive drift.

The long rum average cost of any stationary policy can be obtained from the stationary distribution (invariant measure) of the diffusion process 'induced' (via the resulting $\mu(x)$ ) by the policy. Fortunately, the subject of stationary distributions of one dimensional diffusions is old and well understood (c.f. Mandl 1968, or Karlin and Taylor 1981). Given a positive recurrent diffusion process on the nonnegative half line with drift $\mu(x)$ and variance $\sigma^{2}$, the stationary density satisfies the ordinary differential equation

$$
\begin{equation*}
\frac{\sigma^{2}}{2} \frac{d^{2} \pi(x)}{d x^{2}}-\frac{d}{d x}(\mu(x) \pi(x))=0, \quad x>0 \tag{2.9}
\end{equation*}
$$

Associated with a reflecting boundary at zero, there is a boundary condition

$$
\begin{equation*}
\frac{\sigma^{2}}{2} \frac{d \pi(x)}{d x}=\mu(x) \pi(x), \quad x-0 \tag{2.10}
\end{equation*}
$$

There is also the normalization condition

$$
\begin{equation*}
\int_{0}^{\infty} \pi(x) d x=1 \tag{2.11}
\end{equation*}
$$

The solution of (2.9)-(2.11) can be obtained using integrating factors. For the Bessel process with an additive drift, where $\mu(x)=\rho_{1} \rho_{2} s / x-c$, it can be shown by a bound involving Brownian motion that this process is positive recurrent when $c>0$. The solution of (2.9)(2.11) for this process is the gamma density

$$
\begin{equation*}
\pi(x)=\frac{\alpha(\alpha x)^{\beta} e^{-\alpha x}}{\Gamma(\beta+1)}, \quad x \geq 0 \tag{2.12}
\end{equation*}
$$

where $\alpha=2 c / \sigma^{2}$ is the scale parameter and $\beta=2 \rho_{1} \rho_{2} s / \sigma^{2}$ is the sliape parameter. (It is straightforward to verify that (2.12) solves (2.9), (2.10), and (2.11). Standard results from the theory of ordinary differential equations yield that (2.9)-(2.11) have a unique solution.) It turns out that the Bessel process reaches the origin only if $\beta<1$; if $\beta \geq 1$ the process will never reach zero. The solution (2.12) is valid for both of these cases.

Under the exhaustive policy, the expected average cost incurred for the original system is $\sqrt{n}\left(c_{2} \mu_{2}+\Delta / 2\right) E[X(\infty)]$, where $X^{\prime}$ is a $\left(\rho_{1} \rho_{2} s / x-c, \sigma^{2}\right)$ diffusion. Since

$$
\begin{equation*}
\sqrt{n} E[X(\infty)]=\frac{\sqrt{n}\left(\frac{2 \rho_{1} \rho_{2} s}{\sigma^{2}}+1\right)}{\frac{2 \sqrt{n}(1-\rho)}{\sigma^{2}}}=\frac{2 \rho_{1} \rho_{2} s+\sigma^{2}}{2(1-\rho)} \tag{2.13}
\end{equation*}
$$

the expected average cost is

$$
\begin{equation*}
\frac{\bar{C}\left(2 \rho_{1} \rho_{2} s+\sigma^{2}\right)}{2(1-\rho)} \tag{2.14}
\end{equation*}
$$

where the cost parameter $\bar{C}$ was defined earlier as $\left(c_{1} \mu_{1}+c_{2} \mu_{2}\right) / 2$.
For the balanced case, we can also introduce setup costs into the sctup time problem without sacrificing tractability. We again let $\kappa=K / n$ denote the normalized setup cost per cycle. As in the balanced case of the setup cost problem, the proposed policy is a double threshold policy
characterized by the normalized threshold level $w$. We now derive the optimal threshold value under the general imbalanced case, although this policy is only proposed for the balanced case. Under the threshold level $w$, the diffusion process with drift $\mu(x)=\rho_{1} \rho_{2} s / x-c$ behaves as before but is not allowed to go below $w$. The stationary density $\pi(x)$ of the truncated process is obtained by solving equations analogous to (2.9), (2.10), and (2.11) with the reflecting barrier at $\mathrm{X}=w$. The solution, which yields the stationary density for the normalized workload $W$, is

$$
\begin{equation*}
\pi(x)=\frac{\alpha(\alpha x)^{\beta} e^{-\alpha x}}{\Gamma(\beta+1, \alpha w)} \quad \text { for } \quad x \geq w \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(\beta, \alpha)=\int_{\alpha}^{\infty} t^{\beta-1} e^{-t} d t \tag{2.16}
\end{equation*}
$$

is the incomplete gamma function. Note that (2.15) reduces to (2.12) when $w=0$.
As in the setup cost problem, setup costs are incurred at the rate $\rho_{1} \rho_{2} \kappa / u(x)$ when $W=x$. Therefore, the expected setup cost per unit time is

$$
\begin{align*}
\rho_{1} \rho_{2} \kappa \int_{w}^{\infty} \frac{\alpha^{\beta+1} x^{\beta-1} e^{-\alpha x}}{\Gamma(\beta+1, \alpha w)} d x & =\rho_{1} \rho_{2} \alpha \kappa \frac{\Gamma(\beta, \alpha w)}{\Gamma(\beta+1, \alpha w)} \\
& =\frac{\rho_{1} \rho_{2} \alpha \kappa}{\beta}\left(1-\frac{(\alpha w)^{\beta} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)}\right) \tag{2.1i}
\end{align*}
$$

where the last equality follows from the identity $\beta \Gamma(\beta, \alpha w)=\Gamma(\beta+1$, $\alpha w)-(\alpha w)^{\beta} e^{-\alpha w}$. The expected holding cost per unit time is $\bar{C} \int_{w}^{\infty} x \pi(x) d x$, where

$$
\begin{align*}
\int_{w}^{\infty} x \pi(x) d x & =\frac{\alpha^{\beta+1}}{\Gamma(\beta+1, \alpha w)} \int_{w}^{\infty} x^{\beta+1} e^{-\alpha x} d x \\
& =\frac{\Gamma(\beta+2, \alpha w)}{\alpha \Gamma(\beta+1, \alpha w)} \\
& =\frac{\beta+1}{\alpha}+\frac{\alpha^{\beta} w^{\beta+1} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)} \tag{2.18}
\end{align*}
$$

Hence, the expected total cost rate is

$$
\begin{equation*}
\frac{\bar{C}}{\alpha}\left(\beta+1+\frac{(\alpha w)^{\beta+1} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)}\right)+\frac{\rho_{1} \rho_{2} \alpha \kappa}{\beta}\left(1-\frac{(\alpha w)^{\beta} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)}\right) . \tag{2.19}
\end{equation*}
$$

If we define the constant $\bar{\kappa}=\rho_{1} \rho_{2} \alpha \kappa / \beta$, then it suffices to minimize

$$
\begin{equation*}
\frac{(\bar{C} w-\bar{k})(\alpha w)^{\beta} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)} \tag{2.20}
\end{equation*}
$$

Using the fact that $\frac{d}{d w} \Gamma(\beta+1, \alpha w)=-\alpha e^{-\alpha w}(\alpha w)^{\beta}$, considerable manipulation leads to the following first order optimality condition for $w^{*}$ :

$$
\begin{equation*}
\frac{(\alpha w)^{\beta} e^{-\alpha w}}{\Gamma(\beta+1, \alpha w)}=\left(1-\frac{\beta}{\alpha w}\right)+\frac{\bar{C}}{\alpha\left(\bar{\kappa}-\bar{C} u^{\prime}\right)} . \tag{2.21}
\end{equation*}
$$

Substituting $u / \sqrt{n}$ for $w, K / n$ for $\kappa$, and $\sqrt{n} \theta$ for $\alpha(\sec (1.24)$ ) into (2.21) gives

$$
\begin{equation*}
\frac{(\theta v)^{\beta} e^{-\theta v}}{\Gamma(\beta+1, \theta v)}=\left(1-\frac{\beta}{\theta v}\right)+\frac{\beta \bar{C}}{\theta\left(\rho_{1} \rho_{2} \theta K-\beta \bar{C} v^{\prime}\right)} . \tag{2.22}
\end{equation*}
$$

Although we have not been able to prove the existence of a unique positive root $v^{*}$ to (2.22), the numerical solution to this equation was well behaved for our test examples.

In summary, for the balanced case with setup times and setup costs, we propose the following scheduling policy for the original problem: when $Q_{1}(t)=0$ and $Q_{2}(t) \geq \mu_{2} v^{*}$, suntch from class 1 to class 2; when $Q_{2}(t)=0$ and $Q_{1}(t) \geq \mu_{1} v^{*}$, then switch from class 2 to class 1 . The threshold $v^{*}$ is found by solving (2.22).

### 2.4 Analysis of the Diffusion Control Problem: The Imbalanced Case

Notice that (2.8) is nonstandard, in the sense that the drift is unbounded at zero and will be unbounded whenever the control $u(x)=0$. Nonethełess, we proceed as if standard arguments apply (see, for example, Mandl 1968), and write the Hamilton-Jacobi-Bellman optimality equation for problem (2.8) as

$$
\begin{equation*}
\min _{u(x) \in[0, x]}\left\{c_{2} \mu_{2} x+\frac{\Delta u(x)}{2}-g+\left(\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right) V^{\prime}(x)+\frac{\sigma^{2}}{2} V^{\prime \prime}(x)\right\}=0 . \tag{2.23}
\end{equation*}
$$

Hence, if we can find a constant $g$, which is referred to as the gain, and a potential (relative value) function $V^{*}(x)$ that solves (2.23), then the control $u^{*}(x)$ that minimizes the expression in brackets in (2.23) is optimal and $g$ is the minimal average cost per unit time (independent of initial state). The resulting potential function $V(x)$ represents the cost incurred under the optimal policy when the initial state is $x$ minus the cost incurred under the optimal policy when the initial state is zero. We assume that $I \in C^{2}$ and, to avoid notational confusion between the potential function and the unscaled workload process, we employ the first derivative of the potential function, which is denoted by $p(x)=V^{\prime \prime}(x)$.

Rewriting (2.23) as

$$
\begin{equation*}
\min _{u(x) \in[0, x]}\left\{\frac{\Delta u(x)}{2}+\frac{\rho_{1} \rho_{2} s p(x)}{u(x)}\right\}+c_{2} \mu_{2} x-g-c p(x)+\frac{\sigma^{2}}{2} p^{\prime}(x)=0, \tag{2.24}
\end{equation*}
$$

we obtain the following first order optimality condition for $u(x)$ :

$$
\begin{equation*}
u(x)=\sqrt{\frac{2 \rho_{1} \rho_{2} s p(x)}{\Delta}} . \tag{2.25}
\end{equation*}
$$

Since greater initial workload implies greater cost, we have $p(x)>0$ and the function in brackets in (2.24) is convex with respect to $u(x)$. Hence, the optimal control is given by

$$
\begin{equation*}
u^{*}(x)=\min \left\{x, \sqrt{\frac{2 \rho_{1} \rho_{2} s p(x)}{\Delta}}\right\} \tag{2.26}
\end{equation*}
$$

It is interesting to compare (2.26) with the corresponding solntion (1.6)-(1.7) in the setup cost problem. The solutions are identical except that the normalized setup cost per cycle $\kappa$ in (1.6) is replaced by the expected setup time per cycle $s$ multiplied by $p(x)$. Hence, the two optimal controls will be qualitatively similar if the potential function $V^{\prime}(x)$ is linear, which will turn out not to be the case. Thus, solutions to the two problems lead to fundamentally different qualitative behavior.

We assume that $2 \rho_{1} \rho_{2} s p(x) / \Delta$ is monotone enough (e.g., $p$ is nondecreasing) and is greater than $x^{2}$ as $x \rightarrow 0$, so that

$$
u^{*}(x)=\left\{\begin{array}{cl}
x & \text { if } \quad x \leq \widehat{w}  \tag{2.27}\\
\sqrt{\frac{2 \rho_{1} \rho_{2} s p(x)}{\Delta}} & \text { if } x \geq \widehat{w}
\end{array}\right.
$$

where the normalized threshold level $\widehat{w}$ is unknown at this point and satisfies the fixed point equation

$$
\begin{equation*}
\widehat{w}=\sqrt{\frac{2 \rho_{1} \rho_{2} s p(\widehat{w})}{\Delta}} . \tag{2.28}
\end{equation*}
$$

If we substitute (2.27) into (2.23), then the optimality rquation reduces to two ordinary differential equations (ODE's) for $p(x)$ :

$$
\begin{equation*}
\frac{\sigma^{2}}{2} p^{\prime}(x)+\left(\frac{\rho_{1} \rho_{2} s}{x}-c\right) p(x)=g-\bar{C} x \quad \text { for } \quad x \in[0, \widehat{w}] \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\sigma^{2}}{2} p^{\prime}(x)-c p(x)+\sqrt{2 \rho_{1} \rho_{2} \Delta s p(x)}=g-c_{2} \mu_{2} x \quad \text { for } \quad x \geq \widehat{\omega} . \tag{2.30}
\end{equation*}
$$

The ODE in (2.29) is linear and possesses an explicit solution (that satisfies the properties assumed above). Unfortunately, the ODE in (2.30) is nonlinear and does not appear to admit an analytical solution. Hence, we resort to approximate analytical methods and numerical methods in the remainder of this section.

It is worth noting the similarity between problem (2.8) and the singular control problem for multidimensional Brownian motion analyzed by Cox and Karatzas (1985). Their control problem gives rise to a Bessel process with a controllable additive drift, which leads to a pair of linear ODE's analogous to (2.29)-(2.30), and hence to an explicit solution. Our problem can be expressed as a multiplicative, rather than additive, control of a Bessel process with drift, which leads to the intractable nonlinear ODE in (2.30).

We conclude this subsection with an asymptotic result. Although (2.30) cannot be solved analytically, first hitting time arguments can be employed to obtain the asymptotic value of $p(. r)$ as $r \rightarrow \infty$. A derivation in the Appendix shows that the derivative of the potential function satisfies

$$
\begin{equation*}
p(x)=\frac{c_{2} \mu_{2} x}{c}+o(x) \quad \text { as } \quad x \rightarrow \infty . \tag{2.31}
\end{equation*}
$$

This asymptotic result allows us to see how the control $u^{*}(x)$ behaves as $x \rightarrow \infty$. Nore specifically, (2.26) and (2.31) imply that

$$
\begin{equation*}
\frac{u^{*}(x)}{\sqrt{x}} \rightarrow \sqrt{\frac{2 c_{2} \mu_{2} \rho_{1} \rho_{2} s}{c \Delta}} \text { as } \quad x \rightarrow \infty . \tag{2.32}
\end{equation*}
$$

This result is in direct contrast to the solution (1.6)-(1.7) of the setup cost problem, which implies that

$$
\begin{equation*}
u^{*}(. r) \rightarrow \sqrt{\frac{2 \rho_{1} \rho_{2} \kappa}{\Delta}} \text { as } x \rightarrow \infty \tag{2.33}
\end{equation*}
$$

Equations (2.32)-(2.33) smmarize the contrasting qualitative behavior between the solutions to the two problems: $u^{*}(x)$ grows as $\sqrt{r}$ in the setup time problem and is a constant for large $r$ in the setup cost problem.

### 2.5 An Approximate Analytical Solution

One of our goals is to find a scheduling policy that performs well and is relatively easy to derive. One possible approach is to derive a policy that is optimal (in heavy traffic) within a certain class of policies. Perhaps the simplest policy to consider is a single threshold policy that possesses a single parameter, w: serve class 1 to exhaustion. and then switch to class 2. Switch from class 2 to class 1 whenever $W_{2}(t)=0$ or $W_{1}(t) \geq w$. The optimal policy for the setup cost problem reduces to the single threshold policy when the parameter $w^{*}$ in (1.13), and hence $v^{*}$, equals zero; see Figure 4. Although it is straightforward to derive the optimal value of the parameter $w$ in heavy traffic, we do not pursue this here, primarily beeause our asymptotic result (2.32) suggests that the policy is not very close to optimal.

Instead, we investigate another simple class of policies, which we refer to as asymptotic policies; these policies can be constructed by patching together the asymptotic result (2.31) with the first part of solution (2.27). In particular, we assume that $u(x)=x$ for $x$ less than or equal to some unknown threshold $\widehat{w}$, and $u(x) / \sqrt{x}$ equals a constant thereafter; hence, we are assuming that the asymptotic result holds not only for very large $x$, but for all $x \geq \hat{w}$. Continuity at $\widehat{w}$ gives

$$
u(x)=\left\{\begin{array}{cll}
x & \text { if } & x \leq \widehat{w}  \tag{2.34}\\
\sqrt{\widehat{w} x} & \text { if } & x \geq \widehat{w} .
\end{array}\right.
$$

This control, and hence the resulting scheduling policy, is characterized by a single parameter. the threshold level $\hat{w}$.

We offer two estimates for $\widehat{w}$ that are of increasing complexity. Both estimates assume that this parameter satisfies the fixed point equation (2.28), and are based on approximating the unknown function $p(x)$ in this equation. The simpler estimate for $\widehat{w}$ employs the asymptotic approximation $p(x)=c_{2} \mu_{2} x / c$ in (2.31), and sets $\widehat{w}$ equal to the solution to the fixed point equation $x=\sqrt{2 c_{2} \mu_{2} \rho_{1} \rho_{2} s x /(c \Delta)}$, which yields $\bar{w}=2 c_{2} \mu_{2} \rho_{1} \rho_{2} s /(c \Delta)$. The corresponding unsealed threshold level is

$$
\begin{equation*}
\widehat{v}=\sqrt{n} \widehat{\omega}=\frac{2 c_{2} \mu_{2} \rho_{1} \rho_{2} s}{\Delta(1-\rho)} . \tag{2.35}
\end{equation*}
$$

As in Section 1, when the unsealed total workload $V$ equals $y$, the control $u^{*}(r)$ requires the server to serve class 2 until the unscaled class 1 workload $I_{1}=\sqrt{n} u^{*}(y / \sqrt{n})$. Substituting $\widehat{v} / \sqrt{n}$ for $\widehat{w}$ in (2.34) gives

$$
\sqrt{n} u^{*}\left(\frac{y}{\sqrt{n}}\right)=\left\{\begin{array}{cll}
y & \text { if } & y \leq \hat{v},  \tag{2.36}\\
\sqrt{\hat{v} y} & \text { if } & y \geq \widehat{v} .
\end{array}\right.
$$

Translating workloads into queue lengths gives the following scheduling policy: serve class 1 to exhaustıon and then switch to class 2; serve class 2 until

$$
\mu_{1}^{-1} Q_{1}(t) \geq \begin{cases}\mu_{1}^{-1} Q_{1}(t)+\mu_{2}^{-1} Q_{2}(t) & \text { if } \mu_{1}^{-1} Q_{1}(t)+\mu_{2}^{-1} Q_{2}(t) \leq \hat{v}  \tag{2.37}\\ \sqrt{\hat{v}\left(\mu_{1}^{-1} Q_{1}(t)+\mu_{2}^{-1} Q_{2}(t)\right)} & \text { if } \mu_{1}^{-1} Q_{1}(t)+\mu_{2}^{-1} Q_{2}(t) \geq \widehat{v}\end{cases}
$$

and then switch back to class 1 . This policy implies that elass 2 is served to exhaustion as long as $\mu_{1}^{-1} Q_{1}(t)+\mu_{2}^{-1} Q_{2}(t) \leq \hat{v}$. When $\hat{v}$ is defined by (2.35), policy (2.37) will be referred to as the crude asymptotıc policy.

A slightly more refined policy can be derived by assumng that $p\left(x^{r}\right)=a x^{x}+b \sqrt{x}+o(\sqrt{x})$ as $x \rightarrow \infty$. Substituting this expression into the nonlinear ODE (2.30) and ignoring all $o(\sqrt{x})$
terms leads to

$$
\begin{equation*}
p(x)=\frac{c_{2} \mu_{2} x}{c}+\sqrt{\frac{2 c_{2} \mu_{2} \rho_{1} \rho_{2} \Delta s x}{c^{3}}}+o(\sqrt{x}) \quad \text { as } \quad x \rightarrow \infty . \tag{2.38}
\end{equation*}
$$

Substituting this expression into the fixed point equation (2.28) yields

$$
\begin{equation*}
\frac{2 c_{2} \mu_{2} \rho_{1} \rho_{2} s}{\Delta c x}+\sqrt{\frac{8 c_{2} \mu_{2} \rho_{1}^{3} \rho_{2}^{3} s^{3}}{\Delta c^{3} x^{3}}}=1 \tag{2.39}
\end{equation*}
$$

If we set $z=\sqrt{c x}$, then (2.39) becomes the cubic equation

$$
\begin{equation*}
\Delta z^{3}-2 c_{2} \mu_{2} \rho_{1} \rho_{2} s z-\left(2 \rho_{1} \rho_{2} s\right)^{3 / 2} \sqrt{c_{2} \mu_{2} \Delta}=0 \tag{2.40}
\end{equation*}
$$

Since $\sqrt{c \widehat{w}}=\sqrt{(1-\rho) \widehat{v}}$, it follows that the optimal unscaled threshold level $\hat{v}$ is $z^{2} /(1-\rho)$. where $z$ solves (2.40). Substituting this quantity into (2.37) yields the refined asymptotic policy.

We could go one step further and analyze the heavy traffic performance of the class of asymptotic policies defined in (2.34), and then find the pptimal threshold level within this class. Although the expected cost under this class of policics can be evaluated explicitly. the expression for the first derivative of the cost with respect to $\hat{w}$ is extremely cumbersome, and a symbolic mathematics program would be required to obtain the optimal $\widehat{w}$. We did not carry out this program because our numerical results (in Section 3) indicate that the refined asymptotic policy performs extremely well.

Another possible approach to deriving an approximate analytical solution is the following. Let $p_{1}(x)$ denote the solution to the linear ODE (2.29), and suppose that we could obtain a solution $p_{2}(x)$ to the nonlinear ODE (2.30). The two solutions are expressed in terms of the unknown gain $g$. By (2.27)-(2.28), these two solutions lead to the following system of two equations and two unknowns, $\widehat{w}$ and $g$ :

$$
\begin{equation*}
p_{1}(\widehat{w})=\frac{\Delta \widehat{w}^{2}}{2 \rho_{1} \rho_{2} s} \quad \text { and } \quad p_{2}(\widehat{w})=\frac{\Delta \widehat{w}^{2}}{2 \rho_{1} \rho_{2} s} . \tag{2.41}
\end{equation*}
$$

Hence, we could derive an approximate solution to the diffusion control problem by finding an approximate solution to the nonlinear $\operatorname{ODE}$ (2.30), and solving (2.41) with the approximate ODE solution used in place of the unknown function $p_{2}(x)$. We attempted to use perturbation methods to obtain an approximate solution to (2.30), and also tried to derive a series solution, but neither approach yielded a sufficiently accurate solution to the nonlinear ODE.

### 2.6 An Algorithmic Solution

Since problem (2.8) cannot be solved analytically, we pursue a numerical solution. In particular, the Markov chain approximution technique developed by Kushner (1977) will be employed. This method systematically discretizes both time and the state space, and approximates a diffusion control problem by a control problem for a finite state Markov chain. Weak convergence methods have been developed by Kushner and lis colleagues to verify that the controlled Markov chain (and its corresponding optimal cost) approximates arbitrarily closely the controlled diffusion process (and its corresponding optimal cost); we refer readers to Kushner and Dupuis (1992) for an up-to-date account of this research area, and will retain most of their notation for ease of reference.

Let $h$ denote the finite difference interval, which dictates how finely both the state space and time are discretized. One can consider a sequence of controlled Markov chains indexed by
the interval $h$, and as the value of $h$ becomes smaller the resulting discrete time, finite state Markov chain described below becomes a better approximation of the controlled diffusion process. To numerically solve (2.8), we need to confine the one-dimensional diffusion process $X$ to a bounded region. Since $X$ resides on the nonnegative halfline, the state space of the controlled Markov chain will be $\{0, h, 2 h, \ldots, N-h, N\}$, where $N$ is an integer multiple of $h$. The approximating Markov chain has nonzero transition probabilities

$$
\begin{equation*}
P^{h}(x, x+h)=\frac{\sigma^{2}+2 h\left(\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right)^{+}}{2 \sigma^{2}+2 h \left\lvert\, \frac{\frac{\mid \rho_{1} \rho_{2} s}{u(x)}}{u(x)}-c\right.} \tag{2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
P^{h}(x, x-h)=\frac{\sigma^{2}+2 h\left(\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right)^{-}}{2 \sigma^{2}+2 h\left|\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right|} \tag{2.43}
\end{equation*}
$$

on the interior of the state space, and the time intervals, or interpolation intervals, are of length

$$
\begin{equation*}
\Delta t^{h}=\frac{h^{2}}{\sigma^{2}+h\left|\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right|} \tag{2.44}
\end{equation*}
$$

Two issues need to be addressed to obtain our approximating controlled Markov chain: (i) for an ergodic cost problem, the interpolation interval $\Delta t^{h}$ needs to be independent of the state $x$ and control $u(x)$ (see Kushner and Dupuis, page 209), and (ii) the behavior of the Markov chain at the bonndary states $x=0$ and $x=N$. To deal with the first issue, we define

$$
\begin{equation*}
\dot{Q}^{h}=\max _{x, u(x)} \sigma^{2}+h\left|\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right| . \tag{2.45}
\end{equation*}
$$

Since the smallest nonzero value of $u(x)$ is $h$, we let

$$
\begin{equation*}
Q^{h}=\sigma^{2}+\left|\rho_{1} \rho_{2} s-c h\right| \tag{2.46}
\end{equation*}
$$

and define the new nonzero interior transition probabilities

$$
\begin{align*}
& \bar{P}^{h}(x, x+h)=\frac{\sigma^{2}+2 h\left(\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right)^{+}}{2 Q^{h}},  \tag{2.47}\\
& \bar{P}^{h}(x, x-h)=\frac{\sigma^{2}+2 h\left(\frac{\rho_{1} \rho_{2} s}{u(x)}-c\right)^{-}}{2 Q^{h}}, \tag{2.48}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{P}^{h}(x, x)=1-\frac{\left(\left.\sigma^{2}+h \frac{\rho_{1} \rho_{2} s}{u(x)}-c \right\rvert\,\right)}{Q^{h}} \tag{2.49}
\end{equation*}
$$

and the new interpolation interval

$$
\begin{equation*}
\Delta t^{h}=\frac{h^{2}}{Q^{h}} . \tag{2.50}
\end{equation*}
$$

Now we consider the boundary states. A reflecting boundary is employed at the origin. However, the Markov chain approximation method assumes that $\Delta t^{h}=0$ for a reflecting boundary state. Hence, since the interpolation interval $\Delta t^{h}$ takes on a value different than
(2.50) at the origin, this boundary state must be eliminated. We define the transition probability (see page 212 of Kiushner and Dupuis)

$$
\begin{equation*}
\tilde{P}^{h}(h, h)=1-\bar{P}^{h}(h, 2 h) . \tag{2.51}
\end{equation*}
$$

We also impose a reflecting boundary at state $N$, and define the transition probability

$$
\begin{equation*}
\tilde{P}^{h}(N-h, N-h)=1-\bar{P}(N-h, N-2 h) . \tag{2.52}
\end{equation*}
$$

Although the reflecting barrier at $N$ is artificial in the sense that $P(N, N+h)$ would be positive if the boundary was chosen to be larger than $N$, the effect of this approximation should be negligible if the boundary state $N$ is sufficiently large, and consequently visited sufficiently infrequently. In summary, our approximating Markov chain has state space $\{h, 2 h, \ldots, N-2 h, N-h\}$, interpolation interval defined by (2.50), and nonzero transition probabilities $\tilde{P}^{h}(x, y)$ defined by (2.51)-(2.52) and

$$
\begin{equation*}
\tilde{P}^{h}(x, y)=\bar{P}^{h}(x, y) \quad \text { otherwise } . \tag{2.53}
\end{equation*}
$$

The dynamic programming optimality equation for the controlled Markov chain is given by (see equation 5.3 on page 204 of Kushner and Dupuis)

$$
\begin{equation*}
V(x)=\sum_{y} \tilde{P}^{h}(x, y) V(y)+\left(c_{2} \mu_{2} x+\frac{\Delta u(x)}{2}-g\right) \Delta t^{h} \quad \text { for } \quad x=h, 2 h, \ldots, N-h . \tag{2.54}
\end{equation*}
$$

We are now in a position to describe the policy improvement algorithm that solves the Markov chain control problem. First, an initial policy is chosen, and the natural initial policy is the exhaustive policy $u(x)=x$ for $x=h, \ldots, N-h$. In the policy improvement step, we solve

$$
\begin{equation*}
\min _{u(x) \in[0, x]}\left[\sum_{y} \tilde{P}^{h}(x, y) V(y)+\left(c_{2} \mu_{2} x+\frac{\Delta u(x)}{2}\right) \Delta t^{h}\right] . \tag{2.55}
\end{equation*}
$$

If the drift $\rho_{1} \rho_{2} s / u^{*}(x)-c$ is positive then

$$
\begin{equation*}
u^{*}(x)=\min \left\{x, \sqrt{\frac{2 \rho_{1} \rho_{2} s\left[V(x+h)-V^{\prime}(x)\right]}{\Delta h}}\right\}, \tag{2.56}
\end{equation*}
$$

and if the drift is negative then

$$
\begin{equation*}
u^{*}(x)=\min \left\{x, \sqrt{\frac{2 \rho_{1} \rho_{2} s[V(x)-V(x-h)]}{\Delta h}}\right\} . \tag{2.57}
\end{equation*}
$$

Notice that (2.56)-(2.57) converges to (2.26) as $h \rightarrow 0$, as expected. The policy improvement algorithm terminates when the new and old controls coincide.

The mapping from a numerical control $u^{*}(x)$ to a scheduling policy is less straightforward than when an analytical control is obtained. Since we are solving (2.8) numerically, there is no way to develop a proposed scheduling policy that is independent of the heavy traffic scaling parameter $n$. The drift equals $\rho_{1} \rho_{2} s / u(x)-\sqrt{n}(1-\rho)$, and a value of $n$ must be chosen in order to compute a mumerical solution to the Markov chain control problem. In our numerical tests, we choose the integer $n$ that makes $c$ as close to one as possible. The numerical solution $u^{*}(x)$ to the Markov chain control problem is defined on the points $\{h, \ldots, N-h\}$, and an interpolation method must be employed to define a solution $u^{*}(x)$ on the interval $\left[0, N^{*}\right]$. We use a linear interpolation to obtain this continuous solution. Equation (1.20) is then used to map the continuous solution $u^{*}(r)$ into a policy for the unscaled workload $1^{\circ}$. Finally, we use $\mu_{2} V_{2}=Q_{2}$ to obtain a solution in terms of the origimal quene length process $\left(Q_{1}, Q_{2}\right)$.

## 3 COMPUTATIONAL STUDY

A numerical experiment is undertaken in this section to investigate the effectiveness of our proposed policies. Three problems are considered: the setup cost problem addressed in Section 1, the balanced system with setup eosts and setup times analyzed in Section 2.3, and the imbalanced setup time problem. For each problem, we compare the performance of the optimal policy, a straw poliey, and one or more proposed policies. The straw poliey for the first two problems is the patient exhaustive policy: switch out of a class whenever it is exhausted and at least one customer of the other class is present. The straw policy for the imbalanced setup time problem is the exhaustive policy: serve each class to exhaustion and then switch class. These straw policies are studied because they are simple to implement in practice and are commonly found in the literature. The value iteration algorithm is used to derive optimal policies and to evaluate the cost of the proposed and straw policies. We report the suboptimality of the proposed and straw policies, where a

$$
\begin{equation*}
\text { policy's suboptimality }=\frac{\text { policy's cost }- \text { optimal cost }}{\text { optimal cost }} \times 100 \% \text {. } \tag{3.1}
\end{equation*}
$$

The experiment consists of 120 test eases, including 48 eases of the setup cost problem, 45 eases of the symmetric system with setup costs and times, and 27 eases of the imbalanced setup time problem. To simplify the computational effort required to obtain the optimal poliey, we assume that all interarrival times, service times and setup times are exponential. For each test ease, we set the service rates $\mu_{1}=\mu_{2}=1$ and the arrival rates $\lambda_{1}=\lambda_{2}=\rho / 2$, and let the holding cost $c_{2}=1$. Hence, each test case is characterized by the holding cost $c_{1}$ of the high priority class, the setup cost per cycle $K^{\prime}$ and/or the expected setup time per cycle $s$, and the traffic intensity $\rho$. This experimental design allows us to isolate the impact of three key parameters: the difference in $c \mu$ values between classes, the setup and the traffie intensity.

### 3.1 The Setup Cost Results

The 48 test eases are generated by considering all combinations of the parameter values in Table I. Hence, 12 cases are balanced, that is, $c_{1} \mu_{1}=c_{2} \mu_{2}$, and 36 eases are imbalanced. Although our proposed policy, which is described in Subsection 1.8, was derived under heavy traffic conditions, the policy is tested with traffic intensities as low as 0.5 , and with setup costs as small as one-tenth of the holding cost $c_{1}$.

|  | Holding Cost <br>  <br>  <br> $c_{1}$ | Setup Cost <br> $K$ | Traffic Intensity |
| :--- | :---: | :---: | :---: |
| $\rho$ |  |  |  |

Table I: The 48 test rases for the setup cost problem.

Additional notation is required to write down the dynamic programming optimality equations from which the optimal policy is derived; we occasionally reuse earlier notation that will not be needed again, which should cause no confusion. Let $x_{k}$ denote the number of customers of class $k$ in the system, $i$ be the class that is currently set up, and $i^{c}$ be the other class. Let $x=\left(x_{1}, x_{2}\right), \bar{\mu}=\max \left(\mu_{1}, \mu_{2}\right), \Lambda=\lambda_{1}+\lambda_{2}+\bar{\mu}, e_{1}=(1,0), e_{2}=(0,1)$, and $V(x, i)$ denote the optimal value function. Then the optimality equations are

$$
\begin{align*}
V(x, i)= & \frac{1}{\Lambda}\left[\sum_{k=1}^{2} c_{k} x_{k}+\sum_{k=1}^{2} \lambda_{k} V\left(x+e_{k}, i\right)+\min \left\{\mu_{\imath} V\left(\left[x-e_{i}\right]^{+}+i\right)+\left(\bar{\mu}-\mu_{2}\right) V(x, i)\right.\right. \\
& \left.\left.\bar{\mu} V(x, i), \frac{\kappa^{-}}{2}+\mu_{i} c V\left(\left[x-e_{i c}\right]^{+}+i^{c}\right)+\left(\bar{\mu}-\mu_{i c}\right) V\left(x, i^{c}\right)\right\}\right] \tag{3.2}
\end{align*}
$$

The three terms inside the minimum argument represent the three respective options of serving the class that is currently set up, idling, and switching and immediately serving the other class. The state space was truncated in the value iteration algorithm, and larger and larger state spaces were tested until the results were insensitive to increasing the state space. State spaces up to 90 by 90 and up to 4000 value iterations were reguired to achieve three digit accuracy of the suboptimalities.

| $\begin{array}{c}\text { Holding } \\ \text { Cost }\end{array}$ | $\begin{array}{c}\text { Setup } \\ \text { Cost }\end{array}$ | $\begin{array}{c}\text { Traffic } \\ \text { Intensity }\end{array}$ | $\begin{array}{c}\text { Suboptimality } \\ \text { of } \\ c_{1}\end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| Proposed Policy |  |  |  |  |\(\left.~ \begin{array}{c}Suboptimality <br>

of <br>

Straw Policy\end{array}\right]\)|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0.5 | $0.0 \%$ | $0.0 \%$ |
| 1 | 2 | 0.7 | $0.0 \%$ | $0.0 \%$ |
| 1 | 2 | 0.9 | $0.4 \%$ | $0.4 \%$ |
| 1 | 10 | 0.5 | $10.8 \%$ | $0.0 \%$ |
| 1 | 10 | 0.7 | $0.0 \%$ | $0.0 \%$ |
| 1 | 10 | 0.9 | $0.4 \%$ | $0.4 \%$ |
| 1 | 20 | 0.5 | $12.4 \%$ | $5.9 \%$ |
| 1 | 20 | 0.7 | $0.0 \%$ | $1.6 \%$ |
| 1 | 20 | 0.9 | $0.3 \%$ | $0.3 \%$ |
| 1 | 200 | 0.5 | $5.0 \%$ | $128.2 \%$ |
| 1 | 200 | 0.7 | $1.1 \%$ | $90.3 \%$ |
| 1 | 200 | 0.9 | $0.0 \%$ | $21.9 \%$ |

Table II: Results for the setup cost problem: balanced cases.
Tables II and III provide the suboptimalities of the proposed policy and the patient exhanstive policy for the 12 balanced cases and the 36 imbalanced cases, respectively. These results are summarized in Tables IV and $V$ to isolate the effects of the three key parameters. Each entry in Tables IV and V represents the average suboptimality of the 12 test cases ( 16 cases for the traffic intensity) that have a particular parameter equal to a particular value.

| Holding Cost $c_{1}$ | Setup Cost K | Traffic Intensity $\qquad$ - | Suboptimality of <br> Proposed Policy | Suboptimality of Straw Policy |
| :---: | :---: | :---: | :---: | :---: |
| 1.5 | 2 | 0.5 | 0.6\% | 2.8\% |
| 1.5 | 2 | 0.7 | 0.2\% | 7.4\% |
| 1.5 | 2 | 0.9 | 0.7\% | 17.2\% |
| 1.5 | 10 | 0.5 | 1.4\% | 0.4\% |
| 1.5 | 10 | 0.7 | 0.1\% | 2.6\% |
| 1.5 | 10 | 0.9 | 0.3\% | 12.1\% |
| 1.5 | 20 | 0.5 | 3.1\% | 3.4\% |
| 1.5 | 20 | 0.7 | 0.6\% | 1.6\% |
| 1.5 | 20 | 0.9 | 0.4\% | 9.3\% |
| 1.5 | 200 | 0.5 | 13.1\% | 110.4\% |
| 1.5 | 200 | 0.7 | 3.0\% | 75.4\% |
| 1.5 | 200 | 0.9 | 0.7\% | 18.2\% |
| 5 | 2 | 0.5 | 0.0\% | 24.0\% |
| 5 | 2 | 0.7 | 0.0\% | 50.4\% |
| 5 | 2 | 0.9 | 0.3\% | 115.4\% |
| 5 | 10 | 0.5 | 0.0\% | 11.7\% |
| 5 | 10 | 0.7 | 0.0\% | $33.5 \%$ |
| 5 | 10 | 0.9 | 4.7\% | 98.6\% |
| 5 | 20 | 0.5 | 4.6\% | 7.8\% |
| 5 | 20 | 0.7 | 0.4\% | 21.8\% |
| 5 | 20 | 0.9 | 1.0\% | 82.1\% |
| 5 | 200 | 0.5 | 27.8\% | 70.4\% |
| 5 | 200 | 0.7 | 14.3\% | 42.5\% |
| 5 | 200 | 0.9 | 1.5\% | 34.0\% |
| 10 | 2 | 0.5 | 0.0\% | 34.2\% |
| 10 | 2 | 0.7 | 0.0\% | 74.3\% |
| 10 | 2 | 0.9 | 0.2\% | 197.1\% |
| 10 | 10 | 0.5 | 0.0\% | 24.2\% |
| 10 | 10 | 0.7 | 0.0\% | 59.5\% |
| 10 | 10 | 0.9 | 0.2\% | 178.7\% |
| 10 | 20 | 0.5 | 1.5\% | 17.3\% |
| 10 | 20 | 0.7 | 0.1\% | 45.9\% |
| 10 | 20 | 0.9 | 0.2\% | 158.2\% |
| 10 | 200 | 0.5 | 30.7\% | 51.2\% |
| 10 | 200 | 0.7 | 11.9\% | 33.8\% |
| 10 | 200 | 0.9 | 1.6\% | 63.6\% |

Table III: Results for the setup cost problem: imbalanced cases.

|  | Holding Cost <br>  $c_{1}$ Setup Cost <br> $h$   | Traffic Intensity <br> $\rho$ |  |
| :--- | :---: | :---: | :---: |
| Balanced | $2.5 \%$ | - | - |
| Low | $2.0 \%$ | $0.1 \%$ | $6.9 \%$ |
| Medium | $4.5 \%$ | $1.4 \%$ | $2.0 \%$ |
| High | $3.8 \%$ | $2.1 \%$ | $0.7 \%$ |
| Very High | - | $9.2 \%$ | - |

Overall Average Suboptimality $=3.2 \%$

Table IV: Average suboptimality of the proposed policy: setup cost problem.

|  | Holding Cost $c_{1}$ | Setup Cost K | Triffic Intensity $\rho$ |
| :---: | :---: | :---: | :---: |
| Balanced | 1.2\% | - | - |
| Low | 21.7\% | 43.6\% | 30.8\% |
| Medium | 49.3\% | 35.1\% | 33.8\% |
| High | 78.1\% | 29.6\% | 63.0\% |
| Very High | - | 61.7\% | - |

Overall Average Suboptimality $=42.5 \%$

Table V: Average suboptimalitity of the straw policy: setup cost problem.
The proposed policy performs remarkably well: although its overall average suboptimality is $3.2 \%$, its suboptimality is less than $1 \%$ for 31 of the 48 test cases, and is less than $3.1 \%$ for 38 of the 48 test cases. Under these 38 cases, comparison of the optimal switching curves (not displayed here) with the proposed switching curves shows that the two curves differ on at most several states in the state space. In particular, the vertical boundary in Figure 4 is very close to optimal in the imbalanced case.

Recall that many of the 48 test cases grossly violate the heavy traffic conditions stated in Subsection 1.2, which requires heavy loading and much larger setup costs than holding costs. Perhaps the case that comes closest to satisfying these conditions is $c_{1}=1, K=200$ and $\rho=0.9$, where the proposed policy is optimal. As in previous heavy traffic work (see, for example, Chevalier and Wein 1993), the performance of the proposed policy is relatively insensitive (within a certain range) to the heavy traffic assumptions underlying the analysis: for the 12 balanced cases, the suboptimality of the proposed policy deteriorates to $5-12 \%$ when $\rho$ drops to 0.5 , and the policy performs well in all other cases. For the 36 imbalanced cases. the suboptimality increases to as high as $30 \%$ when the setup cost is very large, the traffic intensity is low, and the holding cost is high. In fact, most of the suboptimality in the 48 cases occurs when $K=200$ : the average suboptimality for the 36 cases in which $K^{\circ}<200$ is $0.8 \%$. In simmary, the proposed poliey performs very well over a broad range of parameter values, and then deteriorates outside of this range.

We should also point out that the derived values of $\left\lceil v^{*}\right\rceil$ and $\left\lceil v_{\text {app }}\right\rceil$ from (1.23) and (1.25) are identical in 10 of the 12 balanced cases (they differ by one in the other two cases), where $\lceil x\rceil$ is the smallest integer greater than or equal to $x$. The quantity $\left\lceil v^{*}\right\rceil$ ranges from one to three, and differs from the optimal threshold level by two in one case where $K=200$, and by at most one in the other 11 balanced cases. For the 36 imbalanced cases, $\left\lceil v^{*}\right\rceil$ in (1.22) ranges from one to four, and $\lceil\widehat{v}\rceil$ in (1.21) averages $8 / 3$ and varies from one to 13.

The patient exhaustive policy, with an average suboptimality of $42.5 \%$, is clearly outperformed by the proposed policy. Not surprisingly, its performance degrades significantly as the holding cost $c_{1}$ and the traffic intensity $\rho$ increase. Its suboptimality appears to be convex in the setup cost $K^{\prime}$. As $K$ initially increases, holding costs play less of a role, and its suboptimality decreases; however, for very large $K$, the optimal policy idles much more than the patient exhaustive policy, particularly when the traffic intensity is low.

### 3.2 Results for the Balanced System with Setup Costs and Setup Times

Table VI describes the 45 test cases for the balanced (that is, $c_{1}=1$ ) system with setup costs and setup times. The proposed policy for these test cases is defined at the end of Subsection 2.3; this policy and the patient exhaustive policy, which is the straw policy for these test cases, coincide when $v^{*}$ in (2.22) satisfies $\left\lceil v^{*}\right\rceil=1$. The dynamic programming optimality equations for this problem are

$$
\begin{align*}
V(x, i)= & \frac{1}{\Lambda}\left[\sum_{k=1}^{2} c_{k} x_{k}+\sum_{k=1}^{2} \lambda_{k} V\left(x+e_{k}, i\right)+\min \left\{\mu_{i} V\left(x-e_{i}, i\right)+\left(\bar{\mu}_{s}-\mu_{2}\right) V(x, i),\right.\right. \\
& \left.\left.\bar{\mu}_{s} V(x, i), \frac{K^{-}}{2}+s^{-1} V\left(x, i^{c}\right)+\left(\bar{\mu}_{s}-s^{-1}\right) V(x, i)\right\}\right] \tag{3.3}
\end{align*}
$$

where $\bar{\mu}_{s}$ is defined as $\max \left(s^{-1}, \mu_{1}, \mu_{2}\right)$ and $\Lambda=\lambda_{1}+\lambda_{2}+\bar{\mu}_{s}$.

|  | Setup Cost | Setup Time | Traffic Intensity |
| :--- | :---: | :---: | :---: |
|  | $h$ | $s$ | $\rho$ |
|  |  |  |  |
| Zero | 0 | - | - |
| Low | 2 | 2 | 0.5 |
| Medium | 10 | 10 | 0.7 |
| High | 20 | 20 | 0.9 |
| Very High | 200 | - | - |

Table VI: The 45 test cases for the balanced system.
The proposed policy and the patient exhaustive policy coincide for all but one of the 45 test cases. Moreover, these policies are optimal for 36 of the test cases. Table VII displays the suboptimality of both policies for the remaining nine cases. As in the setup cost problem, the policics degrade when the setup cost is very large and the traffic intensity is low. Over the 45 test cases, the average suboptimality of the proposed policy is $3.4 \%$, and the average suboptimality of the patient exhaustive policy is $4.9 \%$.

| Setup <br> Cost | Setup <br> Time | Traffic <br> Intensity <br> $\rho$ | $s$ | Suboptimality <br> of |
| :---: | :---: | :---: | :---: | :---: |
| 20 | 2 | 0.5 | Suboptimality <br> Proposed Policy |  |
| of |  |  |  |  |

Table VII: Results for the balanced system.

### 3.3 The Imbalanced Setup Time Results

Table VIII enumerates the 27 test cases for the imbalanced (that is, $c_{1}>1$ ) problem with setup times. Recall that we derived three scheduling policies for this problem: the crude asymptotic policy defined in (2.35) and (2.37), the refined asymptotic policy defined in (2.37) and (2.40), and the policy constructed from the algorithmic solution described in Section 2.6. We only provide detailed results of the refined asymptotic policy, and briefly summarize the results of the other two policies. The detailed results for the refined asymptotic policy and the exhaustive policy, which is the straw policy for these test cases, are given in Table IX, and summarized in Tables X and XI.

|  | Holding Cost <br> $c_{1}$ | Setup Time <br> $s$ | Traffic Intensity <br> $\rho$ |
| :--- | :---: | :---: | :---: |
| Low | 1.5 | 2 |  |
| Medium | 5 | 10 | 0.5 |
| High | 10 | 20 | 0.7 |
|  |  |  | 0.9 |

Table VIII: The 27 test cases for the imbalanced system with setup times.
The refined asymptotic policy performs very impressively on these test cases. The suboptimality is never above $5 \%$ and the average suboptimality over the 27 test cases is $1.5 \%$. The average suboptimality for the crude asymptotic policy is $11.8 \%$, and hence the $\sqrt{x}$ term added to $p(x)$ in (2.38) considerably improves the asymptotic policy. The policy based on the Markor clain approximation algorithm in Section 2.6 (with heavy traffic parameter $n=100$ and finite difference interval $h=0.1$ ) also performs very well; it is very close to optinal when the traffic intensity is high, and its average suboptimality is $2.3 \%$. In contrast, the suboptimatity for the exhaustive policy averages $8.7 \%$; not sumprisingly, the policy's performance degrades when the lookling cost $c_{1}$ is large and the setup times are small.

| Holding <br> Cost <br> $c_{1}$ | Setup <br> Tine <br> $s$ | Traffic <br> Intensity <br> $\rho$ | Suboptimality <br> of | Suboptimality <br> of |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 1.5 | 2 | 0.5 | $1.9 \%$ | $0.1 \%$ |
| 1.5 | 2 | 0.7 | $0.3 \%$ | $0.2 \%$ |
| 1.5 | 2 | 0.9 | $0.0 \%$ | $0.3 \%$ |
| 1.5 | 10 | 0.5 | $2.1 \%$ | $0.9 \%$ |
| 1.5 | 10 | 0.7 | $0.2 \%$ | $0.1 \%$ |
| 1.5 | 10 | 0.3 | $0.0 \%$ | $0.1 \%$ |
| 1.5 | 20 | 0.5 | $1.2 \%$ | $0.4 \%$ |
| 1.5 | 20 | 0.7 | $0.1 \%$ | $0.0 \%$ |
| 1.5 | 20 | 0.9 | $0.0 \%$ | $0.6 \%$ |
| 5 | 2 | 0.5 | $1.4 \%$ | $8.9 \%$ |
| 5 | 2 | 0.7 | $0.2 \%$ | $14.4 \%$ |
| 5 | 2 | 0.9 | $1.6 \%$ | $19.4 \%$ |
| 5 | 10 | 0.5 | $4.9 \%$ | $5.6 \%$ |
| 5 | 10 | 0.7 | $0.5 \%$ | $3.5 \%$ |
| 5 | 10 | 0.9 | $0.2 \%$ | $3.9 \%$ |
| 5 | 20 | 0.5 | $5.0 \%$ | $4.1 \%$ |
| 5 | 20 | 0.7 | $0.5 \%$ | $2.0 \%$ |
| 5 | 20 | 0.9 | $0.1 \%$ | $4.4 \%$ |
| 10 | 2 | 0.5 | $1.4 \%$ | $21.5 \%$ |
| 10 | 2 | 0.7 | $1.8 \%$ | $29.9 \%$ |
| 10 | 2 | 0.9 | $4.5 \%$ | $40.3 \%$ |
| 10 | 10 | 0.5 | $4.7 \%$ | $12.3 \%$ |
| 10 | 10 | 0.7 | $0.8 \%$ | $9.8 \%$ |
| 10 | 10 | 0.9 | $0.7 \%$ | $12.2 \%$ |
| 10 | 20 | 0.5 | $4.8 \%$ | $9.7 \%$ |
| 10 | 20 | 0.7 | $0.4 \%$ | $6.3 \%$ |
| 10 | 20 | 0.9 | $0.6 \%$ | $22.9 \%$ |
|  |  |  |  |  |

Table IX: Results for the imbalanced setup time problem.

|  | Holding Cost <br> $c_{1}$ | Setup Time <br> $s$ | Traffic Intensity <br> $\rho$ |
| :--- | :---: | :---: | :---: |
|  |  | sow | $0.6 \%$ |
| $1.5 \%$ | $3.1 \%$ |  |  |
| Ledium | $1.6 \%$ | $1.6 \%$ | $0.5 \%$ |
| High | $2.2 \%$ | $1.4 \%$ | $0.9 \%$ |

Overall Average Suboptimality $=1.5 \%$

Table X: Average suboptimalitity of the proposed policy: setup time problem.

|  | Holding Cost <br> $c_{1}$ | Setup Time <br> $s$ | Traffic Intensity <br> $\rho$ |
| :--- | :---: | :---: | :---: |
| Low | $0.3 \%$ | $15.0 \%$ | $7.0 \%$ |
| Medium | $7.4 \%$ | $5.4 \%$ | $7.4 \%$ |
| High | $18.3 \%$ | $5.6 \%$ | $11.6 \%$ |

Overall Average Suboptimality $=8.7 \%$

Table XI: Average suboptimalitity of the straw policy: setup time problem.

## 4 CONCLUDING REMARKS

Using heavy traffic approximations, we analyze a dynamic scheduling problem for a twoclass queue with either setup costs or setup times. As in previous heavy traffic scheduling studies, these approximations yield control problems that are more amenable to analysis than the original queueing control problems. Our analysis yields a simple two-parameter policy for the setup cost problem, where one parameter is found in closed form and the other is a solution to a specified equation. Although the diffusion control problem that approximates the setup time problem in heavy traffic is not explicitly solvable, a scheduling policy is constructed from an asymptotic result. We derive some fundamental insights into the nature of the optimal policies for these two analytically intractable problems, and computational results indicate that our proposed policies are close to optimal over a broad range of parameter values, including some cases where the heavy traffic conditions are severely violated. An interesting implication of our analysis is that setup cost and setup time problems lead to fundamentally different qualitative solutions. Setup times eat into eapacity in a monlinear fashion, and hence setup costs eannot be used as a surrogate for setup times, as is sometimes done in detcrministic seheduling problems with seture (see, for example, the survey paper by Elmaghraby 1978).

Research is ongoing in two areas. A systemr with two classes is of limited practical interest. and we are currently analyzing the general multiclass problem. Also, a companion paper is in preparation on the make-to-stock version of the problem; here, the queueing system produces units in anticipation of customer arrivals, and completed units enter a finished goods inventory, which in turn services actual customer demand. This problem is a stochastic version of the classic Economic Lot Scheduling Problem (see Elmaghraby). The make-to-stock problem is more difficult to amalyze than the polling problem because of the nonlinear cost structure and the lack of a natural boundary at the origin.
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## APPENDIX

The goal in this appendix is to show that

$$
\lim _{x \rightarrow \infty} x^{-1} p(x)=\frac{c_{2} \mu_{2}}{c}
$$

which is equivalent to (2.31). Since

$$
\begin{equation*}
p(x)=\lim _{\delta \rightarrow 0} \delta^{-1}\left[V(x+\delta)-V^{\top}(x)\right], \tag{A.1}
\end{equation*}
$$

we want to show that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \lim _{\delta \rightarrow 0} \frac{V(x+\delta)-V(x)}{x \delta}=\frac{c_{2} \mu_{2}}{c} . \tag{A.2}
\end{equation*}
$$

Thus we consider the quantity $V(x+\delta)-V(x)$. We can write

$$
\begin{equation*}
V^{\prime}(x+\delta)-\boldsymbol{V}(x)=E_{x+\delta}\left[\int_{0}^{T_{x}}\left(c_{2} \mu_{2} \mathrm{X}(t)+\frac{\Delta u^{*}\left(\mathrm{X}^{\prime}(t)\right)}{2}-g\right) d t\right] \tag{A.3}
\end{equation*}
$$

where $T_{x}$ is the first hitting time of $x$ for the $\left(\rho_{1} \rho_{2} s / u^{*}(x)-c, \sigma^{2}\right)$ diffusion process $X$, and the expectation is with respect to the initial state $x+\delta$. Combining (A.1) and (A.3) yields

$$
\begin{equation*}
p(x)=\lim _{\delta \rightarrow 0} \frac{1}{\delta} E_{x+\delta}\left[\int_{0}^{T_{x}}\left(c_{2} \mu_{2} \Gamma(t)+\frac{\Delta u^{*}(X(t))}{2}-g\right) d t\right] . \tag{A.4}
\end{equation*}
$$

To obtain the desired result, we need to first show that

$$
\begin{equation*}
\frac{u^{*}(x)}{x} \rightarrow 0 \quad \text { as } \quad x \rightarrow \infty \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{*}(x) \rightarrow \infty \quad \text { as } \quad x \rightarrow \infty . \tag{A.6}
\end{equation*}
$$

These two asymptotic results will be derived in turn. Throughout this appendix we make the intuitively reasonable assumption that $u(x)$ is nondecreasing in $x$.

We prove (A.5) by contradiction, and hence initially assume that $\varlimsup_{x \rightarrow \infty} x^{-1} u^{*}(x)>0$. Since $u^{*}(x) \in[0, x]$ for all $x \geq 0$. it follows that

$$
\begin{equation*}
p(x) \leq \varlimsup_{\delta \rightarrow 0}\left\{\frac{\left(c_{2} \mu_{2}+\frac{\Delta}{2}\right)}{\delta} E_{x+\delta}\left[\int_{0}^{T_{x}} X(t) d t\right]-\frac{g}{\delta} E_{x+\delta}\left[T_{x}\right]\right\} . \tag{A.7}
\end{equation*}
$$

The assumed monotonicity of $u^{*}(x)$ yields $u^{*} \rightarrow \infty$, so that the drift of $X^{\prime}(t)$ satisfies

$$
\begin{equation*}
\mu(x)=\frac{\rho_{1} \rho_{2} s}{u^{*}(x)}-c \rightarrow-\kappa \quad \text { as } \quad x \rightarrow \infty . \tag{A.8}
\end{equation*}
$$

Take $x_{0}$ large enough so that $\mu\left(x_{0}\right) \leq-\frac{c}{2}$. Note that $\mu(x) \leq-\frac{c}{2}$ for $x \geq x_{0}$. Let $\tilde{X}$ denote a $\left(-\frac{c}{2}, \sigma^{2}\right)$ Brownian motion, and $\tilde{T}_{x}$ its first passage time. For $x \geq x_{0}$, it follows that the integral in (A.7) has the bound

$$
\begin{equation*}
E_{x+\delta}\left[\int_{0}^{T_{x}} X(t) d t\right] \leq x E_{x+\delta}\left[\tilde{T}_{x}\right]+E_{\delta}\left[\int_{0}^{\tilde{T}_{0}} \tilde{\mathrm{~N}}(t) d t\right] \tag{A.9}
\end{equation*}
$$

where $\tilde{T}_{0}$ is the first passage time to zero for a $\left(-\frac{c}{2}, \sigma^{2}\right)$ Brownian motion.
To evaluate the last term in (A.9), let

$$
\begin{equation*}
h(\delta)=E_{\delta}\left[\int_{0}^{\tilde{T}_{0 \wedge b}} \tilde{X}(t) d t\right] \tag{A.10}
\end{equation*}
$$

where $\tilde{T}_{0 \wedge b}$ denotes the first hitting time for $\tilde{X}$ to either 0 or $b$. This function satisfies the ordinary differential equation (c.f. Karlin and Taylor)

$$
\begin{equation*}
-\frac{c}{2} h^{\prime}(\delta)+\frac{\sigma^{2}}{2} h^{\prime \prime}(\delta)=-\delta, \tag{A.11}
\end{equation*}
$$

subject to the boundary conditions $h(0)=h(b)=0$, which yields

$$
\begin{equation*}
h(\delta)=\frac{2 \sigma^{2} \delta}{c^{2}}+\frac{\delta^{2}}{c}+\frac{2\left(\sigma^{2} b+b^{2} c\right)\left(1-e^{c \delta / \sigma^{2}}\right)}{c^{2}\left(e^{c b / \sigma^{2}}-1\right)} . \tag{A.12}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
E_{\delta}\left[\int_{0}^{\bar{T}_{0}} \tilde{\mathrm{I}}(t) d t\right]=\lim _{b \rightarrow \infty} h(\delta)=\frac{2 \sigma^{2} \delta}{c^{2}}+\frac{\delta^{2}}{c} . \tag{A.13}
\end{equation*}
$$

Since

$$
\begin{equation*}
E_{x+\delta}\left[\tilde{T}_{x}\right]=\frac{2 \delta}{c}, \tag{A.14}
\end{equation*}
$$

it follows from (A.7), (A.9) and (A.13) that as $x \rightarrow \infty$,

$$
\begin{equation*}
p(x) \leq \lim _{\delta \rightarrow 0}\left(\frac{c_{2} \mu_{2}+\frac{\Delta}{2}}{\delta}\right)\left(\frac{2 x \delta}{c}+\frac{2 \sigma^{2} \delta}{c^{2}}+\frac{\delta^{2}}{c}\right)=\left(c_{2} \mu_{2}+\frac{\Delta}{2}\right)\left(\frac{2 x}{c}+\frac{2 \sigma^{2}}{c^{2}}\right) . \tag{A.15}
\end{equation*}
$$

Since $p(x) / x^{2} \rightarrow 0$ as $x \rightarrow \infty$, by (2.26) we have $u^{*}(x) / x \rightarrow 0$ as $x \rightarrow \infty$, which is a contradiction; hence, (A.5) has been shown. An immediate consequence of (A.5) is

$$
\begin{equation*}
\frac{c_{2} \mu_{2} x+\frac{\Delta u^{*}(x)}{2}}{x} \rightarrow c_{2} \mu_{2} \quad \text { as } \quad x \rightarrow \infty . \tag{A.16}
\end{equation*}
$$

We next show (A.6), again by contradiction. Since we have assumed $u^{*}(x)$ nondecreasing. assuming that (A.6) does not hold is equivalent to assuming that $u^{*}(x)$ approaches some finite constant as $x \rightarrow \infty$, which we denote by $u^{*}(\infty)$. For large $x, X(t)$ behaves as a $\left(\mu, \sigma^{2}\right)$ Brownian motion, where $\mu=\rho_{1} \rho_{2} s / u^{*}(\infty)-c$ could be of either sign. From (A.4) and the fact that $\rho_{1} \rho_{2} s / u^{*}(\infty) \leq \rho_{1} \rho_{2} s / u^{*}(x)$ we obtain

$$
\begin{align*}
p(x) & \geq \lim _{\delta \rightarrow 0} \frac{c_{2} \mu_{2}}{\delta} E_{x+\delta}\left[\int_{0}^{T_{x}} X(t) d t\right]-\lim _{\delta \rightarrow 0} \frac{g}{\delta} E_{x+\delta}\left[T_{x}\right]  \tag{A.17}\\
& \geq \lim _{\delta \rightarrow 0} \frac{c_{2} \mu_{2} x-g}{\delta} E_{\delta}\left[T_{0}\right], \tag{A.18}
\end{align*}
$$

where $T_{0}$ is the first litting time for a Brownian metion with drift $\mu$ and variance $\sigma^{2}$. If $\mu \geq 0$. then $E_{\delta}\left[T_{0}\right]=\infty$, and if $\mu<0$, then $E_{\delta}\left[T_{0}\right]=-\delta / \mu$. Hence,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} p(x) \geq \lim _{x \rightarrow \infty} \frac{c_{2} \mu_{2} x-g}{|\mu|}=\infty \tag{A.19}
\end{equation*}
$$

Equations (A.19) and (2.26) imply that $u^{*}(x) \rightarrow \infty$, which yields the desired contradiction.
Armed with (A.5) and (A.6), we can now show (A.2). Equation (A.3) can be rewritten as

$$
\begin{equation*}
V(x+\delta)-V(x)=E_{x+\delta}\left[\int_{0}^{T_{x}} c_{2} \mu_{2} X(t) d t\right]+E_{x+\delta}\left[\int_{0}^{T_{x}} \frac{\Delta u^{*}(X(t))}{2} d t\right]-g E_{x+\delta}\left[T_{x}\right] \tag{A.20}
\end{equation*}
$$

Since (A.6) implies (A.8), equations (A.9) and (A.14) implies that for $x \geq x_{0}$,

$$
\frac{g E_{x+\delta}\left[T_{x}\right]}{\delta x} \leq \frac{2 g}{c x}
$$

which converges to zero as $x \rightarrow \infty$. Let

$$
\epsilon_{x}=\sup _{z \geq x} \frac{u^{*}(z)}{z}
$$

By (A.5), $\epsilon_{x} \rightarrow 0$ as $x \rightarrow \infty$. For $x \geq x_{0}$ we can write

$$
\begin{equation*}
E_{x+\delta}\left[\int_{0}^{T_{x}} u^{*}(\boldsymbol{X}(t)) d t\right] \leq \epsilon_{x} E_{x+\delta}\left[\int_{0}^{T_{x}} \boldsymbol{\Gamma}(t) d t\right] \leq \epsilon_{x}\left[\frac{2 \delta x}{c}+\frac{2 \sigma^{2} \delta}{c^{2}}+\frac{\delta^{2}}{c}\right] \tag{A.21}
\end{equation*}
$$

where the last inequality follows from (A.9), (A.13) and (A.14). Since $\epsilon_{x} \rightarrow 0$ as $x \rightarrow \infty$, it is clear that

$$
\lim _{x \rightarrow \infty} \lim _{\delta \rightarrow 0} \frac{1}{x \delta} E_{x+\delta}\left[\int_{0}^{T_{x}} \frac{\Delta u^{*}\left(\mathcal{X}^{-}(t)\right)}{2} d t\right]=0
$$

We are, finally, faced with the first term on the right-hand side of (A.20), which is the only one that does not vanish. Fix $x$ and let $\tilde{I}^{(x)}(t)$ denote a Brownian motion with (constant) drift $\mu(x)=\rho_{1} \rho_{2} s / u^{*}(x)-c$, and (constant) variance $\sigma^{2}$. Let $\check{T}^{(x)}$ denote the first passage times for this process. As in (A.9), the monotonicity of $u^{*}(x)$ implies that

$$
\begin{aligned}
& x E_{x+\delta}\left[\tilde{T}_{x}^{(\infty)}\right]+E_{\delta}\left[\int_{0}^{\tilde{T}_{0}^{(x)}} \tilde{X}^{(\infty)}(t) d t\right] \\
& \quad \leq E_{x+\delta}\left[\int_{0}^{T_{x}} X(t) d t\right] \leq x E_{x+\delta}\left[\tilde{T}_{x}^{(x)}\right]+E_{\delta}\left[\int_{0}^{\tilde{T}_{0}^{(x)}} \tilde{I}^{(x)}(t) d t\right]
\end{aligned}
$$

where $\tilde{I}^{(\infty)}$ is a Brownian motion with drift $-c$ and variance $\sigma^{2}$. Following the analysis that led to (A.13) and (A.14), we obtain

$$
\begin{equation*}
\frac{x \delta}{c}+\frac{\sigma^{2} \delta}{2 c^{2}}+\frac{\delta^{2}}{2 c} \leq E_{x+\delta}\left[\int_{0}^{T_{x}} X(t) d t\right] \leq \frac{x \delta}{\mu(x)}+\frac{\sigma^{2} \delta}{2 \mu^{2}(x)}+\frac{\delta^{2}}{2 \mu(x)} . \tag{A.22}
\end{equation*}
$$

Since $\mu(x) \rightarrow-c$ as $x \rightarrow \infty$ by (A.6), we have

$$
\lim _{x \rightarrow \infty} \lim _{\delta \rightarrow 0} \frac{E_{x+\delta}\left[\int_{0}^{T_{x}} \mathrm{Y}(t) d t\right]}{x \delta}=\frac{1}{c}
$$

which yields

$$
\lim _{x \rightarrow \infty} \lim _{\delta \rightarrow 0} \frac{V(x+\delta)-V(x)}{x \delta}=\frac{c_{2} \mu_{2}}{c}
$$

by (A.20). This is what we set out to show.
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