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Abstract  Frege's intention in section 31 of Grundgesetze is to show that
every well-formed expression in hisformal system denotes. But it has been ob-
scure why he wantsto do thisand how heintendsto doit. It isargued here that,
in large part, Frege's purposeis to show that the smooth breathing, from which
names of value-ranges are formed, denotes; that his proof that his other prim-
itive expressions denote is sound and anticipates Tarski’s theory of truth; and
that the proof that the smooth breathing denotes, while flawed, rests upon an
idea now familiar from the completeness proof for first-order logic. The main
work of the paper consists in defending a new understanding of the semantics
Fregeoffersfor the quantifiers: onewhichisobjectual, but which doesnot make
use of the notion of an assignment to afree variable.

1 Opening In sections 30-31 of the first volume of Grundgesetze der Arithmetik,
Frege attempts to show that every well-formed expression of his forma language,
Begriffsschrift, denotes.! Although there has been a fair bit of discussion of these
passages, it remains unclear how he intends to do this, why he thinks he needs to do
it, and upon what assumptions his argument depends. No real consensus has been
reached about the most difficult parts of the argument: and, in so far as there is an
agreed view about other parts, it is, | think, mostly mistaken, resting upon a confu-
sion about the nature of the semantic theory Frege offers for Begriffsschrift. Once
that has been cleared up, it will be apparent that Frege's argument is not the complete
mess it is often thought to be. In fact, we shall see that there are respectsin which it
anticipates Tarski’'s theory of truth, and others in which it constitutes an alternative
to it. With only a modicum of anachronism, we can understand Frege to have for-
mulated an informal theory of truth for (asignificant fragment of) Begriffsschrift and
informally to have proved its adequacy, in something like Tarski’'s sense.

Three things about 8830-31 are relatively uncontroversial: first, that Frege is
trying to provethat every well-formed expression denotes uniquely; secondly, that the
proof proceeds by induction on the complexity of expressions; and, thirdly, that the
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proof must be fallacious. There are those who would reject the first of these claims,
namely, those who hold that Frege could have made no serious use of semantical
notions:? for if not, he presumably could not have been trying to prove a semantical
claim in 8830-31, could not have been using semantical notionsin that proof. But |
shall not address this sort of question here and shall simply assume that Frege does
intend to offer some sort of proof. Once that is accepted, there is no real option but
to understand the proof asaproof by induction. Finally, Russell’s Paradox would ap-
pear to show that not every well-formed expression of Begriffsschrift can have been
given a unique denotation, whence there must be something wrong with the proof.

The question is how the proof is supposed to go. It is clear that Frege intends,
first, to show that the primitive expressions of his system denote and then to conclude
from this that every well-formed expression denotes, by arguing that any expression
formed from denoting expressions denotes. Beyond this, there is hot much more
agreement. But whatever their differences, all interpretations known to me agree
about two further things, which are interdependent, as we shall see below: first, that
thereisanother induction in the proof, contained in Frege's argument that the smooth
breathing—from which names of value-ranges are formed—denotes; and, secondly,
that his argument that the (first- and second-order) universal quantifiers denote de-
pends upon his treating them substitutionally, as if they were (infinite) conjunctions
of their instances.®

So read, Frege's proof fails because second-order quantification in Begriffss-
chrift isimpredicative. One cannot treat ‘VF.®4(FXx)’ as the conjunction of itsin-
stances, for we can form aninstance of ‘VF.®,(Fx)’ by instantiating the bound vari-
able ‘' F’ with any complex predicate (subject to the usual restrictions): we could,
for example, instantiate ‘ F&' with ‘Y GIRVy(Ryz — G£)'.4 The sort of induc-
tion this interpretation reads Frege as offering will therefore fail: instantiation does
not, in general, lead from a sentence containing, say, n second-order quantifiersto one
containing fewer than n. Moreover, we now know, not only that the first-order frag-
ment of Frege's system is consistent, but also that various predicative second-order
fragments are (see Parsons [[21] and Heck [[16]). It is thus plausible that the flaw in
the proof should relate to the presence of impredicative comprehension in the system.
Whether the proof actually works for the first-order fragment will depend upon how,
exactly, Frege treats the case of the smooth breathing: similar problems may infect
his argument that the smooth breathing denotes, or they may not.

As we shall see below, there are reasons to endorse this sort of interpretation.
But, even at first glance, it is apparent that there are serious problems with it. As
Frege explains the second-order quantifier, a sentence of theform 'V F. My (FXx)’ de-
notesthe Trueif and only if the function denoted by ‘ My (¢x)’ hasthe value True for
every argument of the appropriate type ([[7], 1:24), that is, if every first-level function
of one argument fallsunder * My (¢X)’. Onthe sort of interpretation under discussion,
Fregeiseither ignoring or contradicting this explanation: it does not follow from the
fact that every instance of * My (¢x)’ istruethat My (¢X) hasthe value Truefor every
argument. At best, it follows only if every function in the domain has a name. But
Frege does not argue for this latter, somewhat implausible claim, and there isno in-
dependent reason to think he believed it. Of course, it is possible that Frege ssimply
overlooked something here: but any interpretation of the proof which does not need
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to make that claim has a definite advantage over the usual ones.

2 Thecharacter of theinduction At the beginning of 831, Frege writes:

Let usapply theforegoing in order to show that the proper names, and names of
first-level functions, which we can form in these ways out of our simple names
introduced up to now, always have a denotation. By what has been said, it suf-
fices to show that our primitive names denote something.

By “the foregoing,” Frege means 830. Thus, the induction proceeds by showing that
the simple names® denote and that any complex name formed from denoting names
also denotes (see the first sentence of [[Z], 1:32). The permissible methods of forma-
tion are discussed in 830, which has the title “ Two ways to form aname”’ and which
provides an account of the formation-rules of the system, that is, of its syntax. But
thisisnot all that isdonein 830: for as Frege indicatesin the passage quoted, it isbe-
cause of “what has been said” there that “it sufficesto show that our primitive names
denote something.” Thus, 830 also containsthe inductive part of the argument for the
conclusion stated at the beginning of 831, which itself contains only the proof of the
basis case.

As Frege says, there are two ways to form a name in Begriffsschrift. To form
an expression in thefirst way, onefills one argument-place of afunctional expression
with an argument of the appropriate type. There are four methods for doing this.

1. One can fill the sole argument-place of a one-place, first-level functional ex-
pression with a proper name—for example, fill the argument-place of * ® (&)’
with someterm ‘t’, to get * O (t)'.

2. One can fill the sole argument-place of a second-level functional expression
with afirst-level functional expression of appropriate type—for example, fill
the argument-place of thefirst-order universal quantifier with aone-place, first-
level predicate ‘' &', to get ‘VX. D (X)’.

3. Onecanfill the sole argument-place of athird-level functional expression with
a second-level functional expression of appropriate type—for example, fill
the argument-place of the second-order universal quantifier with a one-place,
second-level predicate ‘ My (px)’, to get ‘VF. My (FX)’.

In each of these cases, the result is a proper name (which may be a sentence, since
sentences, in the language of the Begriffsschrift, are a special sort of name).

4. One can fill one of the two argument-places of a two-place, first-level func-
tional expression with a proper name—for example, fill the &-argument-place
of ‘6 =n’ withaterm't’,toget‘t =»’.

Inthiscase, theresultisaone-place, first-level functional expression, from which one
could go on to form a proper name in accord with method 1 or 2.

The second way is more complicated. To see the need for it, note that one can-
not, simply by filling argument-places, form the sentence ‘Vx.x = x'. The universal
quantifier is, as Frege understandsit, aone-place, second-level functional expression,
s0, to form the sentence ' Yx.x = X', we must fill the argument-place of the quantifier
with the functional expression ‘& = &' but this expression is not one of the primi-
tive expressions of Frege's system, although the two-place predicate ‘& = »’ is; nor
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is there any way to form ‘& = & by means of the four methods comprising the first
way. The only method allowing us to form anything from a two-place functional ex-
pression is the fourth, in which we fill one of its argument-places with a name, and
that will only yield something of theform ‘'t = n’ or ‘& =t’. Similarly, it isnot clear
how we could form the sentence‘ YxVy.x = y'. To do so, weneed tofill the argument-
place of the quantifier with the functional expression ‘Vy.& = y'. We could form this
expression if we were allowed to put atwo-place, first-level functional expressionin
the argument-place of the quantifier, leaving one argument-place unfilled: but, while
Frege has provided for something like this in the case of filling one argument-place
of atwo-place functional expression with a name, he has made no such provision for
this case. Clearly, then, some additional method of formation is required.

What Frege allows usto doisto form what he callsa‘composite’ predicate (but
ismore usualy called a‘complex’ predicate) by removing one or more occurrences
of aproper name from another in which it occurs, leaving behind an argument-place
(which may have any number of distinct occurrences): “We begin by forming aname
inthefirst way, and then excludefromit, at someor all places, aproper namethat isa
part of it (or coincideswith it entirely) but in such away that these places remain rec-
ognizable asargument-places . . . .” Thus, to use Frege’'sown example, we can form
thesentence‘ A = A’ by successively filling the two argument-placesof ‘& = 5’ with
the sameterm * A’—that is, we use method 4 to form * A = ', and then method 1 to
form*A = A’. We can then, in accord with the second way, remove both occurrences
of theterm * A’, leaving an argument-place in its wake, thus forming the functional
expression ‘& = &', which we can use, in accord with method 2, to form ‘Vx.x = x'.

Fregeisnot as careful as he should have been here. He does remark, aswe shall
see bel ow, that this method of formation applies not only to namesformed “inthefirst
way,” but moregenerally: wewill needto apply it to namesformed by some combina
tion of thefirst and second ways.® But Frege does not mention that we will need to be
abletoform, not just compositefirst-level predicatesinthisway—by excluding oneor
more occurrences of aproper name—but also composite second-level predicates—by
removing occurrences of afirst-level predicate. Thus, to form ‘VFVX(FXx — Fx)’,
we need first to form a sentence of the form ‘vYx(Gx —> Gx)’, and then remove the
two occurrences of the predicate ‘ G¢', thereby forming the second-level predicate
‘Vx(px —> @X)’, with which we can then fill the argument-place of the quantifier,
in accord with method 3. These inaccuracies do not, as we shall see, invalidate his
proof of the induction step, but the second does lead to one of the two errorsin his
argument in 831.

It isthese “two ways of forming aname” that Frege needsto show preserve ref-
erentiality. His proof of this fact is intermingled with his introduction of them. To
understand that proof, however, we need to understand what Frege thinks he must
show in order to show that an expression denotes. And to understand that, we must
turn to 829, in which Frege “answer[s] the question, When does a name denote some-
thing?’ The conditionslaid out fall into two groups: conditionsrelating to functional
expressions and a condition relating to proper names. The latter condition becomes
important only later: for now, we shall suppose it understood and consider only the
conditions relating to functional expressions. These are al similar in form to that for
one-place, first-level functional expressions:
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A name of afirst-level function of one argument has a denotation . . . if the
proper namethat results from this function-name, when its argument-places are
filled by aproper name, always hasadenotation, whenever the name substituted
has a denotation. ([7], 1:29)

And afunctional expression of some other type has a denotation if any proper name
formed by filling its argument-places with denoting expressions of appropriate types
has a denotation.

Thereisaway of reading this condition that can make the usual interpretation of
Frege'sargument seem mandatory. One of the claimsfor which Fregewill be arguing
is that the universal quantifier denotes. for it to denote is, by the relevant analogue
of the condition quoted, for it to follow from the fact that the functional expression
‘® (&) denotes that ‘Vx.®(x)' denotes. But the condition quoted above regarding
when' @ (&)’ denotesappearsto bethat al of itsinstancesdo, animpression reinforced
by the argument that the universal quantifier denotes:

Now, ‘® (&)’ has adenotation if, for every denoting proper name‘A’, ‘®(A)’
denotes something. If thisis the case, then this denotation either alwaysis the
True (whatever * A’ denotes), or not always. Inthefirst case‘Vx.®(x)" denotes
the True; in the second, the False. Thus it follows universally from the fact
that the substituted function-name ‘@ (&)’ denotes something, that ‘VX.®(x)’
denotes something. ([, 1:31)

What Frege seems to be arguing here is that it follows from the fact that every in-
stance of ‘Vx.®(x)" denotes that it too denotes. But it is unclear how that could be,
if ‘Vx.®(x) were not being treated asthe (infinite) conjunction of itsinstances (sub-
dtitutionally, in effect).

But this interpretation of Frege's argument rests upon a reading of 829 that has
its own problems: so read, the condition for a functional expression to denoteisin-
consistent with one of Frege’'s most famous views about reference, adoctrine empha-
sized in the preceding section of Grundgesetze ([[7], 1:28). Infamously, Frege holds
that afunction-sign denotesonly if it hasavaluefor every argument: for example, he
insiststhat ‘£ + 1’ has not been given a denotation unless it has been decided what
its value is to be for the sun as argument, that is, what the sun plus oneis (see, for
example, Frege [[6], pp. 19-20). That the result of substituting any name for ‘&’ has
a denotation shows only that the function-sign has been given avalue for every ob-
ject for which Begriffsschrift hasaname—and that is not obviously the same. Hence,
either Frege isflatly contradicting himself, or he is assuming that every object has a
name in Begriffsschrift,” or the usual way of reading these conditions is incorrect.

Thefirst optionisnot very palatable, and there are problemswith the second, too.
| have already said that thereisno independent reason to think that Frege believed that
every object has aname. And the following passage, taken from the introduction to
the argument that the smooth breathing denotes, gives us positive reason to think he
did not:

Thematter islesssimpleinthiscase, for with thisweareintroducing not merely
a new function-name, but simultaneously answering to every name of afirst-
level function of one argument, a new proper name (value-range name); in fact
not just for those [function-names] known already, but for all such that may be
introduced in the future. ([, 1:31)
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Fregeishereexplicitly denying that the only value-ranges present in thedomain of his
theory are those corresponding to function-names present in Begriffsschrift: value-
ranges of functionswhose names may only “beintroduced in thefuture” are supposed
aready to beincluded.?

It would thus be nice if there were away of reading the condition stated in §29
which did not commit Frege to the claim that every object has a name in Begriffss-
chrift. And so thereis: the condition does indeed say that ‘ ® (&)’ denotesif and only
if every sentence of the form ‘®(A)’ denotes, so long as‘ A’ does, no matter what
it might denote, but no assumption ismade that ‘ A’ isitself a name formed fromthe
primitive expressions of Begriffsschrift. To read the condition in this way is to take
Frege to be talking about filling argument-places, not with actual expressions, but
with auxiliary expressions. Theterm ‘A’ is not supposed to be a name in Begriffss-
chrift at all: itisaformal device, anew name, added to the language, subject only to
the condition that it should denote some object inthe domain. Andif weread Frege's
conditions in this way, they say precisely what we would have thought they should
say: tosay that ‘®(A)’ denotessolongas‘ A’ denotes, no matter what it denotes, is
precisely to say that ‘ ®(£)’ has avalue for every argument.

Why, if thisis the right interpretation of Frege's conditions, does he state them
ashedoes? Actually, Frege's statement of the conditionsreally isnot all that peculiar.
If | were going to state such a condition in Tarskian style, it ishard to seethat | could
do much better than this:

A (possibly complex) predicate‘ @ (&)’ hasan extension if and only if, the open
sentence‘ ®(v)’ (‘v new) has atruth-value, whatever might be assigned to ‘ v’
(its extension being the set of objects whose assignment to ‘v’ makes ‘ @ (v)’
true).

Where | speak of assignments to a free variable, Frege speaks of an auxiliary name
assumed only to denote some object. Itis, therefore, tempting to say that Frege states
the condition as he does because he lacks the notion of an assignment—and so to rec-
ommend reading such passages charitably, asif Frege'stak of instances were but a
poor approximation to Tarski’s talk of assignments. For present purposes, this inter-
pretation would probably do, but it is at best uncharitable. Frege'stalk of the truth of
instances formed using auxiliary namesis not an approximation but an alternative to
Tarski’'s talk of satisfaction by sequences. Fregean theories of truth are not particu-
larly well known to philosophers, but they have assumed acentral placeinlinguistics,
in particular, in theories of anaphora.®

My suggestion, then, is that Frege's conditions for functional expressionsto de-
note are exactly what one would expect, but that this has been obscured by afailureto
recognize the semantical alternative heis offering us. Evaluating this interpretation
of 8§29 isno easy matter, however, asthere are few textswhich bear directly upon the
issue.1% In order to provide some additional support for my interpretation then, | am
going to discuss Frege's treatment of free variables. If histalk of instancesredly is
an alternativeto talk of assignments, wewould expect that, in other contextsinwhich
wewould now speak of assignmentsto free variables, Frege should once again speak
of instances formed using auxiliary names.



GRUNDGESETZE DER ARITHMETIK | 443

3 Fregeon freevariables According to Frege, “in the case of aRoman letter [free
variable] the scope shall comprise everything that occurs in the proposition with the
exception of the judgment-stroke” ([IZ], 1:17). That is, if a Roman letter occursin a
proposition,’! say ‘+ ®(x)’, then the scope of the letter comprises the whole of the
formula‘—®(x)’. Roman letters might thus seem to be, for all intents and purposes,
tacitly bound by initial (universal) quantifiers; for thisreason, it is often said that free
variables do not really occur in Frege's system. Of course, as far as the validity of a
formulais concerned, free variables do indeed act as if they were tacitly bound: an
open formulaisvalid if and only if its universal closureis.

Why, then, does Fregeintroduce Roman lettersinto hissystem at all? Heisquite
explicit about the reason:

From the two sentences,
‘All square roots of 1 are fourth roots of 1’
and
‘All fourth roots of 1 are eighth roots of 1’
we can infer
‘All sguare roots of 1 are eighth roots of 1’
Now if we write the premisesin this way:
VX =1— X*=1) and‘+F VX(X* =1 — xB=1)

then we cannot apply our methods of inference. We can, however, if we write
them thus:

‘ta?=1l—a*=lad't+a*=1—af=1

Here we have the case of §15 [i.e., transitivity for the conditional]. ([, 1:17)

The use of Roman letters thus brings certain sorts of inferences within the
purview of therulesof inference as Frege statesthem. But note how he speaks here of
rewriting the quantified premises, ailmost asif he regarded the use of Roman lettersas
amere notational trick. The common wisdom isthat thisis all Frege's use of Roman
letters amountsto, a convention allowing the omission of initial universal quantifiers.

But Frege sometimes expresses a different view, for example, in the following
remarks, taken from his discussion of Peano’s formalism. After remarking that he
could have used but one style of letter, say, Roman letters, for both free and bound
variables, he goes on to say that'?

from the point of view of inference, generality which extends over the scope of
the entire proposition is of vitally different significance from that whose scope
constitutes only apart of the sentence. Hence it contributes substantially to per-
spicuity that the eye discernsthese different rolesin the different sorts of |etters,
Roman and German. (lItalics mine) (Frege [8], p. 248)

The “vitally significant difference” thus made visible is connected with the role of
generality in inference: and it isthisthat is at issue in the passage from 817 quoted
in the last paragraph. But what Frege there goes on to say about the role of Roman
lettersin inference is perplexing. He writes:
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Our dtipulation regarding the scope of a Roman letter is to set only a lower
bound upon the scope, not an upper bound. Thus it remains permissible to ex-
tend such a scope over several propositions, and this renders the Roman letters
suitable to do duty in inferences, which the Gothic letters, with the strict clo-
sure of their scopes, cannot. If we havethepremises'-a’°=1— a*=1"and
‘+a*=1— a® =1 andinfer theproposition‘+a? =1 — a8 = 1’, inmak-
ing the transition we extend the scope of the ‘a’ over both of the premises and
the conclusion, in order to perform the inference, although each of the proposi-
tions still holds good apart from this extention. ([{7]], 1:17)

Frege appears, at first sight, just to be talking nonsense. How can the scope of avari-
able comprise multiple sentences?'® Surely his thought is not that something like
Fx=1—xt=1
VX [ X4 =1— X8 =1

Fxe=1—x8=1

iswell-formed! But, aswe shall see, on closer examination, Frege turns out not only
to betalking sense, but to be giving expression to an insight which would not be fully
understood for another forty years, until the work of Tarski.

The passage just quoted does not concern the formalization of the system, that
is, how itsrules areto be stated: it concerns what justifies the inference Frege is dis-
cussing. And once we ask how he thinks inferences involving Roman letters are to
be justified, al begins to fall into place: Frege wants such inferences to be justified
by precisely what justifies inferences of the same form in which Roman |etters do not
occur. Yet this view, as natural asit might seem, and as attractive as it obvioudly is,
raises certain problems. In the case of the inference under discussion above, for ex-
ample, transitivity for the conditional, Frege's justification of it reads as follows:

From the two propositions ‘+ A — I'"" and ‘- ® — A’ we may infer the
proposition ‘- ® — I'". For ® — T"isthe Falseonly if ® isthe Trueand I'
isnot the True. But if ® isthe True, then A too must be the True, for otherwise
® — A would bethe False. But if A isthe True then if I were not the True
then A — I" would bethe False. Hencethecaseinwhich® — TI"istheFalse
cannot arise; and ® — T isthe True. ([, 1:15)

Thisisessentialy ajustification in terms of truth-tables, and Frege'sintention is that
it should apply as much inthe caseinwhich ‘T, *A’, and ‘ ®’ contain Roman letters
as it does when they do not (as much when they are “Roman marks’ as when they
are“proper names’). But now comes the problem. The justification simply does not
apply when the propositions in question contain Roman letters, for the simple reason
that ‘a® = 1’ has no truth-value (at least when occurring in the proposition ‘- a2 =
1 — a*=1"): it does not denote a truth-value, but only ‘indicates one.
Thisproblem is, of course, resolved by the standard semantic theories for quan-
tificational languages which Tarski introduced. What we need here is the notion
of a simultaneous assignment of objects to free variables in different propositions.
Thus, for example, the inference from ‘®(a) — ¥(a)’ and ‘W(a) — I1(a)’ to
‘®d(a) —> II(a)’ isvalid, on the Tarskian account, just in case the last sentence is
true under a particular assignment whenever thefirst two are true under the same as-
signment. It isthisidea of simultaneity that Frege is trying to express when he says



GRUNDGESETZE DER ARITHMETIK | 445

that the scope of a Roman letter isto be extended “over both of the premises and the
conclusion”: the letter isto indicate the same object in each of its occurrencesin the
three propositions.

That, however, does not speak to the question of how Frege treats the notion of
indication itself, that is, how he resolves the problemswhich led Tarski to employ the
notion of an assignment in thefirst place. But at thispoint in Grundgesetze, Frege has
yet tointroduce any rulesof inference which make essential use of Roman letters. The
rule of universal generalization, introduced later in 817, isthe first rule which does,
and it isin his discussion of what justifies it that Frege confronts the question how
inferencesinvolving Roman letters are, in general, to be justified. Aswe shall see, he
uses the same quasi-substitutional language he employsin §29.

In contemporary terminology, Frege's rule of universal generalization allows
‘T — YX.®(X)' to beinferred from '+ T — ®(X)’, solong as ‘X' is not free
in ‘T ([, 1:48, rule 5). His argument for the validity of this rule isin three parts.
First, ‘= T — ®(X)’ isequivaent to ‘- Vx(I' — ®(x))’, since a formula con-
taining a Roman letter is equivalent to its universal closure. The second part of the
argument is contained in this passage:

Let us consider the proposition ‘- Vx(I' —> ®(x))’, in which ‘T is a proper
name and ‘ ® (&)’ is afunction-name. Yx(I' — ®(x)) isthe False if for any
argumentthefunctionT" — @ (&) hasthe Falseasvalue. Thisinturnisthecase
if [ isthe True, and the value of thefunction ® (&) isfor any argument the False.
Inal other casesVx(I' —> ®(x)) isthe True. With thislet uscompare'T" —
VX.®(x)'. Thisdenotesthe Falseif I isthe True and VX.®(X) isthe False. But
the latter is the case if the value of the function ® (&) is for any argument the
Fase. Inall other casesT" — Vx.®(x) isthe True. The proposition ‘+T" —
VX.®(x)' thus asserts the same as does '+ VX(I' —> ®(X))’.

Thisisanow familiar argument for the equivalenceof ‘ p —> VX.Fx and‘¥x(p —
Fx)'. But note that it establishes only that ‘- T' — VX.®(x)’ and ‘+ YX(I' —
®(x))" areequivaent, if ‘T" and‘ ®(&¢)’ arenames—that is, if neither ‘T nor * ® (&)’
contains a Roman letter—since, otherwise, it would be illegitimate to speak of the
truth-value of I". Additional argument isthus required, if the validity of theruleisto
be established for the general case, which argument isgiven in the following passage:

If for ‘T and ‘@ (&)’ combinations of signs are substituted that do not denote
an object and function, respectively, but only indicate, because they contain Ro-
man letters, then the foregoing still holds generally if for each Roman letter a
name is substituted, whatever this may be. ([, 1:17)

Note how Frege declines to present any new account of the equivalence in this case:
the justification given for the simpler case isto apply to this case also. But the ques-
tion is how it can apply to this case: and all Frege saysisthat, if al Roman letters
which occur in the propositions are uniformly replaced with names (of objects or
functions, as may be appropriate), the justification will still go through. Consider, for
example, theinferencefrom‘' W(a) —> VX.®(a, X)' to‘FVX[¥(a) — ¥(a, X)] .
No matter what name we might substitute for *a’, the justification Frege gave in the
simpler case will go through. From this, he concludes that the inference involving
Roman lettersis also valid.
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It may not be immediately clear why Frege draws this conclusion, but an argu-
ment can easily be reconstructed. A valid inferenceis, for Frege, smply one which
istruth-preserving. The stipulation mentioned above, about the scopes of Roman let-
ters, does assign truth-values, simpliciter, to propositions containing Roman letters:
so therule of universal generalization will be valid just in case the conclusionis true
whenever the premise is—that is, as we might put it, if the universal closure of the
conclusion is true whenever the closure of the premise is. Now, if the closure of the
premiseistrue, al of itsinstances are true; hence, by the previous paragraph, every
instance of the conclusion will be true; so its universal closure will be true.

Onecould object, yet again, that thisargument hardly showsthat theinferenceis
legitimate, sinceitslast step rests upon the assumption that every object inthe domain
has a name. But it should by now be clear that this objection would miss the point
of what Frege istrying to do here. What we would say, in Tarskian terminology, is
that the justification given for the case in which no free variables occur can be made
to show, not that * W(a) — VYx.®(a, X)’ and ‘Yx[¥(a) — ®(a, X)]" must havethe
sametruth-value, but that they must have the same truth-value under any assignment.
Frege does not use (or have) the notion of an assignment; he speaksinstead of substi-
tuting names (which denote objects) for Roman letters (which merely indicate them).
Andthepoint of such talk would be obscured if weinsisted that theinstances of which
Frege speaks must be formed using actual expressions of Begriffsschrift: we under-
stand it better if we read him asintending that they should be formed using auxiliary
names. The conditions for an expression to denote should be read in the same way:
when Frege saysthat ‘ @ (&)’ denotesif and only if * ®(A)’ denotes, for any denoting
name‘A’, we should understand * A’ to be an auxiliary name, added to the language
of the theory, which might denote any object in the domain.

4 Theinduction step  Now that we have seen what Frege thinks he needsto do if
heisto show afunctional expression to dencte, we are ready to consider the proof of
the induction step given in 830. What Frege needs to show is that the two ways of
forming more from less complex names preserve referentiality. It is obviousthat the
four methods which together comprise the first way do so, and Frege merely remarks
that “all names arising in thisway succeed in denoting if the primitive simple names
do s0.” For consider method 1, which forms a proper name * @ (t)’ from afunctional
expression ‘@ (&)’ and a proper name ‘t’. Suppose that both ‘@ (&)’ and ‘t’ denote.
What itisfor ' ® (&)’ to denoteisfor every expression of the form ‘& (u)’ to denote,
solongas‘u’ denotes, whatever it may denote. But we have supposed that ‘t’ denotes
something, so ‘ ®(t)’ certainly must denote. The other three methods can be treated
similarly.14
Itisimportant to recognize, at thispoint, that it isnot obviousthat afunction-sign

formed in the second way must denoteif the expressions from which it isformed do.
Fregetherefore needsto arguethat it will. He beginswith an argument for asyntactic
claim, from which he draws a semantical conclusion:1®

A proper name can be employed in the present process of formation only by

itsfilling the argument-places of one of the simple or composite names of first-

level functions. Composite names of first-level functions arise in the way pro-

vided above[that is, inthefirst way] only from simple names of first-level func-

tions of two arguments, by a proper name'sfilling the &- or ¢-argument-places.
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Thus the argument-places that remain open in a composite function-name are
always also the argument-places of a simple name of a function of two argu-
ments. From thisit follows that a proper name that is part of aname formedin
[thefirst] way, wherever it occurs, aways stands at an argument-place of one of
the simple names of first-level functions. If we now replace this proper name at
someor all placesby another, then the proper name so arisingislikewiseformed
in the [first way], and thusit also has a denotation, if all the simple names em-
ployed also denote something. ([7], 1:30)

The syntactic claimisthusthis: let* ®(I")’ beaproper name, which containstheterm
‘T’; let “®(A)’ be another proper name, in which some (not necessarily all) occur-
rencesof ‘I’ have been replaced by occurrencesof aterm‘A’. Then*®(A)’ canalso
beformedinthefirstway: since‘I" got whereit wasby filling the argument-pl aces of
simple names—since “aproper name that is part of aname formed in [the first] way,
wherever it occurs, always stands at an argument-place of one of the simple names
of first-level functions’—we may construct ‘®(A)’ by mimicking the construction
of “®(I")’, but filling (some of the) argument-places we had previously filled with
‘I, with * A’ .1® Note that it isimplicit in this argument that * A’ is not itself aname
formedinthesecondway: if ‘ A’ wereanameformed inthe second way, then* ®(A)’
obviously could not itself be formed in the first way.

It is worth mentioning, before we move on, that Frege's argument for the syn-
tactic claim depends upon another assumption, one that he does make explicit. His
discussion of that assumption reveals just how careful heistrying to be here:

Of course in this we are assuming that the simple names of first-level func-
tions of one argument have only one argument-place, and that the simple names
of first-level functions of two arguments have only one &- and one ¢-argument
place. Otherwise it could indeed occur in the case of the replacement just de-
scribed that related argument-places of simple function-names were filled by
different names, and an explanation of the denotation for this case would be
lacking. But this can always be avoided: and must be avoided, so asto prevent
the occurrence of names which have no denotation. And there would certainly
be no point in introducing several &-argument-places or several ¢-argument-
places into simple function-names. ([[7], 1:30)

Here Frege is considering the possibility that, among the simple names in the sys-
tem, there should have been one of the form ‘ F&£¢’, that is, a primitive symbol for a
one-place functional expression, which nonetheless had two occurrences of its sin-
gle argument-place. If there were such a symbol, we could proceed as follows: first,
formthe sentence’ Ftt’, in accord with method 1, by filling the one argument-place of
‘FE£E withtheterm ‘t’; then, replace only thefirst occurrence of ‘t’ withoneof ‘u’, to
get ‘ Fut’. If, however, ‘' FEE' had been treated semantically as a monadic predicate,
the stipulation which determined its denotation would not have provided onefor such
asentence as‘ Fut’ (except in the specia case where ‘U’ denoted the same object as
‘t"). We would therefore have no guarantee that * Fut’ had a denotation. (Note that
it could not have been formed in the first way.) But there is no reason to allow such
primitive expressionsas‘ F&££' in thefirst place, and, as Frege mentionsin 831, none
of the primitive expressions of Begriffsschrift are of this peculiar sort.
From the syntactic claim, Frege draws the semantical conclusion that ‘ ®(A)’

denotes, if ‘' A’ denotesand if * ®(I")” was formed from primitive expressions which



448 RICHARD G. HECK

all denote. Thereasonisthat ‘®(A)’ can itself be formed from primitive denoting
namesin the first way, and we already know that any such expression denotes. Frege
then introduces the second way of forming afunctional expression and notes that any
expression so formed must denote:*’

We begin by forming a name in the first way, and we then exclude from it at all
or some places, aproper namethat isapart of it (or coincideswith it entirely)—
but in such away that these places remain recognizable as argument-places....
The function-name resulting from this likewise always has a denotation if the
simple names from which it is formed denote something; and it may be used
further to form denoting names in the first way or the second. ([[7], 1:30)

For let ‘@ (&)’ be afunctional expression formed from denoting expressions in the
second way. It denotes if and only if ‘®(A)’ denotes, solong as‘ A’ denotes. But
‘® (&) was formed by removing occurrences of some expression ‘I from ‘& (T")’,
where‘ @ (T")’ isaname formed from denoting expressionsin the first way. But then,
by the semantic corollary to the syntactic claim, * ®(A)’ will denote if the primitive
names from which it is constructed denote—which they do, since all of the primitive
expressions contained in ‘ & (£)’ denote. Hence, ‘ ®(£)’ denotes.'8

If we read Frege's condition for a functional expression to denote in the usual
way, to show that ‘ ®(£)’ denotes, Frege needs to show that * ®(A)’ denotes, when-
ever ‘A’ isadenoting name in the language of the Begriffsschrift. Now, as said ear-
lier, itisimplicitin Frege'sargument that ‘ ® (A)’ denotesthat * A’ isnot itself formed
in the second way. But if ‘ A’ isan arbitrary denoting name in Begriffsschrift, there
is no reason to suppose that it is not formed in the second way—as, indeed, it would
be were it either ‘é.e = €' or ‘Vx.x = X' —whence the syntactic claim simply does
not apply, and the argument collapses. And so, on the substitutional reading, Frege's
argument would fail for reasons that had nothing to do with the impredicativity of
second-order quantification, but rather because of an oversight marring his theory of
the syntax (of even thefirst-order fragment) of thelangauge. On the other hand, if the
condition for afunctional expression to denoteisread as| have suggestedit should be,
thereis no problem. To show that ‘ ®(£)’ denotes, Frege needsto show that ‘ ®(A)’
denotes, solong as‘ A’ denotes, no matter what—and * A’ here is an auxiliary name,
anew primitive name, and so is certainly not one formed in the second way. So the
argument goes through.

The argument as Frege statesit thus does not concern Begriffsschrift proper, but
the result of extending that language by adding auxiliary names: in order to conclude
that ‘ @ (&)’ denotes, we need to know that * ®(A)’ denotes, solong as‘ A’ does, no
matter what; the name ‘* ®(A)’ is not in the language of the Begriffsschrift, but con-
tainstheauxiliary term‘ A’. The point appliesaswell to the case Frege does not men-
tion, the formation of composite second-level predicates by removing a functional
expression from aproper name. An argument parallel to that Frege givesfor the case
of first-level predicateswill show that expressionsformed in thisway must denote, so
long as their primitive parts do,!® and this argument too will have to make essential
use of auxiliary expressions: to conclude that ‘Vx(¢x —> ¢X)' denotes, we need to
know that ‘Vx(dx — ®X)’ denotes, so long as‘ P&’ denotes, no matter what, and
‘®&" must betaken to be an auxiliary functional expression. Fregewasnat, | think, at
all clear about these matters, but the oversight does not affect his semantic theory, as
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it appliesto ordinary sorts of languages. Unfortunately, the language of the Begriff-
sschrift is no ordinary sort of case, aswe shall see.

5 Thebasiscase: thelogical expressions Frege explains, at the beginning of 831,
that his proof is supposed to show that every well-formed proper name has a denota-
tion; inlight of what has been argued in 830, it isenough to show that al the primitive
expressions denote. The arguments Frege givesthat the primitive expressions denote
appeal to stipulations he makes regarding what their denotation isto be, which | shall
call his semantical stipulations regarding the primitive expressions.

Thus, what the argument in 831 is supposed to show is that the semantical
stipulations made about the primitive expressions suffice to assign each of them a
denotation.?® And, given the form that those stipul ations typically take, it is not hard
to see that they do. But, before beginning the argument, Frege remarks that he will
“start from the fact that names of truth-values denote something, namely, either the
Trueor theFalse” ([, 1:31). Thisassumption isneeded because the conditions stated
in 829 are not “ definitions of the phrases ‘ have adenotation’ and ‘ denote something’,
[since] their application always presupposes that we have already recognized some
names as denoting” ([[Z], 1:30). But to what does the assumption amount exactly? |
see no option but to suppose that what Frege means is that, if an expression denotes
atruth-value, then it denotes something. So the assumption amounts to the stipula-
tion that the domain of the theory is not empty, that, in particular, it contains the two
truth-values.?* Frege begins his argument as follows:

In order now to show that the function-names*‘ —&’ and ' +£&" denote something,
we have only to show that those names succeed in denoting that result from our
substituting for ‘&’ a name of a truth-value (we are not yet recognizing other
objects). Thisfollowsimmediately from our explanations. The names obtained
are again names of truth-values.

One might wonder how showing that the result of substituting any sentence in the
argument-place of the horizontal could show that it has been assigned a denotation.
But this Frege very clearly says, and he justifies the restriction by reminding us that
“we are not yet recognizing other objects.” The restriction does not follow from the
remark discussed in thelast paragraph, but itisinasimilar vein: what Fregeis saying
isthat we are, at this point, to think of the domain not only as containing the True
and the False, at least, but as containing only these two objects. Theinitial goal isto
show that, if the domain contains only the two truth-values, the stipulations secure
a denotation for at least some of the primitive names—what | shall call the logical
expressions of Begriffsschrift. Having shown that, Frege will attempt to extend the
result to the compl ete system.

Given our earlier discussion, we can see that what Frege intends to show here
is that the horizontal and negation-sign have a value for every argument, and he in-
tends to show this by showing that, if we substitute aname ‘A’ for ‘¢’ in‘—£’, the
resulting sentence will denote a truth-value, so long as‘ A’ denotes a truth-value.?
But, as Frege says, it clearly follows from the semantical stipulation concerning the
horizontal that it does have a value for every argument: he stipulated that * —&’ has
the value Truefor the True as argument; False, for all other arguments. Hence, a sen-
tence of theform‘ — A’ will denote, solong as‘ A’ denotes, whatever it might denote,



450 RICHARD G. HECK

since the sentence will denote the True if A isthe True; the False, otherwise. Frege
disposes of the cases of negation, the conditional, and the identity-sign with no more
fuss.
Moreover, we are now in aposition to understand Frege’'s argument concerning

the universal quantifier:

To investigate whether the name ‘Vx.¢(x)’ of a second-level function denotes

something, we ask whether it follows universally from thefact that the function-

name ‘@ (&)’ denotes something that ‘Vx.®(x)’ succeeds in denoting. Now,

‘® (&)’ has a denotation if, for every denoting proper name ‘A’, ‘®(A)’ de-

notes something. If thisisthe case, then thisdenotation either awaysisthe True

(whatever * A’ denotes), or not always. In the first case ‘Vx.®(x)’ denotes the

True; in the second, the False. Thusit follows universally from the fact that the

substituted function-name ‘@ (£)’ denotes something, that ‘Vx.®(x)’ denotes

something. Consequently the function-name ‘VX.¢(x)’ is to be admitted into

the sphere of denoting names. The same follows similarly for ‘VF.px(FXx)’.

(7, 1:31)

The question is whether ‘Vx.®(Xx)’ denotes, so long as ‘® (&)’ denotes, no matter
what. Assuming that *® (&)’ denotes amounts to assuming that * ®(A)’ denotes, so
long as‘ A’ denotes, no matter what, that is, that ‘ ® (&)’ has avaue for every argu-
ment. Butif ‘@ (&)’ doeshaveavauefor every argument, then that value must either
always bethe True or not: if so, then by the stipulation Frege has made regarding the
denotation of ‘Vx.g(x)’, ‘VX.®(x)" denotes the Trug; if not, the False. Either way,
‘'VX.®(X)' denotesatruth-value(i.e., isaname of atruth-value) and so denotes some-
thing.

Frege does not argue specially for the case of the second-order quantifier. But if
thisisthe correct reading of his argument concerning the first-order quantifier, there
is no need for him to do so: the case redlly is similar. The expression ‘VF.@x(FX)’
denotesif and only if ‘VF.Ax(FX)" denotes, solong as‘ Ax(¢Xx)’ denotes, no matter
what. But if ‘ Ax(¢X)" denotes, then * Ax(®PX)’ denotes, so long as‘ ®&’ denotes, no
matter what, which isto say that * Ax(¢X)’ hasavauefor every argument. If so, that
value must either always be the True, or not: if so, ‘VF.Ax(FX)' denotesthe Trug; if
not, the False.

That completes Frege's demonstration that the logical expressions of Begriffs-
schrift denote, so long as we assume that the domain contains at least the True and
the False—and, officialy, so long as we assume that the domain contains only the
True and the False. Note two things, however. First, the proofs do not really depend
upon thislatter assumption: what the part of the proof at which we have so far looked
actually showsisthat the semantical stipulations assign adenotation to thelogical ex-
pressions, no matter what objects the domain might contain, so long asit containsthe
two truth-values—assuming, that is, that enough has indeed been said to determine
the truth-values of the atomic sentences formed using names of (or variables whose
range includes) these other objects. As we shall see, however, Frege does not say
enough to determine the truth-values of all the atomic sentences which must be con-
sidered, if heisto apply the inductive argument given in 830 to Begriffsschrift.

Secondly, read in light of the preceding discussion of Frege'stalk of instances,
the proofsreally do show that his semantical stipulations regarding the primitive log-
ical expressions suffice to assign each of them a denotation—if by ‘having a deno-
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tation’ we mean what Frege means (which we do). Given what was argued in 8§30,
Frege hasthus shown that the semantical stipulations provide adenotation for any ex-
pression formed from the logical expressions of Begriffsschrift, no matter what the
domain of the theory might be, so long as it contains the two truth-values. A careful
examination of the proof will show that Frege has, in fact, proven more, namely, that
agiven sentence denotesthe Trueif and only if arelated condition obtains, wherethe
sentence stating that condition is a trandation of the sentence in question. It isfor
this reason that Frege can say, in 832, that

not only a denotation, but also a sense, attaches to all names correctly formed
from our signs. Every such name of atruth-value expresses a sense, a thought.
Namely, by our stipulationsit isdetermined under what conditionsthe name de-
notes the True. The sense of this name—the thought—is the thought that these
conditions are fulfilled.

What Frege has doneis to produce an informal, axiomatic theory of truth for the log-
ical fragment of Begriffsschrift and then to prove, informally, that the theory in ques-
tion is adequate, in roughly Tarski’s sense. That is no mean fezt.

6 The basis case: the smooth breathing (I) That accomplished, Frege next at-
tempts to show that the smooth breathing denotes. As he remarks, this part of the
proof is more complicated:

For with this we are introducing not merely a new function-name, but simul-
taneously answering to every name of afirst-level function of one argument, a
new proper name (value-range name) . . . . ([[1, 1:31)

At this point we need to expand the domain of the theory: it will not do to take the
domain to contain merely the truth-values; it must also contain value-ranges, which
are to be the denotations of terms of the form ‘€. ®(¢)’.

Frege does not, however, tell usexplicitly what the domain of the theory isto be:
he cannot do so, because heis attempting, by means of the smooth breathing and the
semantical stipulation he makes concerning it, to introduce value-ranges—not just
into the system, but, so to speak, entirely.?* The semantical stipulation governing the
smooth breathing is not like the stipulations Frege gives for the other primitives. In
the case of the horizontal, for example, he writes:

| regard it as a function-name, as follows: —A isthe Trueif A isthe True; on
the other hand it isthe Falseif A isnot the True. ([7], 1:5)

Frege does, in fact, make a similar stipulation concerning the smooth breathing:?>

.. £.@(€)’ denotes the value-range of the function ‘@ (&) . . . . ([, 1:9)

However, what he means by a ‘value-range’ is explained only as follows:

I use the words ‘the function @ (&) has the same value-range as the function
W(&)' generally to denote the same as the words ‘ the functions @ (&) and W (&)
always have the same value for the same argument’. ([, 1:3)
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The net effect of all of thisisthat the only semantical stipulation Frege has actualy
made is this one:

‘€. (e) = e.W(e) isco-referentia with ‘VX[®(X) = ¥(X)]'.

It isthisthat Frege actually usesin his argument that the smooth breathing denotes?®
(together with an additional stipulation made in 810, which we shall discuss shortly).
But it isfar from obvious that this stipulation actually does assign adenotation to the
smooth breathing. Thisisalarge part of the reason Frege needs to prove that every
well-formed expression of Begriffsschrift has adenotation: the only part of the proof
that isat al difficult isthe proof that the smooth breathing denotes. Frege begins that
argument as follows:

To the inquiry whether a value-range name denotes something, we need only
subject such value-range names as are formed from denoting names of first-
level functions. We shall call these for short fair value-range names. ([7], 1:31)

By the stipulation made in 829, regarding when a second-level functional expression
denotes, Frege must show that every proper name resulting from the substitution of
an auxiliary name of afirst-level function, for the argument of the smooth breathing,
denotes—that is, that ‘¢.®(¢)’ denotes, so long as ‘ ® (&)’ denotes, no matter what.
That iswhy we can restrict attention to ‘fair’ value-range names: to say that ‘é.¢(¢)’
denotesjust isto say that al fair value-range names denote.

It isat this point, then, that we need to consider Frege's condition for a proper
name to denote.

A proper name denotes if the proper name that results from its filling the
argument-places of a denoting name of afirst-level function of one argument
always has a denotation, and if the name of a first-level function that results
from its filling the &-argument-places of a denoting name of afirst-level func-
tion of two arguments always has a denotation, and if the same holds also for
the ¢-argument-places. ([7], 1:29)

What one would have expected Frege to say would have been something like: a
proper name denotes if and only if there is some object it denotes. But the condition
does not take anything like this form: given the form of the semantical stipulation
governing the smooth breathing, there is no way for Frege to show that any term of
the form ‘€. @ (¢)’ does denote an aobject, for the stipulation does not directly assign
denotations to these terms.

Read in the way we read the conditions for functional expressionsto denote, the
condition for a proper name to denote would be this: aterm ‘t’ denotesif and only if
‘“W(t)’ denotes, solongas’' W (&) denotes, no matter what; in particular, ‘¢.®(¢)’ will
denote just in case ‘ W(é.P(€))’ denotes, so long as ‘W (&) denotes. This, however,
cannot be what Frege takes the condition to mean, for he does not argue for any such
claimin 831. What he argues, at least initially, isthat the result of substituting such
atermin any of the primitive, first-level logical expressionswill denote, that is, that
they have avalue for every value-range as argument.
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We must examine whether a fair value-range name placed in the argument-
places of ‘—¢&" and ‘& yields a denoting proper name, and further whether,
when placed in the &-argument-places or inthe ¢-argument-placesof [ ¢ — £']
and ‘& = ¢, it dwaysforms a dencting name of afirst-level function of one ar-
gument. ([7], 1:31)

We shall look at hisargument for an affirmative answer—which | shall call the central
claim—in the next section.

Our present problem is to understand what the condition for aterm to denoteis
supposed to be, that is, how it is supposed to follow from the central claim that fair
value-range names denote. Perhaps surprisingly, though, Frege himself says almost
nothing about the matter:

We have seen that each of our simple names of first-level functions* —¢&’, ‘1 &/

[(¢— &],and & = ¢, up to now recognized as denoting, produces denoting
names upon admission of fair value-range names in the argument-places. Thus
the fair value-range names may be admitted into the sphere of denoting names.
Thereby, however, the same thing is decided for our function-name ‘€.¢(¢)’,
since it now follows universally from the fact that a name of afirst-level func-
tion denotes something, that the proper nameresulting fromitsbeing substituted
in‘é.g(e)’ denotes something. ([7], 1:31)

The central claim having been established, the argument is then to be compl eted thus:
it followsthat al fair value-range namesdenote and, fromthis, that the smooth breath-
ing does. The second inference we have discussed and seen to be unproblematic.
What justifies the first?

Itishard to seethat thereisany alternative to supposing that Frege intends some
sort of induction at this point. And the usual, substitutional interpretation of the ar-
gument derives a great deal of support from its ability to explain what Frege means
to be arguing here. On that reading, the condition for a term ‘t’ to denote is that
‘“W(t)’ should denote, whenever ‘W (&)’ is a denoting functional expression in Be-
griffsschrift; what Frege intends to show isthat ‘ W(é.®(€))’ denotes, if ‘W (€)' isa
denoting functional expression. The central claimisprecisely that thisholdsif * W(&)’
isaprimitive expression, and the proof isto be completed by an application of the ar-
gument of §30.2” On the usual reading, then, two applications are made of that argu-
ment, back-to-back: the first, showing that ‘ W(&.®(¢))’ denotes, whatever denoting
functional expression ‘W (&)’ might be; the second, that al well-formed expressions
denote, where thefirst application of the argument establishes part of the basis of this
induction, namely, that the smooth breathing denotes.

We have, of course, aready seen that the substitutional interpretation of Frege's
argument faces fatal objections. But it will not suffice simply to point to themin re-
sponseto theinterpretation just outlined. In principle, one could concedethat Frege's
argument cannot, in general, be read along substitutional lines, but yet insist that this
part of the argument must be so read—in particular, that, since the condition for a
proper name to denote cannot be read as | have argued the other conditions should
be, there is no alternative but to read it substitutionally.

Still, I doubt that thishybrid interpretation can beright. Frege cannot be attempt-
ing to show that ‘ W(&.®(¢))’ denotes, whatever functional expression ‘W (&)’ might
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be: one such expression is ‘(o = £)’, and we cannot conclude, as it were, during
theinduction, that ‘a(a = ¢&.®(¢))’ denotes: we simply have no way to show that yet,
sincethewhole point of the argument isto show that fair value-range names denote.?
Of coursg, it is part of the condition that “ W (&)’ should itself denote, but it isunclear
what force this restriction might have: it isnot asif ‘@(x = £)’ doesn’t denote.?®

The key to understanding Frege's condition for a name to denote is a passage
early in 831. He writes:

We start from the fact that the names of truth-val ues denote something, namely,
either the True or the False. We then gradually widen the sphere of names to
be recognized as denoting by showing that those to be adopted, together with
those already adopted, form denoting names by way of the one's appearing at
fitting argument-places of the other. (Italics mine)

Note carefully what Frege says here: that it will suffice to show that a new expres-
sion denotes to show that the results of putting it in the argument-places of names
“aready adopted,” that is, already recognized as denoting, denote. So, in the context
of the argument that the smooth breathing denotes, what needs to be shown is that
‘W(e.D(€)) denotes, if ‘W (&)’ isan expression already recognized as denoting—that
is, afunctional expression constructed fromthelogical expressionsalone, sincethose
arethe expressionswe have, at that point, recognized as denoting. Indeed, since what
are “adopted” are primitive expressions, the condition might be as weak as this: that
the results of putting fair value-range names in the argument-places of the primitive
logical expressions denote.® Thisreading of Frege's condition fitswell with the pas-
sage quoted above;

We have seen that each of our simple names of first-level functions‘—¢&, ‘+&’,
[(¢— &],and & = ¢, up to now recognized as denoting, produces denoting
names upon admission of fair value-range names in the argument-places. Thus
the fair value-range names may be admitted into the sphere of denoting names.
(Italics mine)

What Frege seems to be saying here is that it follows immediately from the central
claim that fair value-range names denote. And, on my interpretation, that is exactly
right: what it is for a name to denote is that all atomic sentences in which it occurs
should have a denotation; the central claim al but is that fair value-range names de-
note.

Theview | am ascribing to Fregeis oneto which we know hewas attracted at the
time he wrote Die Grundlagen. There, he explicitly considers the question whether
fixing the meanings of all identity-statementsin which someterm ‘t’ occurs will suf-
fice to fix the meaning of that term ([[I4], 62). The identity-statementsin which fair
value-range names occur are, of course, among the atomic formulas in which they
occur—and, as we shall see below, Frege correctly argues that fixing the truth-values
of identity-statements will suffice to fix the denotations of all atomic formulas in
which fair value-range names occur. In effect, Frege's condition for fair value-range
names to denote therefore is the condition discussed in Die Grundlagen.

Inthe case of most interest to him, Frege considersthe stipulation that a sentence
of the form ‘the number of Fsis the same as the number of Gs' isto have the same
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truth-value as ‘ The Fs are equinumerous with the Gs'. (Thisis a semantical version
of what is now called Hume's Principle.) His objection is not that the procedure is
wrong in principle: the objection is the Julius Casear objection, that the stipulation
does not fix truth-values for such statements as ‘ Casear is the number of FS'—not,
note, that it could not be supplemented so that it would, although Frege did not see
how the supplementation might be effected (see[l14], 107). Thecaseof the semantical
stipulation governing the smooth breathing is, as has often been pointed out, entirely
paralld: thetwo stipulationsare of the sameform and, aswe shall see, aversion of the
Caesar objection arisesin the case of the smooth breathing, too. L ess often mentioned
iswhat followsfromtheparallelism: that, if, intheintervening years, Fregehad found
an answer to the Caesar objection that satisfied him, he would have been freeto claim
that the semantical stipulation governing the smooth breathing does suffice to assign
denotations to all fair value-range terms. As we shall see, Frege's argument for the
central claim amounts, in large part, to an argument that he has got such an answer.

Onemight object to thisinterpretation that Frege now seemsto be offering some-
thing like a contextual definition of names of value-ranges: yet he explicitly denies
doing so and is opposed to such definitions in general. But | am not claiming that
Frege intended the semantical stipulation governing the smooth breathing as a defi-
nition of names of value-ranges®! but as ameans of (partially) fixing their reference.
Moreover, Frege himself was aware that the way he introduces value-range names is
easily confused with apparently similar procedures to which he objects:

If there are logical objects at al—and the objects of arithmetic are such
objects—then there must also be a means of apprehending, of recognizing,
them. Thisserviceisperformed for us by the fundamental law of logic that per-
mits the transformation of an equality holding generally into an equation . . . .
We thus hope to be able to devel op the whole wealth of objects and functions
treated of in mathematics out of the germ of the eight functions whose names
are enumerated in vol. i, 831. Can our procedure be termed construction? Dis-
cussion of this question may easily degenerateinto aquarrel over words. Inany
case our construction (if you liketo call it that) is not unrestricted and arbitrary;
the mode of performing it, and its legitimacy, are established once and for all.
(Italics mine) ([[Z], 11:147, see also 146.)

Frege does not refer to 831 here just because his eight primitive expressions happen
to be listed there: rather, it was there that he intended to establish the legitimacy of
the semantical stipulation governing the smooth breathing, by showing that it does
suffice to assign it a denotation. What distinguishes his method from those to which
he objectsisnot so much the kind of procedure he uses—some kind of “construction”
or “abstraction” —but the fact that he has, first of al, formalized the method and, sec-
ondly, established its legitimacy, in that sense.

But one might well wonder whether, if Frege does adopt this condition for a
name to denote—that all atomic sentences in which it occurs denote—he can still
argue, on that basis, that every well-formed expression denotes. The answer, how-
ever, is that he can—or rather that, though he cannot, the reason has nothing to do
with the specific interpretation | am offering of the condition. The argument of 830
purportsto show that, if all the primitive expressions denote, then all expressions cor-
rectly formed from them denote: in effect, it purportsto show that, if all atomic sen-
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tences denote, so do all complex sentences. Applied to the case at hand, the argu-
ment goes like this. Call an expression which can be constructed in the first way,
from the logical expressions and the smooth breathing, a simple expression of rank
0.%2 The argument that all logical expressions denote, and that expressions formed
from denoting expressions in the first way denote, showsthat all expressions of rank
0 constructed without using the smooth breathing denote. Moreover, an expression
like'é.(—e) isafair value-range term, since ‘ —&’ denotes: so ‘¢.(—¢)’ denotes. By
the central claim, all such expressionsas‘ —¢.® (€)' and ‘€. W(e) = ¢&.P (€)' denote, if
‘eD(E) and e W(e) arefair value-range terms: so expressionslike‘—é.(—e)’ and
‘& = é.(—e€)’ denote; so expressions like ‘Vx.x = &.(—e)’ denote. And so on and so
forth. So all simple expressions of rank 0 denote.

And now the induction can continue. We can form functional expressions in
the second way from simple expressions of rank 0. Call these composite expressions
of rank 0, and call expressions constructed in the first way from the logical expres-
sions, the smooth breathing, and composite expressions of rank 0, simple expressions
of rank 1.3 Frege takes himself to have shown, in §30, that if ‘ F£ is a compos-
ite expression of rank 0, it denotes. It follows, first, that all expressions of rank 1
which are constructed without additional uses of the smooth breathing—for exam-
ple, ‘Vx.FxX'—denote. Secondly, ‘¢.Fe’ isafair value-range term, which therefore
denotes; so, by thecentral claim, ‘ —¢é. F¢’ and thelike denote. And so on and so forth.
So all expressions of rank 1 denote, and off we go.

There are problems with this argument, but we knew that there would be prob-
lems. Consider ‘VF.F(é.(—¢€))’. To conclude that it denotes, we need to know that
the composite second-level functional expression‘ ¢(é.(—¢))’ denotes. Thisisacom-
posite expression of rank 0, which isconstructed from* —é.(—e¢)’ by omitting thefirst
occurrence of the horizontal. Now, ‘¢(é.(—¢))’ denotesjust in case‘ W (¢.(—¢))’ de-
notes, so long as ‘W (&)' denotes, no matter what. The argument that it does is the
argument that expressions formed in the second way denote, that * W (é.(—¢))’ could
have been formed in the first way—that is, that isitself a simple expression of rank
0O—and we aready know all such expressions to denote. Hence, as was said at the
end of 84 above, Frege's argument presupposes that auxiliary functional expressions
are among the primitive expressions of the language (that is, anong those from which
simple expressions of rank 0 are constructed). Of coursg, it iseasy enough to include
them. But if we do, the argument stalls ailmost immediately, for we have no way to
show that ‘W (& (—¢))’, which isasimple expression of rank O, denotes, for any par-
ticular denotation that ‘W (&)’ might have. The point may also be put in Tarskian
terms. what we need to know is that ‘ F(é.(—¢))’ denotes, no matter what might
be assigned to ‘ F&’, and, to determine a truth-value for this formula under such an
assignment, we have to know which object in the domain ‘¢.(—e)’ denotes.®* But
the semantical stipulation governing the smooth breathing does not tell us that—and
the condition for a proper name to denote deliberately falls short of requiring that it
should. Thatiswhy | said abovethat thefailure of Frege'sargument isindependent of
my specific interpretation of this condition. It is due, quite simply, to his not reading
that condition the way he should—asrequiring that * W (t)’ denotes, whenever * (&)’
denotes, no matter what.

Note that this part of the argument does, however, work for the first-order frag-
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ment of the language.3® The problem with the proof concerns the treatment of for-
mulas which contain auxiliary functional expressions—roughly, free second-order
variables—and there is no need to make use of such expressions in giving a se-
mantic theory for the first-order fragment. And so, if Frege's argument that the
smooth breathing denotes also worked—that is, if hisargument for the central claim
worked—hewould have given acorrect proof of the soundness of thefirst-order frag-
ment of the Begriffsschrift. Unfortunately, aswe shall see, Frege'sproof of the central
claim isirremediably flawed.

7 Thebasiscase: thesmooth breathing (I1)  Assaid earlier, Frege'sargument that
the smooth breathing denotesis an argument for what | have called the central claim,
that “each of our simple names of first-level functions ‘—¢, ‘+&', ['¢ — £'], and
‘&= ¢, upto now recognized as denoting, produces denoting names upon admission
of fair value-range namesin the argument-places.” He arguesthat it sufficesto show
that the result of substituting afair value-range nameinto ‘& = ¢’ denotes. For, if so,
then

it isalso known that we always obtain a denoting name from the function-name
‘& = (£ =¢&)", if weput in the argument-places afair value-range name. Since
now, according to our stipulations, the function —& aways has the same value
for the same argument as the function & = (¢ = &), it is aso known of the
function-name ‘—¢’ that a proper name of a truth-value always results from
it by substitution of a fair value-range name. By our stipulations the names
‘A" and ['A — T'] always have denotations if the names*—A’ and ‘' —TI"
denote something. Sincethisisnow thecaseif ‘T and* A’ arefair value-range
names, we always obtain denoting proper names from the function names ‘ +£¢’
and ['¢ —> &'] by placing fair value-range names or names of truth-valuesin
the argument-places.

Since ‘—A’ has the same denotation as ‘A = (A = A)’ (see [7], 1:10), and since
e D(e) = (&P (e) = & D(€)) denotes,  —¢&. D (¢)’ denotes. The other operatorsthen
take care of themselves, since they embed a horizontal.

It will thus suffice to show that the result of substituting afair value-range name
for one argument of the identity-function denotes. Frege beginsthat argument asfol-
lows:

Thequestioniswhether ‘& = €. ® (¢)’ isadenoting nameof afirst-level function
of one argument,3 and to that end it is to be asked in turn whether all proper
names, that result from our substituting in the argument-place either a name
of atruth-value or afair value-range name, denote. By our stipulations, that
‘€.®(e) = €.W(e)' isalwaysto havethesamedenotationas‘ VX[ & (X) = W(X)]’,
that [the Trueisidentical with itsown unit class], and that [the Falseisidentical
with its own unit class], a denotation is thus secured in every case for a proper
name of theform ‘"= A" . . ..

The functional expression ‘& = €.®(¢)’ will denoteif and only if ‘A = &® (€)' de-
notes, solong as‘' A’ denotes, no matter what. Frege supposes that it suffices to con-
sider only instances of two sorts: those of theform‘é. W (e) = €. @ (€)', where & W (e)’
isitself afair value-range name, and those of the form ‘'T" = €.® (¢)’, where ‘T de-
notes a truth-value. The denotations of instances of the first sort are supposed to be
determined by the semantical stipulation governing the smooth breathing. In order
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to provide a denotation for instances of the second sort, though, Frege will need to
specify whether the truth-values are value-ranges and, if so, which they are—whence
the second case should reduce to the first. It isin [IZ], 1:10 that Frege discusses this
guestion. He argues, first, that the semantical stipulations made to that point do not
decide it and, moreover, that he isfreeto stipulate that the True and the False should
beany distinct value-rangesat all. Eventually, he stipulatesthat the True and the Fal se
are to be identified with their own unit classes. Frege claims that this stipulation, to-
gether with that governing the smooth breathing, then decides the truth-values of all
instances of the second sort.3

It is tempting to think that it isin restricting attention to instances of these two
sorts that Frege makes his second mistake. For suppose that there are objects other
than truth-values and value-rangesin the domain of the theory—as many would think
there must be, sinceit iswidely held that, for Frege, the quantifiers always range over
all the objects there are. If so, then showing that instances of these two sorts denote
does not show that ‘A = é&.®(¢)’ denotes so long as* A’ denotes, no matter what—
in particular, it does not show that this sentence denotes if * A’ denotes something
other than a truth-value or value-range, say, Julius Casear. One might have thought
otherwise: one might suggest, as Moore and Rein do that

Frege was concerned only with questions which could be stated within his for-
malism. Since his formalism contains proper names only for value-ranges and
the two truth-values, questions involving other objects . . . cannot be formu-
lated within the system. ([[L9], note 9)

But this simply isn’t true. We can formulate the question whether every object is a
value-range: isit the case that Vx3F.x = €. F (¢)? Now, Frege's goa isto show that
every well-formed expression denotes: and to show that ' Vx3F.x = &.F (¢)’ denotes,
he must show that the functional expression ‘3F.& = €.F(¢)’ denotes. To show that,
Frege needsto show that ‘3F.A = & F(¢)’ denotes, solongas‘ A’ does, and so also
toshowthat ‘ A = &€.®(¢)’ denotes, solongas‘ A’ and ‘@ (&)’ do. Thatis: by Frege's
own lights, ‘Vx3F.x = &.F(¢)’ will not denote unless* A = &.®(¢)’ does, so long as
‘A’ does, no matter what. If Caesar is a member of the domain, the case in which
‘A’ denotes him must be considered; it is quite irrelevant whether there is a name
in Begriffsschrift that denotes him. It follows that, if we accept that, for Frege, the
domain of quantification isalwaysunrestricted,3 we must convict him of here having
made his second mistake.

There is an aternative: we can take Frege tacitly to be restricting the domain
of the theory to truth-values and value-ranges. This might seem unmotivated. But it
was in order to handle casesin which * A’ denotes a truth-value that Frege needed to
make aspecial stipulation in 810 concerning the truth-values. Had there been objects
other than truth-values and value-ranges in the domain, similar stipulations would
have had to be made regarding whether they were value-ranges, and if so which ones,
for exactly the same reason. One might suggest that Frege thought that he needed to
make a stipulation concerning the truth-values only because there are actual terms
in Begriffsschrift which denote them—and so convict him of having made the same
mistake made by Moore and Rein. But it is utterly implausible that Frege should
have made this mistake. | did not choose the sentence ‘' Vx3F.x = é.F (¢)’ arbitrarily.
Although it is hard to know whether Frege thought much about it, he undoubtedly
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thought a great deal about the predicate ‘3F.& = é¢.F(¢)’, for the question whether
the semantical stipulation governing the smooth breathing has provided this predi-
cate with a denotation just is the Julius Caesar problem.*°

Frege's discussion of that problem, at [14], 66-67, concerns sentences of the
form ‘t = Nx: FX'. ('NX: ¢X ishere an expression of the same type as ‘€.¢(¢)’,
completions of which are intended to denote cardinal numbers.) At this point in Die
Grundlagen, Fregeisconsidering whether the stipulationthat * Nx : Fx = Nx: GX' is
to havethe sametruth-value as' F£ isequinumerous with G¢' sufficesto explain, not
only names of individual numbers, but the concept of number: the title of that chap-
ter, “ To obtain the concept of number, we must fix the sense of anumerical identity,”
indicates that the plan is to fix the truth-values of numerical identities by means of
this ‘contexual definition’ and then to use that to define the concept of number.

The problem Frege raises, the “third doubt which may make us suspicious of
our proposed definition,” is that the relevant stipulation does not fix the content of a
sentence of theform ‘t = Nx: Fx, unless‘t’ isitself of the form *Nx ;: Gx': 4

Naturally, no one is going to confuse Julius Caesar with the number belonging
to the concept F; but that is no thanks to our definition of number. That says
nothing as to whether the proposition

‘the number belonging to the concept F isidentical with g’

should be affirmed or denied, except for the one case where q is given in the
form ‘the number belonging to the concept G’. What we lack is the concept of
number; for if we had that, then we could lay it down that, if g is not a number,
our proposition is to be denied, while if it is a number, our origina definition
will decide whether it isto be denied or affirmed. So the temptation isto give
as our definition:

g isanumber, if thereisaconcept F whose number is g.

But then we have obviously come round in acircle. For in order to make use
of this definition, we should have to know already in every case whether the
proposition

‘the number belonging to the concept F isidentical with g’
was to be affirmed or denied. ([IZ], 66)

Fregeis here using the Caesar objection to argue that the stipulation governing ‘ Nx :
X failsto fix the concept of number. If it had fixed it, the content of the predicate
‘& = Nx: Fx woulditself havebeenfixed, that is, thetruth-val ue of every sentence of
theform ‘g = Nx: Fx would have beenfixed: but, asthe case of Caesar shows, there
are sentences of that form whose truth-value has not been fixed. The most obvious
way to try to fix the concept of number—to defineit as‘3F.& = Nx: FX' —thusfails,
precisely because the stipulation has not fixed the content of ‘6 = Nx: FX'.

The same problem arises in Grundgesetze, only this time the functional expres-
sion is not ‘Nx : ¢x', but ‘¢.¢(¢)"; the stipulation is not that introduced in [[14],
63, but that governing the smooth breathing; and the problematic predicate is not
‘IF.£ = Nx: Fx', but ‘3F.£ = &.F(¢)’. But the two situations are entirely parallel.
Frege's solution in Die Grundlagen—to define numbers explicitly in terms of exten-
sions of concepts—is obviously not available here, since extensions of concepts are
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among the things he is attempting to introduce. But nine years later, Frege still has
no general solution to offer, so he attempts to finesse the issue by making a specific
stipulation about the truth-values: if that is to work, the domain has to be limited to
truth-values and value-ranges, and Frege must admit that he has not fixed the con-
cept of avalue-range completely, but has only “determined the value-ranges so far as
isherepossible” ([[7], 1:10). Sincethisstipulationismade precisely in order toresolve
aspecial case of the Caesar problem, by providing for the casein which ‘A’ denotes
atruth-value, it is extremely unlikely that Frege could have overlooked the need to
make similar stipulations about any objects other than truth-values and value-ranges
which might have been in the domain.

| thus see no option but to suppose that Frege intended to limit the domain of the
theory to truth-values and value-ranges.*? If so, his considering only the two sorts
of instances he does is not a flaw in his argument. Every object in the domain is
either a truth-value or the denotation of ‘&.W(¢)’, where ‘W (€)' denotes a function,
since every value-range is the value-range of some function. Hence, to show that
‘A = &.®(e)’ denotes, whatever * A’ denotes, it is enough to show that ‘T" = €. ®(¢)’
denotes, so long as ‘T denotes a truth-value, and that ‘€. W(e) = ¢.® (€)' denotes,
solong as ' W(&)' denotes, no matter what. (That is why we can restrict attention to
fair value-range names on the left-hand side of the identity-statement.) And now it
might seem like Frege is home: the stipulations made in 810 reduce the first case to
the second; and the semantical stipulation governing the smooth breathing tells us
that ‘€. W(e) = €D (€)' istruejustin case ' Yx(W(X) = & (X))’ istrue.

Unfortunately, matters are not so simple. Let us proceed slowly. Frege'sinten-
tion is to determine whether ‘A = €.®(¢)’ is true, where ' A’ denotes a particular
value-range—call it T—by asking whether ‘€. W(e) = &.®(¢)’ istrue, when ‘W (&)’
denotesafunction whosevaue-rangeis . Thereissomesuitable functionfor * W(&)’
todenote, f (&), say, sinceevery value-rangeistheva ue-range of somefunction. The
stipulation governing the smooth breathing thentellsusthat ‘€. W(e) = ¢€.® (€)' istrue
if and only if ‘YX[W(x) = ®(X)]" istrue, where W (&)’ denotes f (£). Suppose, how-
ever, that 7 isthe value-range of two different functions. Then ‘A = €. ® (€)' isaso
truejustincase’ €. W (e) = &.®(¢)’ istrue, where' W (€)' denotes some other function,
g(&), say. But then the semantical stipulation governing the smooth breathing makes
‘A = &.® (€)' both true and false when ‘@ (&)’ denotes (&) and ‘A’ denotes 7.4
Frege is thus tacitly supposing that no object in the domain is the value of “¢.® (¢)’
for morethan one assignment to* ® (&)’ . And that isimpossible, sinceit requiresthat
the objectsin the domain bein one-one correspondence with the conceptstrueor false
of them, that is, with the power set of the domain, contra Cantor’s Theorem.

If weleave mattersthere, however, it looksasif the problemwith the proof liesin
the nature of the semantical stipulation Frege actually makes.* But suppose we say,
not that ‘€. W (¢) = €. @ (€)' isto havethe sametruth-value as‘ VX[ W (x) = ®(x)]’, but
that ‘ Nx: Wx = Nx: &X' isto have the sametruth-value as ‘ W (&) is equinumerous
with ®(&)'. Suppose, further, that we restrict the domain to truth-values and nunt+
bers, and offer asolution to the Caesar problem for that case parallel to the one Frege
offered in [, 1:10 (say, stipulate that the Trueis Nx : x = x; the False, NX : X # X).
Would that make any difference? The answer is“No,” for we can just repeat the dis-
cussion in the previous paragraph, mutatis mutandis. The problem, thistime, will be
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that the argument tacitly supposesthat no number isthe number of hon-equinumerous
functions. Not that this is impossible: as is by now well known, if the domain is
Dedekind infinite, it is possible. The difficulty isthat the argument assumes precisely
what it is supposed to prove. For the tacit assumption isthat * Nx : ¢x’ has a denota-
tion consistent with the semantical stipulation in question, when what theargument is
supposed to show is precisely that the stipulation sufficesto assign it one. The proof
is, therefore, viciously circular.

To summarize: the argument that the smooth breathing denotes amounts to an
argument that the semantical stipulation governing the smooth breathing suffices to
fix the denotations of sentences of theform ‘A = é&.®(¢)’; the fundamental idea be-
hind the proof is that, since the domain contains nothing but value-ranges, the deno-
tation of such a sentence can be identified with that of a corresponding sentence of
theform ‘€. W(e) = &.®(¢)’. But this move depends upon atacit supposition that ev-
ery object is the value-range of but one function. The moral of the story isthusthis:
despite al Frege's effort and ingenuity, he still has not resolved the Caesar Problem.
Thisis not because there is a lingering problem about identity-statements involving
objects other than value-ranges, but because his stipulations do not suffice to fix the
truth-values of sentencessuch as‘ A = ¢.®(¢)’, even if we assume that every object
isavaue-range. The situation could hardly be moreironic: it was, to answer one of
Dummett’s questions, the Caesar Problem that was the serpent in Eden; yet it was it
that led Frege to introduce value-ranges in the first place.

8 Closing | beganby raising aseriesof questions: how Fregeintended to show that
every well-formed expression in Begriffsschrift denotes, why he thought he needed to
show this, and upon what assumptions hisargument depended. We have discussed the
nature of Frege’'s argument in detail and have seen that it depends, at crucia points,
upon assumptions he had no right to make. On the other hand, however, we have seen
that the argument fails at very particular points and that large parts of it are salvage-
able: in particular, once the nature of Frege's talk of instances has been understood,
we can see that he has given an informal theory of truth for the logical fragment of
Begriffsschrift and informally proved itsadequacy. The problemswith the proof arise
in connection with the smooth breathing and are due to peculiarities of the semantical
stipulation governing it.

As for why Frege offered such a proof at all, we have uncovered a couple of
reasons. First, the proof is to show that the system satisfies the  fundamental princi-
ple’ that well-formed names“ must always denote something” ([[7], 1:28), most impor-
tantly, that the smooth breathing denotes, which is far from obvious, given the form
of the semantical stipulation governing it. More interestingly, the argument consti-
tutes apartial resolution of the Caesar problem: it purportsto show that the predicate
‘IF.& = &.F(¢)’ has been given areference, at |east when the domain of the theory
isrestricted to truth-values and value-ranges. Answering this objection allows Frege
to do what he could not do in Die Grundlagen, namely, to claim that the semantical
stipulation governing the smooth breathing of itself assigns denotationsto the value-
range terms and simultaneously determines the domain of the theory. It would have
been an extraordinary coup, had it worked.

Indeed, the coup would have been one of anow familiar sort. Frege's plan was,
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in effect, to fix the denotations of al atomic formulas—identity-statements contain-
ing value-range terms being the central case—and then to let that generate a domain
for the theory. Far from being silly, this is the same idea that lies behind Henkin's
proof of the completeness of the first-order functional calculus. In that case, we take
aconsistent theory T and expand it to atheory T’ that is maximal consistent and ‘ has
witnesses .*> We then consider the following equivalence relation between terms:

t~u iff ‘t=ueT/

take the domain to consist of equivalence classes under thisrelation; let aterm denote
its equivalence class; and so forth. The problems with Frege's argument, seen from
this perspective, aretwo: such aprocedureisnot availablein the case of second-order
theories, and Frege does nat, in fact, succeed in assigning denotationsto all the atomic
sentences, in thefirst place. Indeed, since this sort of construction worksonly if T is
consistent, Frege's attempt to use such a construction to prove the soundness of this
theory is, once again, vicioudly circular.

There is another sort of purpose which 831 is often said to have had: namely,
to demonstrate the consistency of the Begriffsschrift. According to theinterpretation
| have offered, this was not among Frege's primary motivations. On the other hand,
however, | do think that Fregewasawarethat it followed from what he had argued that
the Begriffsschrift was consistent. The consistency of the system does not, of course,
follow from the fact that every well-formed expression has a reference: one could
simply stipulate that every nameisto denote the True; that every first-level functional
expression (including the logical expressions) is to denote the function whose value,
for any argument, is the True; and so forth. That would assign every expression a
denotation, but it is quite irrelevant to the question of consistency.*6

But Frege's conclusion wasnot that all well-formed expressions have been given
a denotation, but that the semantical stipulations made regarding the primitive ex-
pressions provide them with denotations. And Frege argues, elsewhere in Part | of
Grundgesetze, that those stipulations assign the value True to al axioms of the the-
ory and validate its rules of inference (see [[15], §2). Given that thereis at least one
sentence which is assigned the value False by the stipulations, the consistency of the
system follows (or would follow). Indeed, Frege himself was fond of pointing out
something similar, that the best (if not the only) way to show that aformal theory is
consistent is to show that its axioms are true and that its rules are truth-preserving
(Frege [[IT], pp. 277-78, op. 324 and [[LI], p. 325, op. 394; see also Dummett [2]).

Moreover, there is solid textual evidence that Frege knew that the argument of
§31 would have implied the consistency of the Begriffsschrift. In his first letter to
Russell, Frege writes:*’

Your discovery of the contradiction has surprised me beyond words . . . . It
seems accordingly that the transformation of the generality of an identity into
anidentity of value-ranges . . . isnot alwayspermissible, thatmylawV . . . is

false, and that my explanations in sect. 31 do not suffice to secure areference
for my signsin all cases.

Thisisalist of three things which Frege thinks follow from Russdll’s discovery of
the inconsistency of Axiom V: among these are that Axiom V is false and that the
argument given in [, 1:30-31 does not work. Note how this latter fact is treated as
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being as obvious a consequence of Russell’s discovery asthe former, which really is
obvious. Thereasonissimple: it followsfrom the argument givenin 831 that the Be-
griffsschrift is consistent, and yet “Herr Russell hat einen Widerspruch aufgefunden

9 Appendix: Outline of a Fregean theory of truth  We begin with an aobject-
language £, say, the language of first-order arithmetic.*® We shall define truth for
an infinite collection of extensions of £. We assume that we have afixed, countably
infinte list of new, auxiliary constants, a;, ap, and so forth. The relevant extensions
of L are those containing finitely many of these auxiliary constants, with respect to
which the languages are interpreted. The set of al such extensions we denote L*,
and wewrite‘a; € L’ to mean that g isatermin thelanguage L. Wewrite‘L <; L”
to mean that L’ extends L precisely by containing the auxiliary constant a; not con-
tained in L; ‘den(t, L)', to mean the denotation of t in the language L; ‘true(S, L)',
to mean that Sistruein L. And we assumethat ‘L’ and similar variables range only
over languagesin L*.

Much of thetruth-theory isfamiliar. For the primitive, nonlogical vocabulary of
L, we adopt a series of axioms stating their semantic values, not just in £, but in al
languages L € L*. Thus

den(‘0’, L) = 0

den("St7, L) = S(den(t, L))
den("t+u7, L) = den(t, L) + den(u, L)
den("t xu™, L) = den(t, L) x (den(u, L)

For the logical vocabulary, other than the quantifiers, we have similar axioms:

true("t=u", L) iff den(t, L) =den(u, L)
true("A& B, L) iff true(A, L) & true(B, L)
true(" A7, L) iff —true(A, L)

Obvioudly, parallel axioms can be written down for the other connectives.

Itisonly when we get to the quantifiersthat things get interesting. Theideaisto
say that a sentence "Vv. A(v) 'istrueif and only if " A(t) ' is true, whatever t might
denote. Here, t isto be an auxiliary term, and ‘whatever it might denote’ is to be
cashed out in terms of the extensions of L, in which t denotes the various objectsin
the domain. The clause we need is thus something like

true("Vv.A(v) 7, L) iff VL' >; L.true("A(a)7, L).

Although thiswill do, it is best not to formulate the condition in thisform, asit does
not extend smoothly to non-first-order quantifiers, such as ‘Most’. A more useful
variant is

true("Vv.A(v) ", L) iff
Vx € Dom(£)3L" >j L[den(a;, L") = x & true(" A(a) ", L)].

And similarly,

true("3v.A(v) ', L) iff
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Ix € Dom(£)3IL’ > L[den(a;, L") = x & true(" A(a) ", L")]

Note how the quantifier ‘X' has simply been replaced by ‘3x’: apardlel clauseis
available for other quantifiers.*

In order for these clauses to work, we need to make certain assumptions about
thelanguagesin L*. First of al, for any language L, for any auxiliary constant a not
contained in it, and for any object x in the domain, there needs to be a language L’
suchthat L’ >; L and den(a;, L") = x. Secondly, we need to assume that every lan-
guage L assigns a unique denotation to each of the auxilary constants a; contained in
it. And finally, we assume that each such language contains only finitely many of the
auxiliary constants.>? Given these assumptions, itiseasy to seethat thetheory of truth
sketched aboveis, as Tarski would say, formally and materially adequate. Indeed, the
easi est way to seethisisjust to notethat nothing in the theory of truth tellsusanything
at all about what the ‘languages’ in question are, nor what the *auxiliary constants
are supposed to be, nor what it meansto say that one of themis‘in’ alanguage. Sofar
as the formal theory is concerned, languages might as well be sequences (better yet,
functions from arbitrary finite sets of natural numbersto objectsin the domain); aux-
iliary constants could be free variables; and a constant’s being ‘in’ alanguage could
just beits having been assigned avalue by the sequence. The Fregeantheory is, there-
fore, mathematically equivalent to the Tarskian one, although the ideas behind them
are quite different (and importantly so in certain contexts).>!

There are two crucial results that can be proven at this point, both of them ana-
logues of results that Tarski proves. Thefirst, in Tarski, isthat, if Sisaformulaand
o and t are sequences differing, if at al, only in what they assign to variables not free
in S, then Sis satisfied by o if and only if it is satisfied by z. In the context of the
Fregean theory, the result isthat, if Sisasentenceand L and L’ are languages which
agree on the denotations of all auxiliary constants appearingin S, then Sistruein L if
andonly if itistruein L’. The second isasimple corollary of thefirst: in Tarski, itis
that, if Sisaclosed sentence, thenitissatisfied by al sequencesor by none. Here, the
result isthat, if Sdoesnot contain any auxiliary constants, it istrue in all languages
or in none.

That completes the sketch of one sort of Fregean truth-theory. Although it does
make use of Frege'sidea of an auxiliary constant, however, it is not entirely true to
Frege's thought: it does not, in particular, reflect his doctrine that expressions of all
types have denotations, and it isfor thisreason that the notion of an auxiliary constant
appears in connection with quantification, rather than with the notion of denotation
(asit doesin [, 1:29). It is therefore worth sketching the details of an alternative
theory, one which, in effect, formalizes the semantic theory Frege presentsin Part |
of Grundgesetze.

We will here make use of a series of denotation-predicates. Thus, we shall have
apredicate ‘den(t, x, L)', to beread ‘'t denotes x in L’; ‘deny(f, ¢Xx, L)’, to be read
‘ f denotes the function ¢& in L’; ‘deng (M, ®4Fx, L)', to be read ‘M denotes the
(second-level) concept dyex in L’; and so forth.>?
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For the nonlogical vocabulary, we have the following axioms.>
den(‘0’,0, L)
deny("S, S, L)
denx,y(‘s+ n,x+y L)
denX,y(‘g X 77’7 XX ys L)
For the logical constants;>*

deny y(‘6=n",x=y,L)
denp,q(‘g& 7”7 p& q’ L)
denp (‘=& —p. L)

deng (‘Yv.pv', VX.FX, L)

And we need a series of compositional axioms.

den(‘et’, x, L) iff 3fay[den,(‘pé’, fz L) & den(‘t’,y, L) &
x= fy]

den(*®t’, p, L) iff  IF3y[den,(‘®&’, Fz L) & den(‘t’,y, L) &
p=Fy]

den(‘gtu’, x, L) iff  3g3v3w[den,y(‘Pén’, gzy, L) & den(‘t’, v, L)

& den(‘u’, w, L) & X = guw]
den(*My®y', p, L) iff 3IVIF[deng(‘Mygy', ¥,Gz L) & den (' &', Fz,
L)& p=VY,F7

And so forth.

These axioms, however, do not suffice: although they assign denotationsto all of
the primitive expressions, and to some complex expressions compounded from them,
they do not suffice to assign denotations to all expressions. Indeed, as alittle experi-
mentation will show, they assign denotationsto all and only expressions constructed
in Frege's‘first way’. We therefore require an axiom stating what the denotation of a
complex predicate (or functional expression) isto be, that is, what the denotations of
expressions constructed in Frege's ‘second way’ are. And itisat precisely thispoint,
interestingly enough, that the auxiliary constants become important: the ideais that
acomplex predicate ‘ ®&" will betrue of an object x just in case " ®a; " istrue, when
‘ay’ istaken to denote x. Therequired axiom isthis:

deny (' @&, Fx, L) iff
vx € Dom(£)3L" > L[den(‘a’, X, L") & den("®a; ", T, L") = Fx]

Or more concisely
deny(‘®&, 3L > L[den(‘a’, x, L") & den("®a ", T, L")], L)

Thisaxiom is closely related to Frege's condition for a functional expression to de-
note: for therewill beafunction denoted by ‘ ®¢' if and only if " ®a; ' denotes, solong
as ‘g’ denotes, no matter what; moreover, the function denoted will be that whose
value, for argument x, isthe value of " ®a; ', when ‘a’ denotes x.

Itiseasy enough to seethat the theory just presented isagain formally and mate-
rially adequate. Obviously, there are many possible variations on thistheme: some of
the variations may be of more interest than this one. My present purpose has simply
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been to show that truth-theories can be given which take Frege's semantic doctrines
seriously. How best to formulate such a theory, for various purposes, is a question |
shall not take up.
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NOTES

1. Frege [, part 1, with which | shall be concerned, was translated by Montgomery Furth
and published as[13]. | shall, without comment, make some changes to Furth’s transla-
tion, and to others, mostly to unify terminology (but sometimes to make the translation
more readable). References will be in the text, marked *[7]’, followed by a Roman nu-
meral for the volume number and a section number.

Frege does not clearly distinguish between his formal language and the formal theory
he states in that language. | shall not, therefore, make much of this distinction, but it is
worth respecting it, at least verbally. | shall therefore use the term ‘the Begriffsschrift’
to refer to the theory; * Begriffsschrift’, without the article, to refer to the language.

2. | haveinmind such authorsasDreben, Goldfarb, Ricketts, and Weiner. See, for example,
Ricketts [[23], and Weiner [25]. For critical discussion, see my [15], and Stanley [24].

3. For examples of this sort of interpretation, see Resnik [22], Martin [[17], and Dum-
mett [4], pp. 215-22. For an early, and influential, discussion, see Parsons[[20], pp. 159
60.

4. Fregeuseslower case Greek letters, suchas‘ & and ‘¢’ , asplaceholders, in Quine' ssense:
their purpose is to indicate the positions of argument-places within predicates. Frege
uses ‘¢’ similarly, but to indicate second-order argument-places. | shal follow himin
this.

5. Note that Frege here uses the word “name,” as elsewhere in [7], to mean simply
“well-formed expression”: a name could be either a proper name—which includes the
sentences—or a‘ function-name’, aone- or more-placefunctional expression, of any log-
ical type.

6. For example, to form: Vy(YX.x = X —> Fy).

7. Note that the issue concerns not just whether all functions have names, but whether all
objects have names. To the best of my knowledge, no one has ever claimed that Frege
held this view.
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Of course, Frege cannot be talking here about the defined symbolsto beintroduced later
in Part |: names of these functions are aready present in the language. Compare the
passage from [[7], 1:10 quoted in note 30.

See the appendix for an outline of such atheory. Such atreatment of quantification is
given in Mates[[18], thefirst edition of which was published in 1965. The connection to
Frege'sideas was, to the best of my knowledge, first made in Dummett [E], pp. 15-19.
The potential interest of such theoriesfor empirical semanticswasfirst notedin Evans|5]
(see especially pp. 83-87).

Frege does sometimes speak in away such asthat | shall be employing on hisbehalf. In
concluding his argument that the smooth breathing denotes, he speaks of its following
“universally from the fact that aname of afirst-level function denotes something that the
proper name resulting from its being substituted in ‘€.¢(¢)’ denotes something”: and he
might just as well have said here that ‘¢.® (¢)’ denotes, so long as ‘@ (&)’ denotes, no
matter what. Other such passages will be quoted below. But thisis hardly conclusive.

A ‘proposition’, as Frege uses the term, is “the presentation of ajudgment by use of the
sign‘+" " (@, 1: 5).

| have slightly altered the translation.

I think we can safely discount the possibility that Frege is anticipating the notion of dy-
namic binding.

Hereand below, we are effectively assuming that to say that aproper name denotes some-
thing just isto say that there is some object in the domain which it denotes. Aswe shall
see below, the condition Frege specifies for when a proper name denotesis not this one,
but another, much more complicated one. See note 21 and thetext to whichit isattached.

Furth makes some alterationsto the text, on the basis of his understanding of what Frege
istrying to say. But it is Furth’s reading, and not the text, which isincorrect.

Consider theexpression‘ Ft —> Vx. Rxt’, whichisconstructed asfollows: first, weform
‘Ft’, by filling theargument-placeof ' F& with‘t’; * Ret’, by filling the second argument-
place of ‘ REn’ with 't’; ‘Vx.Rxt’, by filling the argument-place of the universal quanti-
fier with * R&t’; and our target, by filling the &-argument-place of ‘& — n’ with  Ft’,
the ¢-argument-place, with ‘Vx. Rxt’. Suppose we now replace both occurrences of ‘t’
with onesof ‘u’: then the resulting sentence, ‘ Fu —> ¥x.Rxu’, can beformedinasim-
ilar manner: we need only fill the argument-place of ‘ F&', and the n-argument-place of
‘Rén’, at the appropriate points in the construction, with ‘U’ instead of ‘t’.

Note that Frege does indicate here that the second way can also be applied to expres-
sions themselves formed (at least in part) in the second way. He does not argue that ex-
pressions so formed must denote, but the argument for that claim is a simple induction
precisely parallel to that given for the basic case.

Resnik objects to this argument that the functional expression® . . . * (X)(X = &)’ must
be formed using the ‘second way’, that is, by forming the name ‘ (x)(x = A)’, where
Ais an object name, and then dropping the occurrence of A. But there is no analogous
method for obtaining the reference of the name [' (x) (x = &)’]. We cannot start with
the object (x)(x = A) and then ‘knock out’ the object A in analogy to Frege's second
way of forming names’ [2Z]. But the denotation of ‘ (X)(x = &)’ is determined by the
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denotations of instancesformed using the auxiliary names, not by “knocking out” objects
from truth-values. Its value, for argument T, is to be the denotation of the expression
‘(X)(x=T)", where ‘T"" denotesI". To put the point in Tarskian style, ‘ (X)(Xx = &)’ is
trueof yif andonly if * (X)(x=y)’ istruewhen 'y’ isassigned y.

Let * My (px)’ be a(second-level) functional expression formed from denoting expres-
sionsinthe second way. It wasformed by deleting occurrences of some (first-level) func-
tional expression‘ ®&’ from* My (®x)’, itself formedinthefirst way. * My (®Xx)’ certainly
denotes: moreover, * My (WX)' also denotes, if ‘ WE' denotes, since* My (¥x)’ could have
been formed in the first way, and any expression so formed from denoting expressions
denotes. Hence, My (¢x)’ denotes.

If one would like more evidence for this claim, note Frege'sremark in [[7], 1:32, that “ by
our stipulationsit is determined under what conditions [a name of atruth-value] denotes
the True.” Note, too, the discussion in [7], 1:30, of the difficulties raised by primitive
expressions with multiple &-argument-places. the worry is that “an explanation of the
denotation for this case would be lacking,” that is, that no stipulation would have been
made about what the denotation of an expression of a particular form isto be.

Itisfor thisreason that one can, for much of the time, ignore the actual condition Frege
specifies regarding when a proper name denotes. One might have thought that, instead,
Frege was speaking of a syntactic category of expressions, that heis assuming that sen-
tences always denote. But this cannot beright. Some of his arguments accord with such
areading. But his discussion of the universal quantifier does not. Anything of the form
‘Vx.®(X)" iscertainly asentence: so, if what Frege were assuming wasthat all sentences
denote, he could ssimply have noted that fact and been done with it. But he does not pro-
ceed in that way.

The question whether there are any actual, primitive termsin Begriffsschrift itself which
denote the True and the False is beside the point, for the argument involves the consid-
eration of expansions of the language of the theory.

The notion of adequacy hereisthat appropriate to atheory of truth given for apreviously
uninterpreted language, atheory of truth which itself specifiesthe interpretation the lan-
guage isto have. In such a case, we do not seek atheory which generates T-sentences
whose right-hand side is a tranglation of the sentence mentioned on the left-hand side:
there is no such sentence, prior to the formulation of the semantic theory. What we seek
isjust atheory which generates T-sentences, whatever these may be, for all sentences of
the language—one which, that is, suffices to assign truth-conditions to all sentences of
the language. Thisiswhat Frege has shown his semantic theory does.

Frege does make one explicit statement about what objectsthe domain of histheory isto
contain, namely, the truth-values: but he thinks he has an argument that so much as en-
gaging in the practice of judgment commits usto the existence of those objects. See here
Frege[El, p. 163, op. 34: “ Every assertoric sentence concerned with what itswords refer
to istherefore to be regarded as a proper name, and its reference, if it has one, is either
the True or the False. These two objects are recognized, if only implicitly, by everybody
who judges something to be true—and so even by asceptic.” Part of the reason he hopes
not to have to make any further such statementsis that he has no similar argument that
thought, or reasoning, does commit us to the existence of value-ranges. at best, certain
prevaent forms of mathematical reasoning are committed to their existence. (Fregeis
fond of making this point: see, for example, [7], 11:147.)
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Thefull contextis: “If | say generally that ‘¢.®(¢)’ denotes the value-range of the func-
tion @ (&) then this requires a supplementation like that in 88 above, in our explanation
of ‘Vx.®(x)’; that is, the question iswhich function in each case isto be regarded as the
corresponding function ®(£).” One might have thought that the conditional character
of the sentence suggested that Frege did not intend to endorse this stipulation. But that
iswrong: al Fregeissaying is that the stipulation requires supplementation. This pas-
sageisexactly parallel to onein 88, where he specifiesthe interpretation of the universal
quantifier: “1f we now set up the definition asfollows: ‘Vx.®(x)’ isto denotethe Trueif
for every argument the value of the function ® (¢) isthe True, and otherwiseisto denote
the False, a supplemenationisrequired . . . ” ([[7], 1:8). Thus, Fregereally is endorsing
this stipulation.

| do not mean to say that Frege does not take us to have any understanding of what value-
ranges are other than what is provided by the explanation in §83. My point here is that
the argument depends only upon that explanation. One might put this point by saying
that Frege's remarks about how we are to think about value-ranges, on the analogy with
extensions of concepts, redly are ‘elucidatory’.

See, eg., [22], p. 187. | take it that thisis how Dummett reads the proof, too.

Moreover, if we have to show that ‘a.(a = €.®(¢))’ denotesto conclude that ‘e.® (¢)’
does, we should aso have to show that ‘7.[n = a.(a¢ = €.P(¢))]’ denotes to show that
‘a. (a0 = €.®(¢))’ does, and the induction would not be well founded.

Indeed, one might well worry that the sort of argument Frege would have to give for the
claim that ‘W (¢.®(¢))" denotes, whenever ‘W (&)’ is a denoting expression of Begriff-
sschrift, would already establish that every well-formed expression denotes, so that the
second induction would be unnecessary. For let A be some sentence (say) and consider
‘A= e.®(¢)'. Clearly, thiscannot denote unless A does, and * A= &’ isaperfectly good
functional expression.

What if the langauge is expanded? “ As soon asthere isafurther question of introducing
afunction that is not completely reducible to functions known already, we can stipulate
what valueit isto have for value-ranges as arguments; and this can then be regarded as
much as a further determination of the value-ranges as of that function” ([Z], 1:10).

It is worth remembering at points like this one that Frege almost always uses the word
“definition’ in such contextsin the sense of aformal definition, within aformal language.

My discussion here owes some of its spirit to m

Thus, ‘& = £ isacomposite expression of rank 0, formed in the second way from* —e =
—¢', itself asimple expression of rank 0; S0 ‘VX(X = X)" and ‘é.€ = € = VX(X = X)" are
simple expressions of rank 1.

In fact, matters are worse. If we do not know what the domain is, we do not know
what assignments can be made to ‘ F&' in the first place. Frege hoped that fixing the
truth-values of identity-statements containing fair value-range terms would fix their de-
notations and thereby fix adomain—that comprising the denotations of fair value-range
terms. Unfortunately, the fair value-range terms in question have to contain auxiliary
functional expressions: that is, the domain hasto contain the denotation of ‘¢.®(¢)’, for
any assignment to ‘®(&)’. But, once again, we don’t know what assignments we can
maketo ‘@ (&)’ unless we aready know what the domainiis.
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35. Asit stands, the proof does not work for the predicative fragment either. However, the
methods used in my [[16] could be used to extend such a proof to cover the predicative
fragment.

36. Obviously, the symmetry of identity will take care of expressions of theform ‘€. ®(¢) =
£,

37. For, if theTrueisé.(e = VX(X = X)), thenanidentity of theform ‘T = &.®(¢)’ will have
the same denotation as ‘é.(e = VX(Xx = X)) = €.®(¢)’.
It is unclear whether these stipulations do together suffice to determine the truth-values
of all identity-statements. Let JC be avalue-range which is its own unit class, and of
which is not already known whether it isthe True. Then JC isthe Trueif, and only if:

(€.e=JC)=(é.—¢)

The semantical stipulation governing the smooth breathing tells us that this sentenceis
trueif, and only if
VX(x=JC=—X)

Andthis, inturn, will betrueif and only if JC isthe True. Soif we do not know whether
JC isthe True, we cannot proceed any further. More generally, the sort of stipulation we
are considering will certainly tell usthat the Trueis not the same as any object whichis
not aunit class. But it will not allow us to distinguish it from any other object which is
identical with its own unit class, unless we could aready distinguish it from that object.

38. Moore and Rein [19] are actually talking about aspects of Frege's proof in [[Z], I:10, but
the point | am about to make applies equally to both cases. (I should add, in fairness, that
Moore and Rein are hardly the only commentators to have made this sort of remark.)

39. Thereisaway of attempting to reconcile this view with what is about to be argued. If
objects such as Caesar were identified with their unit classes, the domain could contain
them and till contain only truth-valuesand value-ranges. But, first of all, although Frege
considers such an identification, he does not endorseit: he arguesthat no general princi-
ple has been coherently formulated. The problemisto say what ‘ objects such as Caesar’
are; one can hardly say that objectswhich are not value-ranges are their own unit classes,
since they then would be value-ranges! The best one can do is say that such objects as
are not given as value-ranges are to be identified with their unit-classes, but “it isintol-
erableto allow thisto hold only for such objects as are not given us as value-ranges, the
way in which an object is given must not be regarded as an immutable property of it,
since the same object can be given in different ways’ ([[Z], 1:10; see aso [[14], 67).

Moreover, consider the following passage from Frege [12], letter XV/8 (xxxvi/8, in the
German edition), at p. 142:

You [Russell] ask how it can be known that somethingisavalue-range. This
isindeed a difficult point. Now, all objects of arithmetic are introduced as
value-ranges. Whenever a new object to be considered is not introduced as
avalue-range, we must a once answer the question whether it is a value-
range, and the answer is probably aways no, since it would have been in-
troduced as avalue-range if it was one.

It would follow from this remark that the objects of geometry are probably not value-
ranges—if, as seems plausible, Frege would not have introduced them as such, since
they are not logical objects, but objects known by intuition.
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It isalsoworth mentioning that open formulasof theform‘x = ¢.F (¢)’ play animportant
role in Frege's theory, most notably, perhaps, in the most fundamental definition Frege
makes, that of the application-operator, which is the analogue, for value-ranges, of the
notion of membership, as applied to extensions of concepts:

X U=g \a.IF(U=¢€.F(¢e) & a = FX)

Note the occurrence of ‘u = ¢.F(¢)’ here. The point of the definition is revealed by
Frege'stheorem 1, which isaversion of naive abstraction:

X~ &F(€) = Fx

Now, as Russell notes, we cannot infer ‘u = v’ from‘vYx(x™u = x"v)’, but only if uand
v are value-ranges themselves. And similarly, we do not, in general have ‘u = €.e™U’,
but, again, only if uisavalue-range. It isthisthat leads him to ask how it can be known
if something isavalue-range (see[12], letter XV/6 (xxxvi/6), p. 139), to which question
Frege responds in the passage quoted in note 39. Frege himself remarks, aswell, that if
u is not value-range, then a~u is the empty class ([7], 1:34). So it seems clear that he
was forced, for technical reasons, to think about the predicate mentioned in the text, or
at least about the predicate ‘& = €. F(¢).

It is by now uncontroversial that Frege's discussion here, although framed in terms of a
similar principle governing names of directions, isto be applied mutatis mutandis to the
stipulation governing namesof numberswhich heintroducesin [[14], 63. | havetherefore
silently transposed Frege's discussion, omitting all the square brackets, astheir inclusion
would make the passage almost unreadable.

Note that, if the only things in the domain are value-ranges, only value-ranges can be
members of value-ranges. This might suggest that the domain is to contain only what
we might call ‘pure’ vaue-ranges, analogously with the pure sets of set-theory. On the
other hand, if Caesar is his unit class, then he is a value-range whose only member is a
value-range, so heis till not excluded.

What then does Frege intend to do about Caesar? Frege might have hoped he could be
|eft to take care of himself. Whether he isin or out will depend upon whether he is a
value-range, but it may not matter which: if he’s out, we don’t have to worry about him;
if he'sin, the semantical stipulation govening the smooth breathing will assign deno-
tations to al identity statements concerning him. There are problems with this line of
thought: for example, if Caesar is identical with his own unit class, then the question
whether heis one of the truth-values, and if so which one heis, is not decided by any of
the stipulations made in Grundgesetze. (See note 40.) But perhaps that worry could be
addressed.

For then ‘'t = €.®(¢)’ will betrueif and only if ‘€. W(e) = €. D (€)' istrue, when ‘W (&)’
denotes f (&) and also when *W (&)’ denotes g(&)—that is, if and only if ‘Vx(¥(x) =
@ (X))’ istrue when ‘W (&)’ denotes f (&), but also when ‘W (&)’ denotes g(&). But, by
hypothesis, ‘Vx(¥(x) = ®(x))’ istruewhen‘ W (&)’ denotes f (£), but falsewhen* W (&)’
denotes g(&).

And it would remain unclear whether a similar objection would apply to a version of
Frege's argument given for the first-order fragment of the theory. Moreover, it would
remain unclear whether Frege's argument could be salvaged if we allowed nonstandard
models of second-order logic. We ought not to rest with an understanding of why there
is no model of Frege's theory: for that does not, on its own, show why the theory is
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syntactially inconsistent. Compare Boolos [[1J. What Boolos ought to have said is that
Cantor’s Theorem is provable in second-order logic and that Axiom V is inconsistent
with it.

That is, whichissuch that, for every existential formula‘3x. A(x)’, thereisatermt such
that the theory proves. (3x) A(x) —> A(t).

The importance of this point was made clear to me by Resnik. See [22], pp. 189-91.

Frege [12], p. 132, letter 36/2. Note how Frege here distinguishes Russell’s having
shown that Axiom V isfalse from his having shown that the semantical stipulation gov-
erning the smooth breathing isillegitimate.

The extension to second-order languages poses no difficulty and isleft to the reader. No
use will be made of the fact that this language contains a name for every object in the
domain.

Thus,

true(" (Most v) (A(v); B(v))7, L) iff
(Most x e Dom(£)){3L" >; L[den(a;, L) = x & true(" A(a) ", L)];
3L’ > L[den(a;, L") = x & true("B(a) 7, L)]}

This assumption can be traded in for complications el sewhere in the theory.

Notethat thetheory doesnot tell uswhat the denotations of expressions containing auxil-
iary constants arein languagesto which those constants do not belong. It does not matter
what these are taken to be.

We assume—that is, adopt axioms to the effect—that no primitive expression denotes
more than one entity.

An alternative theory would make use of auxiliary constantsin the axiomsfor functional
expressions. Thus, compressing a bit, the axiom for successor would read

den("Sa 7, S(tx.den(a;, X, L)), L);
that for identity
den("& = a; ', :x.den(a;, x, L) = (x.den(a;, x, L), L)
The denotations of the functional expressions themselves would then be given only by
the axiom to be discussed below in connection with complex predicates. This would

be closer to Frege's own method in Grundgesetze, as he uses auxiliary constants in the
presentations of the semantical stipulations themselves.

‘p’ and‘q’ are zero-place second-order variables.
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