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Abstract The content of this paper is as follows: first a multidimensional
quantified modal logic is presented, and soundness, completeness, and com-
pactness are proven for it. Then we propose a translation of the sentences of
the language L presented in J. Barba's "Two formal systems for situation
semantics" (to appear in Notre Dame Journal of Formal Logic) and prove
that it is a suitable translation. Finally, we propose a notion of persistence
for the sentences of L (inspired in the concept of persistence defined in Sit-
uation Semantics) and find its modal counterpart in our multidimensional
system.

/ A multidimensional modal system

The language L(M) L(M) is a multidimensional quantified modal lan-
guage whose logical symbols are Λ, -I , D, V, E! (the existence predicate), =, and
(x)/, for each natural number /. We also have predicate, constant, and variable
symbols. The set of wffs contains only closed formulas and is defined in the stan-
dard way.

The semantics for L(M) is as follows: L(M)'s models are structures M =
<W,U,D, /,#>, where W and U are sets, W Φ 0, D is a function defined on
W such that Ώ(w) c u , /is an interpretation function such that I(c) E U, for
each constant c and I(P, w) £ U", for each Λ-ary predicate P and w E W. R is
a reflexive and transitive binary relation on W. We further stipulate that, for ev-
ery v,w E W, if vRw then Ό(v) c: fl)(w) (nested domains condition).

We shall use U-formulas. A U-formula is the result of substituting elements
of U for some constants in a wff. (The concept of U-formula has been bor-
rowed from Smullyan [6]. Notice, however, that this concept is sound only if we
assume that no member of U is already a constant or a variable of our lan-
guage. This is a harmless assumption, but it is necessary, as the referee pointed
out to me.) A parameter of a U-formula A is either a constant or an element r
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of U in A. We extend the function /in such a way that it is defined for any pa-
rameter t, stipulating that for any r E U, I(r) = r.

We can now define a valuation function V which evaluates U-formulas in
a model M relative to ω-tuples ύ in W and an element w, in ύ as follows:

• For any U-wff A, ω-tuple ύ in W and w, (i > 0), V(A,u, ut) E {1,0}.
• V(t = t\ u, Ui) = 1 iff I(t) = J ( O
• K(Λ1,...,/π,a,i/ l ) = l iff UUO,. . . ,/(/„)> G/(P,«f ).
• K(E!Λϋ,f/I ) = l i f f / ( θ e »(«/).
• F(-v4, w, I/,-) = 1 iff V(A, ύ9 u^ = 0.
• V(A A B, u, ut) = 1 iff V(A9 u9 ut) = V(B9 u, ut) = 1.
• V(VJ&4, ύ9 u^ = 1 iff V(A [r/x], w, w, ) = 1 for every r E U.
• F( ®,,4, w,«/) = 1 iff V(A9 u9 Uj) = 1.
• V(ΠA9ύ,Ui) = 1 iff V(A9ύ[v/i]9υ) = 1, for every v E W such that

W/i?ι;, where u[v/i] is the result of substituting i; for Uj in ίϊ.

As the accessibility relation R is a reflexive and transitive relation, we have
a logic whose propositional basis is S4. The quantification domain is U, but
combining quantifiers with the existence predicate E! and operators ®, we can
quantify over the domain of any «z in ύ using formulas of the following kind:

Vx(®/E!x->^4(x)).

We say that a sentence A is valid in a model M iff for every ύ in M,
F(^4, w, w0) = 1. A is valid iff it is valid in any model M.

Let Σ,Ω be sets of wffs of L(M). <Σ,Ω> is verified by a model Miff for ev-
ery ύ in M, if F(^4, ύ9 u0) = 1 for every A E Σ, then F(£, w, w0) = 1 for some
BGQ9 and otherwise it is refuted by M. <Σ,Ω> is valid iff it is verified by every
model M. Whenever a pair <Σ,Ω> is valid, we write Σ \=M Ω. (We omit the index
M when no confusion can arise.)

Indices We shall use a certain kind of indices as an auxiliary device in the
formulation of a deductive system for L(M) and in the completeness proof.
(Our use of indices is inspired in the ideas contained in Fitting [3], Smullyan [7],
and, particularly, Marraud [4] and [5]). We use a, a\ au.. .to represent indices.
Each index has the following structure:

a = «α o, . . , # ; , . . . >,#/>

(or, more briefly, a = (a, #,-», where, for eachy > 0 aj is a finite sequence of
natural numbers whose first term is j . Let k be a sequence (perhaps empty) of
natural numbers. By αy Λ k we mean the result of adding the sequence k on the
right of aj. aj Λ k is then an extension of αy. If k Φ 0 , the extension is proper.
For further use, let o = «0>,<l>,<2> . . . >, and let o be the index <o,<0».

Index readings An index reading in a model M is a function / defined on
the set of all finite sequences of natural number and whose range is a subset of
W. Every index reading must satisfy the following restriction:

For any two sequences s and sf such that s' is an extension of s,f(s)Rf(s').

We write/(α) for </(α0), ,/(*/), > and/(α) for <f(3),/{*)>.
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Valuation of indexed formulas An indexed formula is a pair 04, a), where
A is a wff and a is an index. We shall write Aa instead of {A, a). We can define
a valuation function defined on indexed formulas relative to an index reading
/ as follows:

V(AaJ) = V(A9f(3)9f(ai)).

An index reading/ verifies an indexed formula Aa in Miff V(Aa,f) = 1. No-
tice that A is valid in a model Miff for every index reading/, V(A0,f) = 1.

The sequent system S(M) A sequent is a pair <Γ, Δ>, where Γ and Δ are fi-
nite sets of wffs of L(M). An indexed sequent is a pair <Γ, Δ> where Γ, Δ are
sets of indexed formulas. All sequents and formulas appearing in the system
S(M) are indexed ones, so S(M) is a proof system for indexed sequents. Let
<Γ, Δ> be an indexed sequent. We write Γ h Δ to mean that <Γ, Δ> is provable
inS(M).

Let Σ be a set of wffs of L(M) and let a be any index. Then we stipulate
thatΣ α = {Aa:A GΣ).

Let Γ, Δ be sets of wffs of L(M) (i.e., they are sets of nonindexed formu-
las). We define that <Γ, Δ> is provable in S(M)(Γ h Δ) iff Γo h Δo, where o is
the index specified above.

S(M) has the following axiom schemes and rules:

Axiom schemes

1. (Pcu..., cn)a h (Pcu..., cn)a>, provided that a = (a, at) and a' =

2. Ui = sx ) a U ...,(tn = sn)anΛPtu > tn)a \- (P*u .,sn)a>9 where a and
a' are as in scheme 1.

3. (c = c')a V (c = c')a>, for any indices a and a'.

Rules (Γ, Δ are sets of indexed formulas).

w Γ h Δ

Γ,Γ' hΔ,Δ'

Γ,AΛA Π-Λ..Δ

Γh-v4o,Δ T,^Aa\-A

T,Aa,Ba\-A T\-Aa,A;T\-Ba,A
a Γ^Λθ^Δ T\-AΛBa,A

T,A(t)ΛA 3 b Γh^(Q,,A

T,VxA (x)a \-A Γ h Vx4 (x)a, A

(*) provided t does not occur in VxA(x),Y, A.

Y,Aa,VA VYAa,,A
Y,®iAaVA V ; Δ h ® A - Δ

(*) provided a' = (a, β, > and a = (a, aj).
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5a (*) 5b — — (**)

(*) provided a = «aOi . . . , # , , . . . >, at) and a' = ((a0,..., a ,... >, a >,
where, for some finite sequence of natural numbers k, a = #, Λ k.

(**) # and #' are as in the former case and, moreover, there is no index in
Γ, Δ containing a sequence a" such that, for some sequence k, a" A k = a\
or a" = a'i A k.

T,c = c'abA T\-c = c'aiA
6 a Γ,c' = c,hΔ 6 b Γ h c ' = c β l Δ

Γ,c = c;hA Γ,c = c g h Δ
Γ,c = c ; l 5 c ' = c ; 2 hΔ Γ h Δ

Soundness of S(M) Let Γ, Δ be (finite or infinite) sets of indexed formulas.
We say that <Γ,Δ> is valid in a model M iff for every index reading /, if
V(AJ) = 1 for every AeT, then for some B G Δ, V(BJ) = 1. Otherwise,
<Γ, Δ> is refuted by M. <Γ, Δ> is valid (Γ 1= Δ) iff it is valid in every M.

Lemma 1 Let Γ, Δ be finite sets of indexed formulas. Then, Γ h Δ only if
Γ h Δ .

The proof strategy is the usual one. It is immediate that all axioms have the
desired property, and it is not difficult to check that rules transmit it. This is ob-
vious for Rule W, and the proof is easy for Rules 1, 2, 3, 4, 6, 7, and 8. So, we
shall detail only Rules 5a and 5b.

5a: Let a and a' be as specified. Suppose V,Aa> V Δ. By hypothesis,
<Γ U {Aa'},A} is valid. Applying 5a we can infer Γ,ΠAa h Δ. Suppose
<Γ U {ΠAa], Δ> is not valid. Then there are a model Mand an index reading
/ verifying every formula in Γ U {ΠAa) but none in Δ. Then, V( ΠAa,f) = 1,
i.e., V(A,f(ά)9f(ai)) = 1 (where a = <5,α/», thus V(AJ(a) [u/i],u), for ev-
ery u E W such that f(aj)Ru. a\ is an extension of ai9 so f(aj)Rf(aί). Then,
V(AJ(ά')J(a'i)) = 1, and V(Aa>J) = 1. But this means t h a t / refutes
<Γ U {Aa>},A) in M, contradicting the hypothesis.

5b: Let Γ \-Aa<, Δ, as specified in Rule 5b. Suppose <Γ,{ BAa) U Δ> is not
valid; that is, for some/ in some M, / verifies every formula Γ but none in
[Aa] U Δ. Then, V(ΠAa9f) = 0, i.e., V{ΠAaJ(a)J(ai)) = 0, and for some
u € W such that AafiRu, V(A,f(ά) [u/i], u) = 0. Let g be an index reading
defined as below:

a. g(a ) = u.
b. g(ai)=f(ai).
c. for every sequence of natural numbers b which is a proper extension of

cii and such that a\ is an extension of b or such that b is an extension of
a!, g(b) = u.

d. g(b) =f(b) for any sequence b not considered above.

g satisfies the conditions imposed on index readings: for any extension k of α7

of which a'i is an extension, g(ai)Rg(k), because g(k) = u and #(#,) =f(aj)Ru.
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Moreover, as R is a reflexive relation, uRu, and so g(k)Rg(aj). By the same
reason, for any extension b of aj, g(aj)Rg(b). And for any other sequence k,
f(k) = g(k). Then, since/ is an index reading, so is g.

Now, g(a') =f(a) [u/i], and since g(aj) = w, we have that V(A9g(ά')9

g(a'i)) = 0, and so V(Aa,g) = 0. According to the proviso added to Rule 5b,
with respect to the indices occurring in Γ U Δ, g is identical to/, and so g veri-
fies every formula in Γ but none in Δ. Then, g refutes <Γ,{Aa>) U Δ), which is
not valid. Thus, if this pair is valid, so is <Γ,{ ΏAa') U Δ>.

Theorem 2 (Soundness Theorem) Let Γ and Δ be finite sets of wffs oflL(M).
Then, Γ h Δ only if Γ NΔ.

Proof: By definition, Γ \- A iff To h Ao. By Lemma 1, Γo h Ao only if (To, Ao)
is valid, that is, only if for any/ in any M if V(AO9f) = 1 for every A G Γ, then
V(Bo,f) = 1 for some £ G Δ. This means that if V(AJ{6)J{0)) = 1 for ev-
ery A G Γ then V(B,f(o),f(0)) = 1 for some B G Δ. Since this must be so for
any index reading/, we have that for any tuple ύ in any M, V(A, ύ9 u0) = 1 for
every A G Γ only if V(B, ύ, u0) = 1 for some B G Δ, so that Γ 1= Δ.

Completeness of S(M) We are going to prove that given any two sets of wffs
of L(M) Σ,Ω, if Σ |= Ω then there are finite sets Γ, Δ, Γ c Σ, Δ c Ω such that
Γ h Δ. In order to do so we construct a tree for <Σ,Ω> and prove that if the tree
closes then there exist the above-mentioned sets, and that if the tree has at least
an open branch, we can construct a model M which refutes <Σ,Ω>.

First, we extend the language with a denumerable set of new constants, and
suppose fixed enumerations of this set and of Σ U Ω.

Each node of the tree contains a pair (Aa, />, where Aa is an indexed for-
mula of the language extended with the new constants and / G {1,0}. The tree
is constructed step by step according to the following instructions:

Step 1: Let A be the first formula in the enumeration of Σ U Ω. If A G Σ, put
{Ao,\) in the topmost node of the tree, and if A G Ω, put {Ao,0) in the top-
most node.

Step n + 1: In each open node consider the nth node of the branch, and pro-
ceed according to its form. If the node is:

la. <-iΛ»l>: Add<^α,0>.
lb. <-υ4β,0>: AdcKAπl).
2a. 04 ΛBβ,l>: Add the nodes (AaA) and (Ba,l).
2b. (A A Ba,0): Divide the branch in two new ones. Put < 4̂β,0> in the

first one and (Ba,0) in the other.
3a. (VxA(x)a,\): Add nodes (A(c)a9l), for each constant c occurring in

the branch and then repeat <Vx^4(x)α,l>.
3b. (vxΆ{x)af0): Add <^4(c)̂ ,0>, for the first new constant c not occur-

ring in the branch.
4a. <(x)/^4β,l>: Add <^4β,l>, where a = <α,0/> and a' = <α,αz>.
4b. <<g)/i4,,0>: Add <Aa>,0), where a = <a,aj) and a' = <<5,tf/>.
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5a. (ΠAa,l): Add a node (Aa,l) for each a' satisfying the condition
established below, and finally repeat <D^4α,l>. Let a = « α 0 , . . . ,
ai9... >#;>. Then a' = ((a0,..., a\,... >,aj>, where aj is any extension
of cii occurring in the branch.

5b. <D>lα,0>: Add (Aa>,0) where a' is as follows: if a — « α 0 , . . . ,
#,-,... >#/>, then a' = « α 0 , . . . , aj,... >, aj>, where a{ = at A k, and A:
is the first natural number such that neither a{ nor any of its exten-
sions occur in the branch.

6a,7. <(<?! = c2)σ, 1>: First of all, add <(c2 = Ci)α,l>. Then for each node
<(c2 = c3)α',l> occurring in the branch add <(ci = c3)α,l>.

6b. <c = c^,0>: Add <c' = cα,0>, if it does not appear in the branch
before.

8. Then, extend the branch with all nodes <c = co, 1> such that c occurs
in the branch but <c = ca91> does not appear in the branch for any a.

Finally, if A is the n + 1-th formula of Σ U Ω, add 04o, 1> if A G Σ, and add
< 4̂o,0> if 4̂ G Ω. After having performed the instructions above for every open
branch in the tree, the n + 1-th step is finished.

A branch closes iff it contains a group of nodes of one of the forms detailed
below:

1. <(Pcj,... ,cΛ)β,l>> <(PcΪ9... ,cΛV,0>, for a = <β,βf > and αr = <α',α,>.
2. <(Cj = rfl)αl.l> <(^Λ = rfΛ)βΛ,l>, <(Ai,...,CΛ)β'>l>> <(Prf l f...,

ί/π)α,0>, for α and #' as in 1.
3. <c = c^,l>, <c = c^,0>, for any indices a, a'.

A tree closes iff every branch in it closes.

Lemma 3 If a tree for <Σ,Ω> closes, there exist finite sets Γ c ζ A c Q such
that Γ h Δ.

The proof, purely routine, is left to the reader. (Notice that the numbers in
front of the instructions for the construction of the tree refer to the rules which
justify them.)

Lemma 4 If a tree for <Σ,Ω> does not close, then <Σ,Ω> is refutable.

Proof: Suppose we have constructed a tree for <Σ,Ω> and the tree has an open
branch. We can construct a model M — <W,U,D,/,i?> which refutes <Σ,Ω>.
Define M as follows:

W = {at\ α, is a sequence occurring in some index in the branch).

Let C be the set of all constants appearing in the branch. Define a relation
« in C as follows: c « c' iff <c = c'a, 1> appears in the branch for some a. « is
an equivalence relation: Instruction 8 ensures reflexivity, while instruction 6a,7
guarantees symmetry and transitivity.

Let I c| be the equivalence class to which c belongs. Then

U = [\c\:ceC]

Ό(aj) = {\c\ :<E!cα,l> appears in the branch, for a - <α,α/»
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I(c) = I c\, for each cEC. For any other constant c, I(c) takes any arbitrary
value in U.

I(P,cti) = « |c i | , . . .,\cn\y:((Pcu.. .,cn)a,\) appears in the branch, for

a = <a9ag».

ajRuaj iff dj is an extension (proper or not) of #/.

Define an index reading/ as follows:

/(#/) = ah for each at in the branch. For any sequence k not appearing in
the branch/(A:) takes any adequate value in W.

Claim For M and f defined as above,
a. if(Aa,\) appears in the branch, V(Aa,f) = 1.
b. if(Aa,0) appears in the branch, V(Aa,f) = 0.

The proof, an induction on the complexity of A, is left to the reader.

We can now prove the lemma. Consider the index o as defined above. Let
f(o) = u and/(/) = ui9 for each / > 0. Suppose A G Σ. A is the nth formula of
Σ U Ω, for some n, and (Ao,\) has been introduced in the branch at the nth
step, by the claim above, V(Ao,f) = V(A, u, u0) = 1. Similarly, for any B G
Ω, V(B9 ύ, wo> = 0. So, Mrefutes <Σ,Ω>.

Theorem 5 (Completeness theorem for S(M)) Σ\=Ω only if there exist finite
sets Γ g Σ, Δ g Ω such that Γ h Δ.

Proof: Suppose Σ 1= Ω. A tree for <Σ,Ω> closes, because otherwise <Σ,Ω> would
be refutable, by Lemma 4. But then, by Lemma 3, there exist sets Γ, Δ as re-
quired.

Theorem 6 (Compactness theorem) Let Σ,Ω be two sets of wffs ofJL(M).
Σ\-Ωiff there are finite sets Γ g Σ , A c f l such that Γ H Δ.

Proof: Suppose Σ (= Ω. By completeness, there are finite sets Γ <Ξ Σ, Δ g Ω such
that Γ h Δ. By soundness, Γ N Δ.

2 A translation from L to 1L (M) We propose a translation T from L to
L(M) defined inductively as follows:

la. Γ(Pc 1 , . . . ,c r t ) = E!c1 Λ . . . Λ E\cnΛΠ0Pcu...,cn.
l b . T(-iPcu...,cn) = E!c! Λ . . Λ E ! C Λ Λ D O - I P C I c Λ .

2a. ί ( c = c') = E!cΛE!c'ΛC = c'.
2b. Γ(-ιc = c') = E ! C Λ E ! C ' Λ - C = C'.

3. T(^A) = T(A).
4a. T(AΛB) = T(A)ΛT(B).

4b. Γ ( - . ( ^ Λ ^ ) ) = Γ(-I^4)VΓ(-.^).

5a. Γμ->5) = π71M)vΓ(5).
5b. T(-I(A-+B)) = T(A)ΛT(-IB).

6a. Γ(,4|5) = T(A)ΛT(B).

6b. Γ(->(>1|̂ )) = Γ U ) Λ Γ ( Π 5 ) .

7a. Γ(Vλ )̂ =VJCΓM).
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7b. Γ(-.VJC4) = -.VΛΓ-IΓ(-VI) = 3xT(^A).

8a. T{®iA) = ®iT(A).
8b. Γ(-i(g)l ̂ ) = ®, Γ(-vl).

Let/ be a function such that for any L(M)-model M = <W,U,D,/,i?>
yields an L-model/(Af) = N = (W,U,D,ί J,S> according to the following
clauses:

u=υ9

D(v) = Ώ(v),

[c j =/(c) and

S(t ) = [A: A is either Prx,...,rn or - iPr l f . . . ,rπ and V(T(A),ύ, v) = 1),
for any iί such that t; is a member of ϋ. (Notice that S(v) depends only
on v9 and not on the other members of u, as T(A) contains no operator

Lemma 7 Let M be an H(M)-model M = <W,U,D, /, i?> αAίrf TV be an L-

mo*/ TV = < »Γ, £/, A I 1, S> 5 wcΛ that
a. U = £/, αwrf
b. I(c)= I d ,

/or βί βry constant c. Suppose ύ is an ω-tuple ύ = (uo,..,Uj...} such that, for
every i > 0,

c. ii/ G W Π W9

d. Ό(ui)=D(ui)
e. S(Ui) = {A: A is (-*)Prl9... ,rn and V(T(A), u9 us) = 1}. (As before,

S(Uj) depends only on w, .)
7%e«, V(T(A),ύ, v) = liffύ,v\=A, for every sentence A ofH, and any mem-
ber v of ύ.

Proof: By induction on the complexity of A.

Corollary 8 Let M = <W,U,D,/,Λ> and f(M) = N = (W, U,D,l ],S>.
Then V(T(A),u, v) — \iffύ,vYA, for any sentence A ofJL, any ω-tuple ύ in
W and any member v ofύ.

Proof: This corollary follows immediately from Lemma 7 and the definition
of/.

Now, let g be a function which, for each L-model N = (W, U,D, [[ 1, S>,
yields the L(M)-model M = g(Λ0 = <W,U,D,/,R) constructed as explained
below:

For each wEffwe define:

H{u) = lu}U[uί9l9utt2)Uίuf9l9uft2).

Then,

\f = \JuewH(u).

V = U
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D(iι) = D(ιι,,,) = Ώ(ufti) = D(u), i = 1,2.

7(c) = I c I .

7(P, ii) = {<Γ!,...,rΛ> :Pr u . . . , rn E S(w)}.

ί(fi) = K/ i , . . . ,/ Λ >:Λ i , . . . , ^ ί S ( i ι ) a n d - . Λ 1 , . . . , r Λ ί t S ( i ι ) } .

7(P,iι,,2)=7(P,ιι)Uf(fi).

7(P, n u ) = 7(P, ιι,f2) - {<ri,..., rn) : i P ^ , . . . , rn E S(iι)}.

7(P,n /, 2)=7(P,ιι).

7(P, w/t0 = 7(P,«) - {</-!,..., rΛ> : I Λ Ί , . . . , rπ e S(iι)}.

i? is the reflexive and transitive closure of the least binary relation in W which
contains all pairs of the following forms:

(u9υ):u9υ E Wand u^v.

(u,Ut,i), (u,ufj), where u E Wand i = 1,2,

<utthutJ), <ufj,Ufj), where w E Wand /,y = 1,2.

It can be easily checked that this Mis an L(M)-model.

Lemma 9 LetN=(W,U,DΛ I,S> and g(N) = M = <W,U,D,7,i?>. Let
A be Pcx ,...9cnor - iPci,. . . , cn. For ύwy u E W, u and u in ύ, u9 u 1= A (i.e.,
A e S(u)) iff V(Π0A, u,u) = 1.

Proof:
1. Suppose ύ,u\=A.

a. A is Pcu..,cn, and so <AΊ,. . . ,rΛ> E S(w), for [c,-]) = ri9 1 < / < n.
Take any i; E W, nΛt;.

i. If v is w, take (for instance) ι//>2 <̂ i> > ΓΛ) ^ ^(P> uf,i) > ̂ e n

V(A9u[ufy2/i]9ufi2) = 1 and F(<M,w,ι;) = 1.
ii. If v is w/>y ( /E {1,2}), ufJRufi2, and, as in 1, V{A,ύ[uft2/i],

Uf2) = 1, from which it follows that V(0A,ύ[Ufj/i], Ufj) — 1.
The same reasoning works for utj.

iii. If i; is w E W, A E S( w), since u^w, and, by the argument de-
veloped in 1, K(0Λ,δ[w//],iv) = 1.

iv. If v is Wfj (for w E W)9 we have that w !Ξ w, and, by the argu-
ment in 2, V(<>AύlWfj/i], wy>y ) = 1. The same argument works
for Wfj.

For any i GW such that uRv, v must be comprehended in one of the cases
considered above, thus V(<>A,u[v/i], v) = 1, and so V(Π0A9ύ9 u) = 1.
b. Suppose now that A is -iPci,..., cn and -^PrΪ9..., rn E S(w). Recall

that <r j , . . . , rn) £ I(P9 utΛ) (Idem for 7(P, ufΛ))9 therefore

V(Pcl9... 9cn9ύ[utΛ/i]9utΛ) = 0 , and
V(^Pcl9...9cn,u[utΛ/i]9utΛ) = 1.

Using this fact, we can argue cases i-iv as above.
Regardless, if uRv9 then V(0A,ΰ[v/i] ,v) = l. Thus, V(Π0A9 ύ, u) = 1.
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2. Suppose ύ9u#A:
a. A is Pcu.. .,cn. L e t [ c , ] ] = rj9 / < y < «. O b v i o u s l y , (rl9...,rn)£

/(P,«) and <r1? ...,>•„> <£ I(P9uffk)9 for A: = 1,2, so that F(,4,
u[ufik/i], W/̂ ) = 0. Take w/}1, ufΛRv iff t> is W/>A:, for k = 1,2; there-
fore V(0^4, ύ[ufΛ/i], W/,0 = 0, and, since uRufΛ9 V(Π0A9ύ9u) = 0.

b. A is - iPc j , . . . , cn, [cyj = rj. We must distinguish two cases:
i. Prl9...9rn E S(u). Since -*Prί9...9rn £ S(u)9 (ru...,rn) E

I(P9 uAk)9 k = 1,2. Thus, V(Pc1,..., cn9 ύ[ufik/i], uLk) = 1, and
V(A,u[ufik/i],uf>k) = 0 , and, as in 2a, V(OA9u9ufΛ) = 0 and

F(D<X4,ϊJ,w)=θ'.
ii. Prl9.. .9rn<£S(u). Then, < r i f . . . 9rn}El(P9utik) fork= 1,2, and

V(Pcl9... 9cn9ύ[utyk/i]9uuk) = 1; therefore V(A9ύ[uuk/i]9

ut,k) = 0> and, once more, F(D0v4, w, u) = 0.

Corollary 10 Let N be anJL model and let g(N) be as defined above. Then,
for any ύ in W9 any member vofu and any wffA o/L, V(T(A)9ύ9 v) = 1 iff

ύ9vYA.

Proof: Follows from Lemmas 7 and 9.

Theorem 11 A sentence A is ΊL-valid iff T(A) is L(M)-valid.

Proof: By the definition of g(N)9 Conditions 1-4 of Lemma 9 are satisfied. By
Lemma 9, Condition 5 is satisfied as well. Applying Lemma 9 we obtain the de-
sired result.

Let TV = < W9 U, D91 ] , S> be an L-model. We define a binary relation ^ in
Was follows: for any u, v e W9 u E v iff D(u) ^D(v) and S(u) QS(v). We
say that a sentence A of L is positively persistent relative to i iff for any iV, ύ in
Wand v E JFsuch that w, g v9 if ύ \=A then u[v/i] £A. A is negatively per-
sistent relative to / iff for any N9 ύ9 and v E: W9 iϊ ύ =\ A and w/ E v then
ύ[v/i]=\ A. (As in Barba [1], iί 1= A abbreviates U.UQ^A, and similarly for H .)
>1 is persistent relative to / iff it is positively and negatively persistent relative

to i.

Lemma 12 Consider any H(M)-model M and the corresponding f(M). For
any u, v E W, uRv only ifinf(M), u ̂  v.

Proof: We must establish two facts:
1. D{u) c D(v). This is obvious, since D(u) = Ώ(u) QΌ(v) = D(v).
2. S(u)^S(v). S(u) = [A: A is (-*)Pru . . . 9rn and F(Γ(,4), w, w) = 1}.

Let^lES(w), T{A)isl\rλ A . . . Λ E I ^ Λ D O A Since V(T(A)9ύ9u) = 1,
F(E!/7,#,w) = 1, 1 < / < n and K(D0-4,δ,w) = 1. Take any v E W,
w/?ι;. Since domains in L(M)-models are nested, V(E\ri9ύ[v/j]9v) = 1
(where u is theyth member of u), and since the propositional basis
of our modal system is S4, V(ΠΠ0A9ύ9u) = 1, and so V(Π0A9

H[v/j]9v) = LThus9

V(Elrx Λ . . . Λ ElrnAΠ0A9ύ[v/j]9v) = 1,

that is, V(T(A)9ΰ[v/j] ,v) = \, from which it follows that AeS(v).

From 1 and 2 conjointly it follows that u c v.
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Theorem 13 A sentence A is positively persistent relative to i iff T(A) ->
(x)/D(x)o^M) is JL(M)-valid9 and is negatively persistent relative to i iff
T(-iA) -• ®iΠ<g>0T(-iA) is MM)-valid.

Proof:
1. Suppose A is not positively persistent. Then there are TV, ύ, v such that

Ui c v and w, uo M , but ύ\ u'oΨA. Take g(N). Then V(T(A)9ϋ, u0) = 1,
V(T(A),H'9u'o) = 0, by Corollary 10. This means that V(®0T(A)9

ύ\ v) = 0. Since in g(N), utRv (because u^v),V(Π®0T(A)9ύ9 ut) = 0,
so that V(®jΠ<g)oT(A),ύ9Uo) = 0 , and thus V(T(A)-+ (8), D(g)oΓ(^4),
iί, w0) = 0> proving that T(A) -> (x)/D® 0 ^(^) is not valid.

2. Now suppose Γ(>1) -• ®iΠ®0T(A) is not valid. Then there are M, ύ in
W and v E W, UiRv such that F(Γ(^4), w, w0) = 1 and V( (g/D(8)0Γ(yl),
«, Wo) = 0, that is, V(Π(g)0T(A), u, Uj) = 0. Then, there exists t G W
such that u0Rv and V(®0T(A)9ΰ', v) = 0, i.e., V(T(A)9ύ\u'Q) = 0.
Take/(M). By Corollary 8, u, u0 YA and ύ\ u'o ΨA. By Lemma 12, u c
y, proving that 4̂ is not persistent.

For negative persistence, recall that A is positively persistent iff ~^A is neg-
atively persistent, and vice versa.
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