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A NATURAL DEDUCTION SYSTEM OF INDEXICAL LOGIC

ROLF SCHOCK

In a previous study,1 a system L of indexical logic sound and complete
with respect to a certain semantic theory was developed. However, L is an
axiomatic logic. As usual, or perhaps even more than usual because of the
complexity of indexical reasoning, the logic is unintuitively cumbersome
since it is of the axiomatic type. For wrestling with problems of situational
dependence in an adequate way, a natural deduction system of indexical
logic is therefore needed. So far, no such system seems to exist in the
literature. The present study consists of a formulation of the rules of a
natural deduction system N of indexical logic and of a proof that N and L
are equivalent.

1 The system N N is an improved and extended version of the system N
of [1]. S is the auxiliary word "Show". It is assumed that no variable or
constant occurs in S. A show line is a sequence SF and a line is either a
show line or a formula. Crossing out the "Show" in front of F gives us F;
that is, &F = F. Given a finite sequence p of lines, the conjunction of p is
the c such that c is F —> F with F the first sentential constant if no line of p
is a formula, F if F is the only line of p which is a formula, and the result
of conjoining in order those lines of p which are formulas otherwise, p
consists of a show line just in case the only line of p is a show line. If q is
also a finite sequence of lines, then the following terminology is assumed:

1. q is obtainable from p by adding a show line just when q is p with a show
line added at its end.

2. q is obtainable from p by adding an assumption just when there are
formulas F x and F2 such that the last line of p is SF1? q is p with F2 added
at its end, and one of the following holds (each clause is prefixed with its
notation, name, and diagram):

a Rule of assumption for the proof of conditionals and disjunctions

SF-> G S/vFvG, SFvG.
F Λ/F
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For some F and G, either Fλ = F-> G and F 2 = F or F ^ F v G

and F2 and F are contrary (F 2 = Λ/F or F = Λ/F 2 ).

ca Rule of contrary assumption

SF
— F and G contrary.
G

Fι and F 2 are contrary.

3. q is obtainable from /> by an inference rule just when there are formulas
Fλ through F 5 such that Fx through F 4 are lines of p, q is p with F 5 added at
its end, and one of the following holds:

ei Existential instantiation

-^— y a new variable.

For some x, y, and F such that y does not occur in p, F x = VΛ:F
and F 5 = y F.

si Simplification of implications or modus pσnens

G

Fλ = F2-+ F 5 .

c Conjunction

F

G

FΛG'

F 5 = Fi A F 2 .

sc Simplification of conjunctions

F A G G Λ F

F

There is a G such that F x is one of F 5 A G and G A F 5 .

sd Simplification of disjunctions

FvG ^GvF /vFwG ^Gvrs/F
Λ/F F

G ' G '

There is a G such that Fλ is one of G vF5 and F 5 v G, but F 5 and G
are contrary.

sei Simplification of equivalences

F<r^G G<-^F

G '
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Fγ is one of F2 ^->F 5 and F5 <->F2.

ex General existence rule2

t\u u\t tAtBtMt\-FtruE t\-uA t h uB

tE ' t huE

There are t and u such that one of the following holds:
i. Fλ is one of tlu, ult, tA, tB, tM, t \- F, and t r uE and F 5 = tE.
ii. Fi is one of t h uA and t \- uB and F5 = t \- uE.

exv Existence rule for variables

/sJAxF VxF tE
yE

There are x, F, t, and y such that F x is one of /vΛxF, VxF, and
tE and F 5 is yE.

id Rule of the identity with something of existents

- — — x not free in t.
Wx tlx

There are t and x such that x is not free in t, Fλ = tE, and F5 =
Vx tlx.

ui Universal instantiation

Λ;y(;yM -> y r 11 t)
tE zE

AxF . , . , ΛxF
— y not free in f, — .

For some x, t, and F, either t is a variable or there is a 3; not
free in t such that F x = Λ;y<;yM ~* y r t I t), F2 = tE, F3 =AxF, and
F5 = x

tF.

eg Existential generalization

Λ;y<:yM -> y r t i t )
tE zE
Xp Xp

^ F y Π 0 t f Γ e e i n t ' ^ F

For some x, t, and F, either t is a variable or there is a 3; not
f r e e in t s u c h t h a t Fx = Ay(yM -+y r t l t ) , F2 = tE, F3 = *F, a n d

F5 = VxF.

pd Properness of existentialized descriptions

—-7- y Φ x and not free in F.
VyAx(F +*x.ly)

There are x, F and y such that x f y, y is not free in F, Fλ =
*ϊxFE, and F5 = \/yAx{F <-> xly).
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int Inter changeability of coextensional terms and formulas

NtE

NUE tlu

Ay(yM -> y H ( / E V M E - > tlu))
Up
*•— y not free in t or u,

NXE G <r>H

/vyE xly Λy(yM —> y \- (G <-* #))
y F <?F
*= , - - y not free in G or #,

flw MW tlu ult tlu ult tlu ult tlu ult tlu ult

tA tB tM tlv vlt t h F

uA ' uB ' MM ulυ vlt tlv vluy u \-F '

tlu ult tlu ult v h tlu v h ult v h tlu v h ult

t ΓvE u Γ vE v h tA v V- tB

tvvluvv' t r v l u r v ' t'hwA ' v\-uB

There are t, u, v, y, F, G, and H such that one of the following

holds:

i. y is not free in t or uy either t and u are variables or Fι =

Ay(yM —* y \- (tE vuE —> tlu)), either F2 and F3 are /vtE and

NUE respectively or F2 = tlu, and F 4 = " F 5 .

ii. y is not free in G or H, Fx = Λ;y(;yM -> y \- (G <r>H)), F2 =

G±>H, and F 4 = %F5.

iii. F1 is one of tlu and wK, F 2 is one of £A, ̂ B, and tM, and F 5 is

one of uA, uB, and ̂ M respectively,

iv. Fγ is one of tlu and MK, F 2 is one of tlv and vlt, and F 5 is one

of ulv, vlt, tlv, and vlu.

v. F x is one of tlu and MK, F 2 = t v- F, and F 5 = u \- F.

vi. F x is one of ίlw and ult, F 2 is one oί t r vE and w Γ vE, and

F5 = t r v lu r v.

vii. F x is one of v h- ̂ Iw and t> h wl̂ , F 2 is one of υ \- tA and v \- tB,

and F 5 is one of υ v- uA and υ v- uB respectively.

intb Inter changeability of coextensional terms and formulas in vari-

able binder expressions

Λ#i. . . Axk (/\y(yM -* y H ( M E V ^ E - > ulti)) A <WE V ίf E -> MI^ »

6(x^F)

b(xt(i)F)

A%!. . . Λxj, (Λ3^(^M -> 3; h(wEv ίf E -> MI/,-)) Λ <ME V ̂ -E -> M I ^ »

6(^(ί)F)
b(xtF)

Λxλ. . . Axk (Λy{yM -> 3; h- <ME v ί, E -> MW, » Λ <ME V ίf E -» M I ^ »

t; h 6(xfF)

17 1-6(^(1)^)
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Ax,. . . Axk (Λy(yM -> y h (uE v *, E -> MI^.» Λ (ME V ίx E -> MI^ ))
y \-b{xt{i)F)

υ h 6(ΛΓ/F)

Λ*x . . . Λ ^ (Ay(yM -*y\-(G±* F y » A (G * * F y »
6(ΛΓ^F)

b(xtFφ)

Ax,. . . Λ*fe <Λ;y (yM - j ; H (G <-> F y » A <G «•» F y »
& ( ^ ^ ) )

b(xtF)

Ax,. . . ΛxA (Λ (̂3;M -> y h <G ̂  F y » A (G *+ F ; »

2; h b(xtFφ) '

ΛΛΓi. . . Axk (Ay(yM -> y t- (G *^ F y » Λ <G <-> F y »
t; 1- b(xtF(J

G))
t; h δ(^^F)

b(xtF)E b(xt(i)F)E

Ax,. . . Axk (Λ^<^M -» y h (uE v tjE -» ttty)) A <̂ E V/, E - > ^ I ^ »
b(xt(i)F) lb{xtF)

v ^b{xtF)E v ^b{xt{i)F)E
Axλ. . .Λxfe(Λ^<3;M-^ 3; h ( « E v ^ E-» ^ Λ ^ E V / J E ^ MI^ »

z; Y-b{xt(i)F) lb(xtF)

b(xtF)E b(xtF{l))E
Ax,. . . A*;;, (Λ (̂3;M ^ y \- (G ^> F y » A (G *-> F/»

b(xtFφ) I 6(ΛτίF)

i; h 6(^ίF)E v h- 6(^ίF(^))E
ΛΛΓ! . . . Axk (Λ3;(3;M -> y h (G <-» F/» A (G <-» Fy»

ẑ  h b{xtFU)) I 6(xίF)
G

In all these schemas, y is not free in a value of x, t, F, or (wG).

There are &, I, m, 6, x, ί, F, z, , w, G, y, and z; such that CNklmbxtF,
1 ^ ky there is no value of x or t or F or (MG) in which y is free,
and one of the following holds:

i. b is formula-making, 1 ^ i < Z, F x = C(ΛΛ: Λ^(^M —> y H
<wE v ^ E -> Mlίf » A (ME v ίt E -> MKΪ}), and one of the following
holds:

a. F 2 = 6(#ίF) and F 5 = b{xt(ι

u)F) or vice versa
b. F 2 = v h b(xtF) and F 5 = v H 6(^(«)F) or vice versa.

ii. b is formula-making, 1 ^ j < m, F x = C(ΛΛ:Λ^(^M —* y \-

(G *> F y » A (G ** F y », and one of the following holds:

a. F2 = b(xtF) and F 5 = b{xtF{l)) or vice versa
b. F2= v h b(xtF) and F 5 = v h b(xtF(J

G)) or vice versa.
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iii. b is term-making, 1 ̂  i < I, F2 = C(/\xAy(yM -»y \- (uE v t{E —>
wl/j» Λ (WE v ̂ E -* Mlί, )), and one of the following holds:

a. F 2 is one of b(xtF)Έ and b(xt{ι

u)F)E and F 5 = b(xt{ι

u)F) I

b. F 2 is one of v h b{xtF)E and ?; h δ(iί(ί)F)E and F5 =
vh b{xt{i)F) I b(xtF).

iv. b is term-making 1 < j ^ m, F1 = C(ΛΛΓ A^(3;M —• v h
(G «-> F ; » Λ (G <-> Fy», and one of the following holds:

a. F2 is one of 5(x^F)E and b(xtFfy)E and F 5 = b(xtF(j

G)) I

b. F 2 is one of υ h &(^F)E and t; h 6(ArίF(^))E and F5 =
v h KxtFil)) I b(xtF).

rwr Rewriting of bound variables

bjxtF) b(x(ί) "yt XJF) v h bjxtF)
b(xφ ψ XJF)' b(xtF) ' v h 6(x(j) 7 ί x

yΨ)'

z; h6(Jc(y') 7^ XyF) b(xtF)E b(x(ι

y)
 xjt XJF)E

v h &(^F) ' 6(ΛΓ(*) ψ x

yΨ) I 6(ΛrίF) '

v \- b{xtF)E v H b(x(y) X

yH
 XJF)E

υhb(xψ **t x*F)lb(xtF) *

In all of these schemas, y is not free in a value of x, t, or F.

There are k, Z, m, δ, Λ:, ί, F, z, 3;, and v such that CNklmbxtF,
1 ^ i ^ k, there is no value of x or t or F in which 3? is free, and
one of the following holds:

i. b is formula making and one of the following holds:

a. F 2 = b(xtF) and F 5 - b(xφ xi

yt
 Xt

yF) or vice versa

b. F 2 = υ h δ(x^F) and F 5 = v (- δU(j) "ŷ  y^) o r v i c e versa.

ii. b is term making and one of the following holds:

a. F 2 is one of b(xtF)E and b(x(y) xjt XJF)E and F 5 =
b(xφ x}t X*F) I b{xtF)

b. F 2 is one of υ H b(xtF)E and z; h &(ΛΓ( j) Xy> *yF)E and F 5 =

ipd Identification of proper descriptions3

.. / I Γ . -- τ / 3; 7̂  x and not free m F.
VΛ:(FΛTΛ:F I x) J '

There are x9 F, and y such that x f y, y is not free in F,
Fx = Vy Ax(F <r>χly), and F 5 = VΛ;<FΛ1#F I ΛΓ).

ac Actuality
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tE u h tE

Nt& Λ/Mh/B U Γ tlu

tA ' MhlA

There are t and M such that one of the following holds:

i. F x = tE, F 2 = A/tB, and F 5 = tA.

ii. Either F x = u \- tE and F2 = /vu h tB or F2 = u r tlu. Also,

F 5 = MH tA.

sac Simplification of actuality

uhtA

tA u Y-tA u h tM

/vtM Λ/tB' /vuhtB' uΓtlu'

There are t and u such that one of the following holds:

i. Fλ = tA and F 5 is one of /vtM and /vtB.

ii. Fλ = u \- tA and F 5 = NU \- tB.

iii. Fλ = u h tA, F 2 = u (- ίM, and F5 = u Γ tlu.

mom Momenthood

ίM

There are t, F, and w such that Fλ is one of t \- F and ί Γ M E and

F5 = tM.

inv Invariance of variables

tM

t r xlx'

There are t and x such that Fλ = tM and F5 = t vxlx.

idx Indexing

tM tM t\- F

NtY-F Nt\-F t\-G t \-G t \-F t\-G
t\-/vF' th(F-*G) ' £ H ( F Λ G > ' t\~(FvG) '

^M ^E

t h F<^ t h G Ax t h F x not Vx t h F x not

t)-(F<r*G) ' thAxF f r e e i n g t\-VxF f r e e i n g

t r uE t Γ uM t Γu It Γυ Λx t h F E ^ Γ ΊA F E * not

/ h w E ' thuM' t h ulv ' t ΓΛxF IΛx t \-F free in t%

There are t through v, F and G, and x such that x is not free in t

and one of the following holds:

i. Fλ = tM, F 2 = / v ί h F, and F5 = t h ΛΛF.

ii. Either F x = ^M and F 2 = Λ// H F or Fλ = t \- G, and F 5 =

ί h <F -* G).
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iii. Fx = t H F, F2 = t h G, and F5 = t μ <F Λ G>.
iv. F2 is one of t H F and ί h G and F5 = t \- (F v G).
v. Fx = f M, F2 = ί h F ^ t h G, and F5 = ί H <F <e* G).
vi. Fx = #E, F2 = Ax t h F, and F5 = t h AxF.
vii. F ^ V x ί HF and F5 = ί μ VΛ F .
viii. F ^ / Γ w E and F5 = t \~ uE.
ix. F L = ί r M M and F5 = ί h MM.

x. Fλ = t Γ u I t Γv and F 5 = t \- ulv.

xi. Fx is one of IΛ: t H F E and ί Γ i x F E and F 5 = t Γ*\χF I
UίhF.

sidx Simplification of indices

t \-(F-> G)
t H/vF t HF ^ ( F A G ) t h (G A F)

/vthF' t\-G ' t h F

ίh(FvG) ίh(GvF) ίh(/vFvG> ίh(Gv/vF)
/vίhF £ HF

ί h G ' ί h G

£ H <F «-> G) ί h ( G ^ F )
ί h - F ί h ΛΛΓF x not

* h G ' Ax t H F free in ί '

^ H VA F Λ: not ^ h ^ E ^ H ̂ M ^h ̂ Iz;
V Λ : ί h F f r e e i n Γ ί V u E ? ^ Γ M M ' ί Γ w H Γ y '

There are t through v, F and G, and ΛΓ such that x is not free in t
and one of the following holds:

i. Fλ = t \- Λ/F and F5 = Λ/t \- F.
ii. Fx = if h- (F -• G), F2 = t v- F, and F 5 = ifhG.
iii. Fλ is one of t H (F Λ G) and t h (G A F) and F5 = t \- F.
iv. Fi is one of ί h (F v G) and ί μ (G v F), F2 = Nt \- F, and

F 5 ^ h G .
v. F2 is one of ί h (Λ/F V G) and t μ (G v Λ/F), F2 = t h F, and

F5 = ί h G .
vi. Fx is one of ί h ( F o G ) and ί h ( G ^ F ) , F 2 = ί h F , and

F5 = th G.
vii. Fx = / μ AxF and F5 = Ax t h F.
viii. Fx = ί μ V.vF and F5 = Vx t μ F.
ix. Fx = if μ wE and F 5 = / Γ M E .

x. F2 = t μ MM and F5 = t Γ u M.
xi. Fi = ί μ wl̂  and F5 = t Γ u 11 r v.

aidx Association of indices

υ \- t \- F v r t μ F f r ft r M) E (f r t) r M E
v Γ t \- F' i h ί h F ' v Γ (t Γu) I (v Γt) Γu "

There are £ through z; and F such that one of the following holds:
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i. JFI = v H-1 H F and F
5
 = υ r t \- F or vice versa.

ii. Fi is one of # Γ (ί r w> E and (v Γ t) r u E and F
5
 = v r (t Γu) I

(V Γ t) ΓU.

4. # is obtainable from p by a proof method just when there are an index m
of pA and formulas F x through F3 such that there is no index n oϊ p greater
than m such that pm is a show line, F 2 and F2 are lines of p, pm = S F 3 ,
q-pm cut off from the m^n line with F 3 = ̂ ^ added at its end, and one of the
following holds.

p Direct proof5

F

£F'

F3 = F,.

ip Indirect proof

G

NG

JF'

Fi and F2 are contrary.

cp Conditional proof

Λ/F G

i F-+ G '

There are F and G such that Fλ is one of /vF and G and F3 =
F-* G.

dp Disjunction proof

£ G
£ FvG'

There are F and G such that Fλ is one of F and G and F3 = F vG.

ep Equivalence proof

F-> G

G-> F .
^F^G

There are F and G such that F
x
 = F -* G, F

2
 = G -> F, and

F
3
= F±*G.
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up Universal proof

F
- T — — - Xι through %ι not free above.
β /\xi. . . AXjl1

For some nonempty sequence x of variables, there is no index k

of p smaller than m such that a value of x is free in the largest

formula which occurs in pk and Fs = C(ΛxFj).

The above clauses list the ways in which q is obtainable from p. A

proof sequence is a nonempty and countable sequence s of finite sequences

of lines such that sx consists of a show line and sz is obtainable from s t _!

if i is an index of s. F is N-provable just when there exists a finite proof

sequence whose last sequence of lines has F as its only line. That is, SF

can be transformed into F by means of the rules and proof methods of N.

To make N applicable to an axiom set, the definition of obtainability

can be extended by adding an additional axiom rule. Given finite sequences

of lines p and q and a set A of formulas, q is obtainable from p by A just

when either q is obtainable from p or the following holds:

ax Axiom rule

— G an axiom.
G

q is p with a member of A added at its end.

The proof sequences constructed by this more general notion of

obtainability are the proof sequences in A. F is ^-provable in A just when

there exists a finite proof sequence in A whose last line sequence has F as

its only line. Thus, F is N-provable just when F is N-provable in every set

of formulas and so just when F is N-provable in the empty set.

It can be shown that no new formulas are N-provable in A even if lines

sequences are allowed to be extended by adding formulas which follow from

previous lines by means of provable formulas. That is, if p and q are finite

sequences of lines and q is p with G added at its end, then the following

inference rule is derivable in N applied to A.

t Theorems rule

Fi

Fjn w h e r e Fι Λ . . . Λ F w Λ G x Λ . . ,hGn->G

G and Gι through Gn are provable.

There are positive integers m and n and formulas F 1 # . .Fm,

Gλ. . ,Gn such that F1 through Fm are lines of p, d through Gn

are N-provable in A, and Fλ Λ . . . Λ Fm Λ GXΛ . . . Λ Gn -* G is

N-provable in A.
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It is very useful to have the theorems rule among the inference rules

even though it is redundant. In fact, the rules of N often overlap each other.

This lack of economy is for the sake of ease and naturalness of application.

2 The equivalence ofN with L

Lemma 1 Every axiom of L is N-provable.

Proof: The proof is through the construction of a proof sequence which has

F as the only line of its last line sequence for any instance F of each of the

schemas of L. All of the constructions are relatively simple. The follow-

ing is an annotated line sequence designation which indicates a proof

sequence for the main description principle of L. It is assumed that y is

not free in F, t, or x and that the distinct yr and y" do not occur in F

through y.

1 j6tl1xF*>Vy(/\x(F*+xIy)*tIy) 2, 19 ep

2 jίt I ΛxF -> Wy(Ax(F <e>χΓy>Λ tly) 18 cp

3 tlΛxF 2 a

4 ΛxF E 3 ex

5 Vyλx(F**xly) 4 pd

6 \x{F 4+xly1) 5 ei

7 VX(FΛΛXFIX) 5 ipd

8 yπFAixFly" 7 ei

9 ΛxF I y" 8 sc

10 y"E 9 ex

11 ytF^y'Ίy' 6,10 ui

12 yπF 8 sc

13 / ' I 3/ 11, 12 se

14 ΛxF I y 9,13 int

15 tly1 3, 14 int

16 Ax(F <H> χiy') Λ tly
r 6,15 c

17 y E 15 ex

18 Vy{Ax(F<r*xly)ΛtIy) 16, 17 eg

19 ji Wy(Ax(F <r̂  xly) Λ tly) — 11 ΛxF 34 cp

20 Vy(Ax(F <r* xly) A tly) 19 a

21 Ax(F <r^xly1)Atly1 20 ei

22 Ax(F<r>xlyr) 21 sc

23 y'E 20 exv

24 VyAx(F+>xly) 22, 23 eg

25 VX(FΛΛXFI X) 24 ipd

26 ynFAΛxFl y" 25 ei

27 ΛxF I y" 26 sc

28 y'E 27 ex

29 yΪF<r*y"l y 22, 28 ui

30 yf,F 26 sc

31 y"lyr 29,30 se

32 ΛxF I y 27,31 int

33 tlyr 21 sc

34 11 ΛxF 32, 33 int .
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Lemma 2 If F and F —> G are N-provable, then G is N-provable.

Proof: Assume that there are proof sequences whose last line sequences

are designated by J& F and j6 F —> G. By means of si and p, these proof

sequences can be combined into a proof sequence whose structure is

indicated by the following designation and shows that G is N-provable:

jίG
SF

t F-> G

G

Lemma 3 If F is N-provable, then AxF is N-provable.

Proof: If there is a proof sequence whose last line sequence is designated
by jέ F, it follows by up that there is a proof sequence whose structure is

indicated by j6 AxF and shows that AxF is N-provable.

Lemma 4 If s is a proof sequence, m is an index of s, 1 < I < m, and s/ is
obtainable from S/_i by a proof method, then the conjunction of (s/ without
its last line) —• the last line of Si is L-provable.

Proof: Assume the antecedent. For any I and m, let Aim hold just when m
is an index of s, 1 < I ̂  m, and S/ is obtainable from s ^ by a proof method.
Also, for any index I of s, let Ql hold just when the conjunction of (s/ with-
out its last line) —> the last line of s/ is L-provable. Let P be the set of all
m such that, if m is an index of s, then, for any Z, A/m only if CZ. 1 is in P
since not AZ1. So assume that m is in P and AZm + 1. Hence, m is an index
of s and so CZ if AZm. If sm+1 is not obtainable from sm by a proof method,
then Si is not longer than sι_1 while sm+1 is longer than sm and so Z f m + 1
and Z < m. That is, AZm and so CZ. Hence, assume that sm+1 is obtainable
from sm by a proof method. In other words, there is an index k of sm and
an F such that (sm)k = SF, there is no index n of sm greater than k such that
(sm)n is a show line, and sm+1 is sm cut off at the &tn line with (sOT)A changed
to F. If Z ^ m + 1, Z < m and CZ since AZm. Assume then that Z = m + 1.
Also, if sw + 1 = S/ is obtainable from sm = S/_! by up and F = ΛΛΓ1# . ,AX(G
with z a positive integer, let H = G. Otherwise, H = F. Clearly,

a. the conjunction of sOT —> # is L-provable,

for the formulas needed to obtain sz from s ^ by a proof method are
present in the conjunction of sm and tautologically imply H.

Let w = the largest index of sm. By induction, it can be shown that
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b. For any natural number z, if z < n - k, then the conjunction of
(sm cut off from the (n + 1) - z^ line) —* H is L-provable.

By a, b holds for z = 0. For any natural number z ^ w - k, let Kz = the
conjunction of (sm cut off from the (n + 1) - z t n line). Assume both that z is
a natural number such that Kz -* H is L-provable if £ < w - k and that
£ + 1 < n - k. Since z ^ n - k, Kz-^ H is L-provable. Let b = sm cut off
from the (n + 1) - (z + 1) = n - z^h line and let c = sm cut off from the
(n + 1) - z = (n - z) + l^n line. We must show that Kz + 1 —• H is L-provable.

It is not possible that c is obtainable from b by adding a show line
since then there is an index n of sm greater than k such that {sm)n is a show
line.

Assume that c is obtainable from b by adding an assumption. If there
are J and K such that (sw)w_ z = S J-» K", then, since ( s j ^ is the last show
line of c, n - z = k. Hence, H = J-* K and (sm){n_z)+1 = J. Since Kz = Kz + 1 Λ J
and Kz —> (J-* K) is L-provable by assumption, it follows by tautological
implication that Kε + 1 -> # is L-provable. Similarly, if (sm)n-z = S JvϋΓ,
# = J v X and there is a G contrary to J such that (sm)in_z)+1 = G. Since
Kz = Kz + 1 Λ G and Kε—> JvϋΓ is L-provable by assumption, it follows again
by tautological implication that Kz + 1 —> # is L-provable. Finally, if there
are contrary J and ϋC such that (sm)n_z = S J a n d (s f f l ) ( β . 2 ) + 1 = K, H = J and
Kz + 1 —> H is L-provable by tautological implication since Kz = Kz + IAK
and Kz -> J is L-provable by assumption.

If c is obtainable from b by an inference rule other than ei, Kz + 1 —• Kz
is clearly L-provable via the structure of L and Theorem 25 of [2], Hence,
Kz —> H is as well by tautological implication. Assume then that c is
obtainable from b by ei. Hence, for some G, x, and y, WxG is a line of b,
y does not occur in b, and (sm){n_z)+1 = yG. But y occurs in neither Kz + 1
nor G nor H while Kz = Kz + 1Λ yG and Kz-># is L-provable by assumption.
Hence, both Kz + 1 Λ yG —> H and Kz + 1 -> VΛ G are L-provable and so
Kz + 1 -> # is L-provable via Corollary 12 and Theorem 25 of [2].

Assume finally that there is an index < m of s such that c = s ; + 1 and
c is obtainable from s ; by a proof method. Since 1 < j + 1 < m, A; + 1 m
and so Cj + 1. This means that the conjunction of (c without its last line) —>
the last line of c is L-provable. But c = sm cut off from the (n - z) + l^n line
and the last line of c = (sm)n_z = J for some J. Hence, Kz + 1 —* J is L-
provable while Kz = Kz + 1 Λ J and so Kz + 1 —• H is again L-provable since
Kz -> # is.

This exhausts the ways in which c is obtainable from its predecessors
and so b holds. Putting z = n - k in b, it follows that the conjunction of
(sm cut off from the k + l^n line) —> H is L-provable. Since (sw)& is a show
line, the conjunction of (sm cut off from the k + 1 t h line) = the conjunction of
(sm cut off from the &th ϋ n e ) # Also, sm cut off from the &*n line = s w + 1

without its last line and H = the last line of sm+1. If J = the conjunction of
(sOT+1 without its last line), it follows that J-» H is L-provable. If s w + 1 is
obtainable from sm by up, there are a positive integer z and x through #,
such that F = Λ*!. . . Ax{ H and none of xλ through x{ is free in J . Since
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J-+ H is L-provable, it follows that J —> F is by repeated applications of

the axioms of L corresponding to Theorem 13 of [2]. On the other hand,

if sm+1 is obtainable from sm by a proof method other than up, F - H and

J—• F is again L-provable. Since I = m + 1, C/. But then m + 1 is in P and

the lemma holds.

Theorem 1 F is W-provable just when F is L-provable,

By Lemmas 1-3, every L-provable formula is N-provable. Assume

then that there is a finite nonempty proof sequence s whose last line

sequence has F as its only line. Let m be the greatest index of s. By

analyzing cases, it is clear that sm is only obtainable from sm.1 by a proof

method. But then the conjunction of (sm without its last line) —> the last line

of sm is L-provable by Lemma 4. Since sm has F as its only line, it follows

that (G -> G) -* F is L-provable where G is the first sentential constant and

so F is L-provable by tautology and modus ponens.

Corollary 1 F is N-provable just when F is valid.

This follows from Theorem 1 together with Theorems 24 and 27 of [2],

NOTES

1. See [2]. That study was summarized at the Royal Institute of Technology in Stockholm in
May of 1973 and presented in full at the Salzburg Colloquium on Logic and Ontology in
September of 1973. The terminology of [2] .is here presupposed. The system N and Theorem 1
were also referred to in an abstract in The Bulletin of the Section of Logic 5, (1976),pp. 16-19.

2. Observe that the rule only implies that logical predicates and operation symbols are existence
implying. This is because intensional predicates and operation symbols are allowed for in N
and L. Observe also that t Γ u E need not imply wE (for, like K Γ is intensional).

3. If the Hilbert selection variable binder e were included among the logical constants of N and
L, it could be dealt with by rules like pd and ipd in N and by the corresponding axioms in L.
For example, e xFE -> VxF and VxF -> VJC(F Λ exF I x) could be added to the schemas of L
together with the absoluteness principle t Γ exFE v ex t )r F E -* t Γ exF I ex t \- F (x not
free in t). Notice that it is not one of the nonstandard existence rules for descriptions, but
rather all of the usual substitution rules for descriptions which break down in indexical logics.

4. An index of a sequence is one of the objects in the domain of the sequence.

5. The line to the left of the schema indicates omission of the sequence below $F.
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