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Abstract

Sound tracing, a 3D sound rendering technology based on ray tracing, is a
very costly method for calculating sound propagation. To reduce its expense,
we propose an algorithm for adjusting the depth based on frame coherence
and spatial characteristics. The results of the experiment indicate that when
the sound source and listener were indoors, the reflection path loss rate
was 3%, the diffraction path loss rate was 15.4%, and the total frame rate
increased by 6.25%. When the listener was outdoors and the sound source
was indoors, the reflection path and diffraction path loss rate were 0%, and
the total frame rate was increased by 33.33 compared to the conventional
method. Thus, the proposed algorithm can improve rendering performance
while minimizing path loss rate.
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1 Introduction

Based on 3D geometric models, sound tracing simulates audio that changes in
real-time depending on the location of objects, materials, listeners, and sound
sources in virtual space. In addition, the technology provides the user with an
aural sense of space by reproducing physical characteristics of sound such as
reflection, transmission, diffraction, and absorption [1, 2].

However, simulating physically-based sound with surrounding objects
and materials in real-time requires a large computational expense and high
power consumption [3]. Therefore, there is a limit to real-time processing of
sound tracing in a resource-limited environment such as a mobile device. For
this reason, it is essential to reduce power consumption and calculation cost
to provide an auditory immersion across a range of platforms.

In this paper, we propose an algorithm that will solve the problem of
the computational cost of real-time sound tracing. The algorithm adjusts the
maximum depth of a ray for the sound propagation using spatial and frame
coherence characteristics. As a result, this method can reduce the amount of
computation needed for sound propagation and improve performance through
depth adjustment.

2 Background

2.1 Sound Tracing

Sound tracing is a 3D sound rendering technology that combines sound
processing and ray tracing technology. Figure 1 shows the three processing
steps of sound tracing, whereby sound synthesis creates sound effects based
on user interaction, sound propagation simulates the process of transmitting
the synthesized sound to the listener, and sound generation (auralization)

Figure 1 Sound tracing steps.
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takes the dry-audio generated in the first step and the impulse response (IR)
calculated in the second and convolutes them to generate the final sound,
which it outputs to the user’s final output device. Of these three steps, sound
propagation is the most expensive to calculate and very difficult to process
in real-time. That is, in order to process sound rendering in real-time, it is
essential to accelerate the sound propagation.

2.2 Sound Propagation

Sound propagation algorithms are largely classified as either wave-based
numerical methods or geometric acoustic(GA) methods. Wave-based numer-
ical methods calculate the propagation path by taking into account the
waveform as real-word sound processing [4–8]. Since this method performs
numerical calculation numerically by applying the relationship between the
sound source and the listener in the wave equation for the surrounding
environment, it is possible to compute an accurate propagation path, although
the cost of this calculation is high.

GA methods trace the propagation path of sound using a single ray,
frusta or beam. The physical properties of sound are simulated through sound
propagation, and calculated in real-time. Therefore, GA methods are suitable
for dynamic scenes that require real-time processing.

M. Taylor et al. [10] parallelized sound reflection processing using
GPU-based ray-tracing applied by a multi-view tracking algorithm so that
early specular reflection and first-order diffraction were accelerated through
GPU parallelism. C. Schissler et al. [12] introduced a method of repeatedly
calculating diffuse reflection by combining radiosity and path tracing. In
this method, reflection and diffraction paths are calculated using GA, and
statistical techniques are used for dynamic scenes.

C. Schissler et al. [11] used sphere-sound sources unlike the point-sound
sources of [9], and performed backward-ray tracing based on the listener.
In addition, sub-linear scaling was achieved by clustering sound sources far
from the listener. C. Cao et al. [13] used a bidirectional path tracing method
using multiple importance sampling.

3 Analysis of Sound Propagation Characteristics

3.1 Rays Characteristics According to Space

Sound propagation processing is performed using guide and source rays. A
guide ray is created from a listener, and a source ray is created from a sound
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Figure 2 (a): Sibenik(indoor) – 75k triangles, (b): Concert hall (indoor) -– 24k triangles, (c):
Bootcamp (complex) – 130k triangles, (d): Angrybot (complex) – 38k triangles.

Table 1 Average guide ray count per each depth
Scene Depth1 Depth2 Depth3 Depth4
Sibenik (Indoor) 1024 1023 1023 1020
Concerthall (Indoor) 1024 1024 1024 1024
Bootcamp (Outdoor) 1024 428 69 26
Angrybot (Complex) 1024 773 523 365

source. Traversal and collision-detection are performed between the ray and
triangles. The ray hit by the triangles generates another reflected ray, and
each of these reflections is refers to depth. The sound propagation recursively
performs this process until the depth reaches max-depth. When sound prop-
agation is performed in this way, the triangles hit by the guide ray provide
the basis for early reflection, and those hit by the source ray provide the basis
for late reverberation. Sound propagation can grasp a scene’s characteristics
through the guide ray and source ray.

To check the characteristics of a scene through the guide ray across
various environments, experiments were performed in 4 scenes as shown in
Figure 2. Sibenik and Concert hall were an indoor scenes, Bootcamp was an
outdoor scene, and Angrybot was a complex scene with indoor and outdoor
characteristics. Table 1 shows the number of guide rays for each depth across
4 scenes. In the sound propagation system, the number of guide rays was
set to 1,024, max-depth was set to 4,and the average value for each depth
was measured for 10 frames. The results of the experiment showed that the
indoor scene maintained the number of guide rays for all depths. As the depth
increased outdoors, the number of guide rays decreased. The complex scene
showed that the number of guide rays decreased as the depth increased, but
the number was lower than that of the outdoor scene.
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Figure 3 Change of the number of reflection/diffraction paths per frames.

3.2 Reflection/Diffraction Path Count According to Sound
Source Visibility

The number of valid reflections and diffraction paths varies depending on the
visibility of the sound source. The valid path is a path from the sound source
to the listener and affects making final audio. The sound source visibility is
whether there is a direct path from the listener to the sound source.

Figure 3 shows the change in the number of valid reflection- and
diffraction-paths according to a sound source visibility. In the figure, the x-
axis represents the frame number and the y-axis represents the number of
paths. If the sound source has a direct path, its visibility is one; otherwise, it
is zero.

The experiment was performed in the Angrybot complex scene and the
number of valid reflection and diffraction paths was measured for 40 frames
while moving the listener from the visible areas to the invisible areas. The
results of experiment show that the reflection path tended to increase when
the sound source visibility was one and decrease when it was zero. On the
other hand, the diffraction path tended to increase slightly when visibility
was 0. Through this, it can be seen that sound source visibility had a large
influence on the number of valid paths.

3.3 Frame Coherence

According to our experiments, the sound propagation showed high frame
coherence. Table 2 shows the probability that a valid frame is the same in the
current and previous frames for each depth while performing sound tracing
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Table 2 Probability that the current valid frame equals the previous valid frame for 100
frames

Scene Depth1 Depth2 Depth3
Bootcamp(Indoor) 70.71% 90.91% 86.87%
Bootcamp(Outdoor) 96.97% 100.00% 100.00%

for 100 frames in the Bootcamp scene. The valid frame represents a frame in
which the valid paths exist. If the valid paths exist in both the previous and
current frames at all depths, it can be said that the valid frame is the same at
all depths. This means that the frame coherence is high.

The result of experiment show that the indoor scene had a higher prob-
ability of having the same valid frame as the depth increased. On the other
hand, outdoor scenes had a high probability of having the valid frame with
the previous frame at all depths. This means that there is a high probability
that the valid frames between frames are the same regardless of the scene’s
characteristics. As a result, we can predict whether the next frame is valid or
not by determining the validity of the current frame for each depth.

4 Proposed Algorithm

4.1 Proposed Sound Propagation Flow-chart

In this section, we will first describe the entire sound propagation flow and
then outline the proposed adaptive depth control(ADC) algorithm in detail.

Figure 4 shows the proposed sound propagation flow-chart with steps
consisting of SetupProcessing, RayGeneration, Traversal&Intersection Test
(TnI), HitPointCalc, Propagation Path Validation& Reverb Geometry Collec-
tor (PPVnRGC), and PathReverbIRCalc.

The SetupProcessing step manages the sound propagation mode, gen-
erates ray information according to the mode, and delivers it to the Ray-
Generation step. The proposed depth control algorithm is also performed
in this step. The RayGeneration step creates a ray using the information
received in the previous step and delivers the ray data to the TnI step. In the
TnI step, the generated ray traverses through the acceleration structure and
performs collision-detection between the ray and triangles. The HitPointCalc
step calculates the hit point.

The PPVnRGC step executes either Propagation Path Validator (PPV) or
Reverb Geometry Collector (RGC) depending on the characteristics of the
ray. The PPV step checks whether the path is valid based on the information
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Figure 4 Proposed sound propagation flow chart.

calculated in the previous step and the location information of the listener and
sound source. In the RGC step, information necessary for reverb is stored in
a buffer using a source ray. Finally, the PathReverbIRCalc creates Impulse
Response (IR) data using the information received through PPVnRGC and
stores the generated data in the SPOutBuffer.

The ADC algorithm proposed in this paper uses sound propagation char-
acteristics according to spatial and temporal coherence. The factor using the
temporal coherence characteristic adjusts the depth using the average value of
valid frames of previous frames. The ADC for depth control was added to the
Setup Processing step. If the appropriate ray depth can be adjusted according
to the situation, the quality of sound propagation will be minimized while the
amount of computing is reduced, and the performance will be improved as
the amount of calculation is reduced.

4.2 Adaptive Depth Control Algorithm

Figure 5 shows the proposed algorithm flow-chart. First, the algorithm checks
whether the ADC is activated. When this is activated, variables are initialized
and the ADC is performed. The next step checks whether there is a spatial
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Figure 5 Proposed algorithm flow chart.

change of a sound source or listener calculated in the previous frame. The
spatial change of sound source or listener is calculated as follows:

S(I, F ) = V (I)|((P (G)|P (I,R))̂S(I, F − 1)) (1)

P (G) =

[
GuidePlaneCount

GuideRayCount

]
(2)

P (I,R) =

[
SourcePlaneCount (I)

GuideRayCount (I)

]
(3)

In Equation (1), S(I, F ) denotes the presence or absence of a change in
the spatial position of the sound source in the frame. I and F denote the ID of
the sound source and frame number, respectively. If S(I, F ) is one, there is a
spatial change, and if S(I, F ) is zero, there is no spatial change.

V (I) represents visibility between the sound source and the listener. If
V (I) is one, there is a direct path between the sound source and the listener
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in the frame. If S(I, F ) is zero, there is no direct path between the sound
source and the listener in the frame.

In Equation (2), P (G) represents the result of rounding after dividing the
guide plane count by the guide ray count. In total, 1024 guide rays are shot
from each listener. The guide plane is a plane (or triangle) that is hit by the
guide ray. If P (G) is one, the listener is in a space with a high possibility of
reflection. If P (G) is zero, the listener is in a space with less possibility of
reflection.

In Equation (3), P (I,R) is the result of rounding the result by dividing the
source plane count by the source ray count. In total, 128 source rays are shot
from each source. The source plane is a plane that is hit by the source ray. If
P (I,R) is one, the sound source is in a space where there is ample reflection.
If P (I,R) is zero, the sound source is in a space with poor reflection.

As a result, when the visibility between the listener and the sound source
changes when the current frame is compared with the previous frame, or
when the sound source and the listener change space, S(I, F ) becomes one.
At this time, the depth is recovered to four, which is the max-depth that can
be generated in sound propagation.

If there is no spatial change, the new depth is calculated based on the valid
frames for each depth. The ADC stores valid frame values for each depth for
the previous 20 frames while performing sound tracing. If the current frame is
the 30th frame and there is no spatial change, the ADC calculates the average
value of the valid frame for each depth for the previous 20 frames (10 ∼
29 frames) and divides it by 20. For each depth, a depth with a result value
greater than 0.5 is found, and the largest depth among them is determined to
be the new depth.

5 Experiment Results

In this paper, we experimented in the Bootcamp environment, which is an
environment with complex spaces that are meaningful in ADC experiments.
For a range of experimental conditions, one sound source was placed indoors,
and the listener performed an experiment while moving between indoors and
outdoors.

Table 3 shows the results of experiment at the 50th, 500th, and 1000th
frames when applying depth control to the Bootcamp environment. The
factors of the results are the number of valid paths, path loss rate, and frame
rate for each reflection depth (R) and diffraction (D) in a frame in which the
sound source and listener are in different space.
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Table 3 The result of applying ADC

Frame
Number

R0 R1 R2 R3 D0 D1 D2 D3
Path Loss

Rate
(R/D) (%)

Frame
Rate (ms)

50th frame
ADC 12 4 9 7 6 3 2 0

3.03 /15.4
15

Non-ADC 13 4 9 7 6 3 3 1 16
Difference 1 0 0 0 0 0 1 1 1

500th frame
ADC 8 2 7 7 5 3 1 0

7.69 / 0
12

Non-ADC 8 3 7 8 5 3 1 0 13
Difference 0 1 0 1 0 0 0 0 1

1000th frame
ADC 0 0 0 0 1 0 0 0

0 / 0
6

Non-ADC 0 0 0 0 1 0 0 0 9
Difference 0 0 0 0 0 0 0 0 3

*R-Number: the R is the reflection path count, **D-Number: the D is the diffraction path count, the
number is order.

In the 50th frame, both the sound source and the listener were located
indoors. The loss rate of the reflection path was 3.03%; the loss rate of the
diffraction path was 15.4%; and the frame rate when using ADC was 6.25%
better than when ADC was not utilized.

In the 500th frame, the sound source was located indoors, and the listener
was located in an ambiguous place—neither indoors nor outdoors. The loss
rate of the reflection path was 7.69%, the loss rate of the diffraction path
was 0%, and the frame rate when ADC was employed was 7.69% better than
when the ADC was not employed.

In the 1000th frame, the sound source was located indoors, and the
listener was located outdoors. The loss rate of the reflection path was 0%,
the loss rate of the diffraction path was 0%, and the frame rate when using
ADC was 33.33% better than when the ADC was not utilized.

6 Conclusion

In this paper, we proposed an ADC method to improve the performance
of sound tracing. For ADC, spatial characteristics and frame coherence
characteristics were employed.

To adjust the depth, the average number of valid frames of the previous
frames for each depth was applied. In addition, to obtaining the timing to
recover the depth, the timing to recover the depth was gathered using the
visibility of the sound source, guide plane ratio, and reverb plane ratio.

The ADC experiment with the proposed method reveals that, in the case
of path loss rate, when the listener was inside, the reflection path loss rate was
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3.03% and the diffraction path loss rate was 15.4%. When the listener was
outside, the reflection and diffraction path loss rate showed a loss rate of 0%.

In terms of performance, when the listener was indoors, the frame rate
increased by 6.25%, and when the listener was outdoors, the frame rate
increased by 33.3%. These findings confirm that the proposed ADC method
can minimize potential path loss and improve frame rates.
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